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Cellular networks

Centralised Massive MIMO Cell-less Massive MIMO




The AIMM simulator https://aimm.celticnext.eu/simulator/

=1 A

5G standard
channel models



https://aimm.celticnext.eu/simulator/

Where is the maths?

Channel models, fading.

Channel estimation, precoding.

Modulation schemes.

Dynamic spectrum allocation (sub-banding).
Handover algorithms.

Traffic models.

Mobility models.

Mapping physical metrics to subjective quality-of-experience.



Radio channel modelling

A trade-off is required: simulation accuracy vs. speed.

® Most important parameter is signal-to-noise ratio.

® To a first approximation, signal strength at distance d is d~¢,
where « is typically in the range 3 to 4.

® Adding to this is a stochastic term, e.g. Rayleigh distributed,
and possibly correlated.

® QOur approach: use a standardized model to pre-compute
lookup tables, and code these tables into the simulator.

® In a real system, signal quality is measured by UEs, and
reported to the cells. All decisions have to be based on these
reports.



Example 1: handover of devices between cells
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Reinforcement learning for handover
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Example 2: Reinforcement learning for sub-band allocation
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