PHYSICAL REVIEW E 73, 046203 (2006)

Method for measuring unstable dimension variability from time series
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Many of the results in the theory of dynamical systems rely on the assumption of hyperbolicity. One of the
possible violations of this condition is the presence of unstable dimension variability (UDV), i.e., the existence
in a chaotic attractor of sets of unstable periodic orbits, each with a different number of expanding directions.
It has been shown that the presence of UDV poses severe limitations to the length of time for which a
numerically generated orbit can be assumed to lie close to a true trajectory of such systems (the shadowing
time). In this work we propose a method to detect the presence of UDV in real systems from time series
measurements. Variations in the number of expanding directions are detected by determining the local topo-
logical dimension of the unstable space for points along a trajectory on the attractor. We show for a physical
system of coupled electronic oscillators that with this method it is possible to decompose attractors into subsets
with different unstable dimension and from this gain insight into the times a typical trajectory spends in each

region.
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I. INTRODUCTION

Dynamical systems theory has proven an invaluable tool
for the understanding of systems presenting nonlinear phe-
nomena. It is well known that the solutions of nonlinear or-
dinary differential equations can exhibit sensitive depen-
dence on initial conditions, or chaos, where two trajectories
with close initial conditions diverge exponentially in time
from one another. This arises because an attractor of the
system contains a dense set of unstable periodic orbits and,
on average, the tangent spaces along points of a typical tra-
jectory possess an expanding direction. In dissipative sys-
tems with more than three degrees of freedom there can be
more than one locally expanding direction, a phenomenon
known as hyperchaos.

Sensitivity to initial conditions naturally leads to the ques-
tion of whether the pseudotrajectories computed from mod-
els of physical systems, which suffer from round-off errors
and inaccuracies in the model, actually correspond to some
true solution of the system. Research in recent years has
yielded sufficient conditions under which true trajectories ex-
ist that stay close to, or shadow, pseudotrajectories for long
times; thus giving validity to statistical values obtained from
computed trajectories. The length of time for which these
conditions are valid, known as the shadowing time, has been
shown to be strongly related to the concept of hyperbolicity.
The dynamics on the attractor is said to be hyperbolic if the
following three conditions are satisfied [[1], p. 238]:

(1) at each point in the set the tangent space can be split
into expanding and contracting subspaces, along which the
distances between two nearby trajectories will, respectively,
grow or shrink exponentially in time;

(2) the angle between the stable and unstable subspaces is
bounded away from zero; and
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(3) along a typical trajectory the expanding subspaces
evolve continuously into expanding subspaces only, and con-
tracting subspaces into contracting ones.

The attractors of only a few dynamical systems can be
proved to be hyperbolic for certain parameter values and it is
believed that attractors in physically relevant systems usually
lose hyperbolicity due to the existence of points violating
conditions 2 or 3 [2]. The second condition is violated if a
tangency exists between the stable and unstable manifolds at
some point on the attractor, where an expanding and con-
tracting direction coincide. The third condition cannot be sat-
isfied if there are variations in the dimension of the expand-
ing and contracting subspaces in different parts of the set.
This form of nonhyperbolicity is called unstable dimension
variability (UDV).

It is believed that the presence of tangencies is a common
feature in low-dimensional systems but in systems with more
than three degrees of freedom, where attractors can be hy-
perchaotic and contain periodic orbits with more than one
expanding direction, UDV is believed to be commonplace
[3]. It has been shown that for hyperbolic systems the shad-
owing time is infinite [4], while for systems with tangencies
the shadowing time will in general be finite and dependent
on the error in each step of the computation of the trajectory
[5]. Nevertheless, in many cases, using high accuracy calcu-
lations allows for the computation of trajectories long
enough to estimate reliable statistical averages. On the other
hand, the obstruction to shadowing due to UDV has been
found to be especially severe, leading not only to very short
shadowing times, but also to a significant amplification of
computational errors, suggesting that the modeling and com-
puted averages are highly unreliable in such cases [6-8].

The existence of expanding and contracting directions in
phase space is related to positive and negative Lyapunov
exponents, respectively. Lyapunov exponents quantify the
rate of exponential expansion or contraction of volumes over
the whole of a given attractor, and can be calculated by av-
eraging over an infinite trajectory the local expansion and
contraction of segments linking nearby points. They can also
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be defined for finite times, giving information on the local
rather than global expansion and contraction rates. If a tra-
jectory visits regions of the attractor with a different number
of expanding directions, the number of positive short-time
Lyapunov exponents (STLEs) will also vary. The change in
sign of one or more of the STLESs is usually used in numeri-
cal experiments to detect the presence of UDV and the asso-
ciated obstruction to shadowing [6].

When faced with a real physical system, information on
the presence of UDV will be useful in determining the pa-
rameter ranges in which we can expect models and numeri-
cal simulations to give results that correspond to real states
of the system. One approach would be to use the information
provided by STLEs to determine the presence of UDV from
the measurements, but the calculation of Lyapunov expo-
nents from experimental data is far more difficult than in the
numerical case. The presence of noise and constraints in the
amount of data available impose serious limitations on tech-
niques available for this purpose [9]. These difficulties be-
come more acute if we try to obtain STLESs, as the amount of
available data is further reduced.

In this work we discuss a method for detecting UDV in
experimental data that does not require the calculation of
STLEs. The method instead determines the topological di-
mension of the unstable space for points along a trajectory
on the attractor and, hence, it is able to detect variations in
the number of expanding directions. Although it also suffers
from the presence of noise and a limited amount of data, the
fact that we are trying to estimate an integer value rather than
to determine the sign of a quantity that can be close to zero
makes the method more robust.

The following sections detail our method and some of its
applications. In Sec. II we discuss the effect of UDV on the
features of an attractor and describe our proposed method for
its detection. In Sec. III A we present a physical system of
two coupled electronic oscillators, used as a test for our
method. The presence of UDV in a model of the system is
shown numerically in Sec. III B. In Sec. III C we apply our
method to a time series from the experimental system and
show the presence of UDV for certain parameter values. We
also compare the robustness of our method to that of other
approaches.

II. METHOD FOR DETECTING UDV FROM TIME
SERIES

It is usually not possible to measure experimentally all the
degrees of freedom in a given system simultaneously and
techniques have been developed to extract as much dynami-
cal information as possible from available data. One of the
principal advances in the field of nonlinear time series analy-
sis has been the realization that information on attractors in
the system can be obtained from time series measurements
via embedding techniques. The delay-embedding technique
of Takens [10] and derived methods [11] provide a recon-
struction of the attractor which preserves dynamical proper-
ties of the real system such as its fractal dimension and
Lyapunov exponents. If {w;,w,,...,wy} is a time series of
measurements of some smooth function of the state of the
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system taken at a constant sampling rate, then points x; in the
reconstructed attractor are defined as

’Wi+v—1)’ (1)

where v, the embedding dimension of the attractor, is taken
as the lowest dimension in which trajectories do not cross in
phase space, as required for any deterministic system. The
method described here works on attractors reconstructed
from time series data using time-delay embedding.

We will assume that we are dealing with an ergodic at-
tractor A with an invariant measure ¢ and contained in a
smooth manifold M. For almost every point x in A, the
region of M around x, M,, can then be described by means
of local stable and unstable manifolds and the corresponding
linear tangent spaces [12]. This will result in trajectories
passing through M being displaced apart along the unstable
directions and driven together along the stable directions.
Thus the trajectories inside M, will be organized in a way
that is related to the local structure of the stable and unstable
manifolds. Our aim is to determine the dimension of the
linear subspace associated to the expanding directions from
the distribution of points belonging to these trajectories.

For a large class of systems including axiom A attractors
the conditional measure induced by o is smooth on unstable
manifolds [13]. On the other hand, due to the complicated
folding of the chaotic attractor the measure is fractal along
the stable directions. In experimental systems, the finite
amount of data and the presence of noise limit the observ-
ability of this fractal structure, and locally the distribution of
experimental data approximates the subspace spanned by the
unstable and neutral (in the direction of the flow) directions,
with a certain “thickness” in the stable directions (Fig. 1).
So, for example, in the case where there is locally one ex-
panding direction, the set of points will approximate a two-
dimensional surface, while for two expanding directions the
set of points will be distributed in an approximately three-
dimensional volume.

Our aim is to determine from these sets of points the
dimension of the local expanding set. The method looks at
the local distribution in phase space of points belonging to
numerous trajectories and calculates the local topological di-
mension on which those points sit and from this the number
of locally expanding directions.

Several methods have been proposed to determine the lo-
cal topological dimension of the manifold containing the at-
tractor [ 14—16]. Although these techniques have a sound the-
oretical basis, we found certain practical restrictions in their
application to our test system. The method of Froehling et al.
[14] attempts to fit the data to the local tangent space by
means of linear regression. This is repeated for increasing
dimension of fit, until the correct dimension is determined
from the x? values obtained. Thus the method relies upon the
linear approximation being valid in the region from which
the data are taken, that is, the radius of the local region
containing the points must be small enough to ensure mini-
mal curvature. This is in competition with the need for the
level of noise in the contracting directions to be small com-
pared to the radius of the set of points under investigation,
and with having a region big enough that it contains suffi-
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FIG. 1. The distribution of points around a chosen trajectory
point. Expanding directions, «——, and the neutral direction of flow
(shaded arrow) show a spread of points, whereas contracting direc-
tions, —+«—, appear almost flat. Thus the dimension of the contain-
ing region is strongly related to the number of unstable dimensions.

cient points for the analysis to be reliable. Similar difficulties
arise in the technique developed by Broomhead et al. [15]
and also that of Hediger [16], which make use of singular
value decomposition (SVD) to obtain the number of linearly
independent vectors locally spanning the tangent space to the
manifold containing the attractor. These have proved to be
valuable techniques for data analysis, especially determining
the dimension of low-dimensional attractors, but in hyper-
chaotic regimes, such as those found in the system described
in Sec. III, we found difficulties in obtaining values which
we could interpret easily. We believe this is mainly due to the
presence of noise and curvature, as well as a limited amount
of data, all of which adversely affect the values obtained.
Instead of the above methods, we decided to use a result
by Hammersley [17] on the distribution of distances between
points uniformly distributed in a hypersphere. It was shown
there that when the number of points is infinite, the mean
distance between them converges to a definite value that de-
pends on the dimension, v, of the hypersphere. We found this
result to be useful for determining the dimension of the space
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TABLE 1. The mean distance between points uniformly distrib-
uted in unit diameter hyperspheres of various dimension. Values
obtained by Bennet (see Ref. [18]) from a result by Hammersley
(see Ref. [17]).

Dimension, Mean, Variance,
v m(d) var,(d)

1 0.3333 0.05555
2 0.4531 0.04469
3 0.5143 0.03551

4 0.5521 0.02857
o0 0.7071 0.00000

containing a given set of points, even if their number is finite
and their distribution nonuniform. Although the presence of
curvature and noise has a detrimental effect on the values
obtained, this way of determining the local dimension of the
set appears to be more robust than the other techniques men-
tioned earlier.

For points uniformly distributed in a hypersphere of di-
mension v, the values of the mean interpoint distances u,(d)
(normalized by the diameter of the hypersphere) and the cor-
responding variances var,(d) for several values of v, were
calculated by Bennet [18] and are included in Table 1. To
evaluate the robustness of the method, we calculated mean
distances for numerically generated sets of points, randomly
distributed and contained in spaces of a different dimension.
The results were so close to the tabulated values as to leave
no doubt about the dimension of the space involved. This
was also the case when the points contained components in
higher dimensions, but whose magnitude was small com-
pared to the other directions. As an example of the robust-
ness of the method, for a two-dimensional unit diameter disk
of 800 randomly distributed points, with a thickness in the
third direction of 10% of the diameter of the disk, the value
of u,(d) obtained was 0.4535, which is very close to the
value 0.4531 that corresponds to a two-dimensional set. Thus
we expect this approach to be successful in cases where data
sets are large enough that at each point of the embedded
attractor it is possible to define a local region of phase space
containing a few hundred points.

Our method for the detection of UDV works by first de-
fining a small hyperspherical region around each point in a
long trajectory on the embedded attractor. The distances be-
tween all the pairs of points in this neighborhood are mea-
sured and their average [ u(d)] calculated and normalized by
the largest recorded distance. This is then repeated for a few
successive points along the same trajectory and an average
(@) is obtained to smooth out local statistical variations.
Once the procedure has been carried out for a long trajectory,
visiting most parts of the attractor, a histogram is produced to
show the statistics of u for the whole attracting region. Un-
stable dimension variability then shows up as multiple peaks
in the histogram, each denoting a region with a given number
of expanding directions.

In order to test our method, we applied it to numerically
generated time series data from the kicked double-rotor sys-
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m,

FIG. 2. The kicked double rotor.

tem [19], which has previously been shown to contain UDV
[20]. Figure 2 shows a diagram of the kicked double rotor
system, which consists of three masses (m,, m,, m,) attached
to two massless rods, /; and /,, which pivot at points P; and
P,. One of the masses is forced impulsively at periodic in-
tervals, and the system is allowed to evolve continuously in
between these “kicks.” The motion is assumed to be re-
stricted to a plane and the four-dimensional system can be
described by two angles, # and ¢, and the corresponding
angular velocities.

A time series was generated by integrating the equations
of motion [19] between periodic kicks, and sin(#) was em-
bedded to reconstruct the attractor. This was chosen for the
embedding because the angular velocity variables are discon-
tinuous at the kicks [21].

We applied the method described here for the detection of
UDV to the embedded data for parameter values when the
attractor is known to contain unstable periodic orbits with
one and two expanding directions (p=5.49, as in Figs. 9(d)
and 10(d) in Ref. [20]). In Fig. 3 it can be seen that the
corresponding histogram shows definite peaks close to the
values ©=0.4531 and ©=0.5143, as expected in the case of a
trajectory visiting regions with one and two unstable dimen-
sions. The spread of the peak for the higher dimensional
region is found to be large due to the sparsity of points in this
region resulting in statistical broadening. In the following
section it will be shown that the method is also suitable for
detecting the presence of UDV in time series obtained from
experimental measurements.

III. EXAMPLE: SYSTEM OF COUPLED ELECTRONIC
OSCILLATORS

A. Description of the configuration

A system of two coupled nonlinear electronic oscillators,
the first unit of which is shown schematically in Fig. 4, was
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FIG. 3. Distributions of local mean distances, i, between points
in the embedded attractor for the kicked double-rotor system. The
distribution shows two peaks around the values corresponding to
two-dimensional and three-dimensional distributions of points, in
agreement with other results on this system confirming the exis-
tence of UDV.

used to test the method. The individual units are based on a
modification of the van der Pol oscillator circuit [22], each
being essentially an autonomous LCR oscillator in parallel to
a nonlinear element, P, consisting of a chain of semiconduc-
tor diodes. An operational amplifier and a variable resistor
provide the control parameters, R; and R,. Data were ob-
tained by measuring the potential difference between the
points “V” and “g,” which varied approximately between
—4.5 and 4.5 V, the magnitudes of which remain unchanged
under nondimensionalization. All of the quoted quantities in
the following sections are in the nondimensionalized form,
where V becomes “x,” and “R,” and “R,” relate to “a” and
“B,” respectively. As in any real system, the elements of the
circuit are not perfectly balanced, resulting in the two oscil-
lators not being identical, even for the same parameter val-
ues.

The system is almost the same as that used by Healey
[23], with the exception that the LCR loop has been replaced
with a solid state equivalent to eliminate any noise picked up
by the inductor coil [24]. Each unit has three degrees of

W=

to osc. 2 \V
= ]
R4 nonlinear
element

J <> LCR
-1 P loop

from g

osc. 2

FIG. 4. Circuit based on the van der Pol oscillator. Units are
coupled via two unidirectional links from point V of one oscillator
to g of the other and vice versa.
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3.5 355 36 3.68 3.7 375 3.8 3.85

FIG. 5. Bifurcation diagram for the system as a function of the
dimensionless parameter 3. For B=3.72 there is an almost-
symmetric attractor which is not shown. The value x is the first
nondimensional embedded coordinate, which is exactly equal in
magnitude to the measured voltage response of the system.

freedom and is capable of exhibiting chaotic behavior. When
coupled in a loop, in this case by unidirectionally connecting
the point V of one oscillator to g of the other and vice versa,
the resulting six-dimensional system can present regimes of
hyperchaos, as described below. The attractors of the system
were reconstructed by embedding measurements of V in a
four-dimensional space. This dimension was determined us-
ing the false neighbors method [25]. In this work all of the
system parameters were kept constant except for 8 of one of
the oscillators. The bifurcation diagram of Fig. 5 shows the
evolution of one of the attractors of the system as a function
of the parameter B. In the studied range, for values of
B<<3.56 a limit cycle is observed. An almost symmetrical
disconnected state can also be found at negative values of x.
As B is increased beyond 3=3.56, the limit cycle is seen to
develop into a chaotic attractor, which steadily grows in size
until S~3.72, when it experiences an interior crisis and a
sudden change in size [26].

At values of B just above this transition, trajectories ap-
pear to move intermittently between the two small sets and a
large set, the former corresponding to the two attractors
present for $=<3.72. In Fig. 6 a time series in which trajec-
tories spend appreciable time in each set is shown. This time
series is typical of the type of behavior seen when trajecto-
ries are split evenly between the different subsets of the at-
tractor. However, at other parameter values it is found that
trajectories spend most of their time in a particular region,
and such a clear intermittent structure is not observed.

6
4l
2
x 0

2}
4}

0 5 10 15 20 25 30 35 40 45 50
t(s)
FIG. 6. Time series in a region of parameter space showing clear
intermittency between the three sets.
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FIG. 7. Evolution of the three largest Lyapunov exponents of the
system of coupled oscillators for varying .

The evolution of the three largest Lyapunov exponents
(N1,N\5,N\3) over the same range of B (Fig. 7) was determined
using the method developed by Wolf er al. [27] with trajec-
tories containing 2 X 10° points. The errors shown are esti-
mates of the robustness of the method, obtained by varying
various parameters of the calculation and observing the re-
sulting shift in the computed values. First, in the limit cycle
region of parameter space, we found no positive Lyapunov
exponents, as expected. As 8 was increased a state contain-
ing one positive exponent was observed, corresponding to
one of the small chaotic sets, as seen in Fig. 5 between
B=3.55 and B=3.72. At values greater than ~3.72 there
is a transition to a hyperchaotic state with two positive
Lyapunov exponents. The transition to hyperchaos approxi-
mately coincides in parameter space with the crisis seen in
the bifurcation diagram in Fig. 5.

These results suggest that the postcrisis attractor arises
from the merger of the two small chaotic attractors, each
having one positive Lyapunov exponent, with a larger non-
attracting set that has two positive exponents. As the smaller
sets contain periodic orbits with one-dimensional unstable
manifolds and the larger set periodic orbits with two-
dimensional unstable manifolds, a trajectory in the postcrisis
attractor will visit the vicinity of periodic orbits with a dif-
ferent number of expanding directions. Thus we expect that
the attractor shortly after the crisis will experience UDV.
This is confirmed in the following section where we study a
model of this physical system.

B. Numerical model

The system described in Sec. III A can be modeled using
the following set of equations, that can be derived using
Kirchhoff’s laws [24]:

d
ﬁ =UB Iy —x) + (v —x1) — ap + ay(x) — exy)],
(2a)
dyi _
d ==71= By —x) = fy1 = x1), (2b)
r
d
ﬁz)’l_l)zl» (2¢)
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FIG. 8. Histograms of numerically generated short-time
Lyapunov exponents. The second and third exponents have been
summed to give the peaks shown. The spread of values seen in (b)
across positive and negative values is an indication of UDV.

d.
ﬁ = NBa(y2=x2) + f(y2 = x2) = ap + ap(x, — €x)],

(2d)
dy; _
4 ==2= By —x2) = f(y2 = x), (2e)
;
d
f =Yy = P22, (2f)

where f(V)=1,(e"-¢™*") is the voltage response of the non-
linear elements. For oscillators 1 and 2, x;,,, ¥/, and z;,, are
the corresponding independent degrees of freedom, repre-
senting dimensionless voltages and currents at various points
in the circuit, and «;,, and S, are the respective variable
parameters, which are dimensionless values of variable resis-
tors. The nondimensional time is described by 7, and all
other symbols refer to fixed scaling constants. This model
gives a good representation of the system for the range of
parameters considered in Sec. III A, within the error in de-
termining the scaling constants [24].

The Lyapunov exponents of the system were obtained us-
ing the method of Benettin er al. [28] and their evolution is
very similar to that obtained from the experimental data,
confirming that the model and the real system have similar
characteristics. Figure 8 shows the histogram of the sum of
the second and third STLEs before and after the crisis, for a
time of a few periods of oscillation. This sum will take either
negative or positive values depending on whether locally
there are one or two expanding directions, respectively, as
one of these exponents will correspond to the neutral direc-
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FIG. 9. Two-dimensional projection of periodically sampled or-
bits of the numerically separated invariant regions. The small sets
were found to have one positive Lyapunov exponent and the large
set to have two.

tion of the flow and have a value close to zero. Before the
crisis the distribution of this STLE is restricted to negative
values [Fig. 8(a)], while shortly after the crisis it includes
both positive and negative values [Fig. 8(b)]. As described
earlier this indicates that trajectories are visiting regions in
the attractor where the number of expanding directions is
different.

We studied in more detail the characteristics of the attrac-
tor shortly after the crisis mentioned above by using this
model and the PIM-simplex method [29]. The latter allowed
us to decompose the attractor into unstable invariant sets and
to gain further insight into the origins of UDV in the system.
The three invariant sets obtained in this way for parameter
values shortly after the crisis are shown in Fig. 9. The points
marked with an x correspond roughly to the precrisis attrac-
tors, while the larger set indicated with dots is incorporated
into the attractor at the point of the crisis. We obtained long
trajectories in each of these nonattracting sets and calculated
the corresponding Lyapunov exponents using the method of
Benettin er al. [28]. The small sets were found to only con-
tain one positive Lyapunov exponent and the large set to
have two. As all sets are part of the attractor after the crisis,
this implies variations in the number of locally expanding
directions for points belonging to a typical trajectory.

C. Determination of the local unstable dimension
in experimental data

We used the method described in Sec. II to determine the
number of expanding directions locally throughout the at-
tractor. The method was applied to time-series data from the
system described in Sec. Il A at various values of SB. The
reconstructed attractors consisted of 2 X 10° points embed-
ded in four dimensions. Around each trajectory point x we
defined the hyperspherical region B(x), of radius ¢, to be as
small as possible to reduce the effects of curvature, while
ensuring that the number of contained points was large
enough to obtain good statistics. The optimal size was found
to be ~2% of the radius of the attractor. Each hyperspherical
region was found to contain from ~100 to ~2500 points,
which we used to determine u(d) as described in Sec. II
Averaging was performed over the values of w(d) for 20
consecutive points on a trajectory to obtain & and to reduce
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FIG. 10. Distributions of local mean dis-
tances, i, between points in the embedded attrac-
tor. Before the crisis the values of x are located
around one peak close to the value corresponding
to a two-dimensional distribution of points (a).
After the crisis, and for nearby values of B, the
distribution shows two peaks around the values

0.54 057

054 087
(c) u (d)

0 045 048 0.51

statistical broadening of the peaks. Histograms at various
values of 3, showing the distributions of x over the attractor,
both before and after the crisis are presented in Fig. 10. It can
be seen clearly that, just before the crisis, the histogram
shows only one peak [Fig. 10(a)], with its maximum just
above the characteristic value for two dimensions given in
Table I. This shows that the reconstructed attractor consists
of points which locally lie on a two-dimensional surface ev-
erywhere, indicating only one expanding direction to the
flow. The small shift of the peak to a value higher than that
predicted is believed to be due to the presence of noise and
the fractal structure of the attractor along the stable direc-
tions, as well as to curvature effects. Noise will cause the
contracting directions to be broadened slightly [Fig. 1(b)],
separating otherwise nearby points by a small distance and
increasing the value of . This hypothesis was confirmed by
performing our method on numerically generated time series
of the same system, based on the model described in Sec.
III B, both with and without the addition of a small amount
of Gaussian noise. It was found that the addition of noise
shifted the peak to the right, by an amount related to the
magnitude of the noise. However, in the absence of additive
noise, the peaks were observed to be slightly lower than the
theoretical values. This is probably due to the effects of tra-
jectories passing close to the edge of the attractor, as the
neighborhoods of points in this region will be partially
empty, resulting in a lower value of the mean distance.

After the crisis, and for parameter values where trajecto-
ries were seen to visit the three different sets of the combined
attractor, the histograms obtained show two distinct peaks
[Figs. 10(b) and 10(c)]. The first recorded peak is at similar
values to those recorded before the transition but the second
peak has its maximum at a value close to that expected for a
three-dimensional distribution of points, indicative of two
expanding directions. Thus the trajectory under investigation
here is observed to visit regions of phase space where there
are both one and two local unstable directions.

The area below each peak gives an idea of the proportion
of time the trajectories spend around the one-dimensional

0 o
045 048 051

corresponding to two-dimensional and three-
dimensional distributions of points, (b) and (c).
For larger values of 3 the distribution of points is
mainly three-dimensional, (d). The values of 8
for (a), (b), (c), and (d) are 3.69, 3.73, 3.78, and
3.87, respectively.

0.54 057

and two-dimensional unstable regions. The obstruction to
shadowing due to UDV is strongest when each region is
visited for a substantial proportion of time as this results in
one STLE having large variance and a mean value close to
zero [7]. According to Fig. 10 this occurs for B between 3.73
and 3.78. For larger values of S trajectories mainly visit
regions with two expanding directions and we can expect
fewer changes in the local unstable dimension and longer
periods of time where the dynamics can be considered to be
nearly hyperbolic.

To compare the effectiveness of the present method with
the alternative approaches proposed in the literature, we ana-
lyzed the same data using both a technique based on singular
value decomposition and on short-time Lyapunov exponents.
The method of Broomhead et al. [15] studies the singular
values of the matrix whose rows consist of the vectors con-
necting the points in the local region B(x) to its center. The
number of significant singular values is expected to be equal
to the dimension of the local tangent space, assuming it is
well approximated by B(x). However, the presence of noise
will give the attractor some thickness in all the contracting
directions in phase space. If the radius of the local region, €,
is increased beyond the noise threshold, the singular values
corresponding to noncontracting directions will increase lin-
early with e while the singular values of the contracting di-
rections will remain constant until the curvature of the set
becomes relevant, thus making it possible to distinguish ex-
panding directions from noisy contracting ones. We applied
this technique to the same experimental data studied at the
beginning of this section and calculated the singular values at
several points along a trajectory on the attractor. Although
we considered a range of radii for the local region, in general
it was not possible to obtain a clear separation between the
significant singular values and those corresponding to noise.
This is probably due to the temporal fluctuations of the sin-
gular values induced by the presence of dynamical noise
[30]. Examples of the calculated singular values, o;, are
shown in Fig. 11 for part of a trajectory within the embedded
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FIG. 11. Singular values, o;, at points on a trajectory in the
embedded attractor. Although there exist regions where the dimen-
sionality of the attractor is different, the actual dimensionality is
difficult to ascertain.

attractor at B=3.78. The region between ¢=1500 and
t=2300 is in the small set with one expanding direction,
while the rest is mostly in the larger, higher-dimensional set.
The two regions show variations, indicating differences in
the dimensionality, but due to the lack of clear separation
between the singular values it is impossible to make quanti-
tative estimates of the dimension in either case.

We also calculated the STLEs using the method of Wolf et
al. [27], which works by finding points aligned with orthogo-
nal directions and following them along a trajectory. These
points have to be replaced periodically and with sufficient
frequency to ensure that the vectors generated by them stay
orthogonal and their size small enough for the linear approxi-
mation to remain valid, while also allowing for the expan-
sion and contraction rates to be numerically computable. Al-
though the amount of data we are working with in each
neighborhood would appear to be sufficient for this, the ran-
dom fluctuations in the number of points means that fre-
quently a suitable replacement point cannot be found, mak-
ing the short time averages less reliable. This is a particular
problem when the radius € is reduced to a size necessary for
B(x) to be a good approximation to the tangent space of the
local manifold, especially in the sparser regions present in
the hyperchaotic set. It is also a requirement that one of the
vectors be aligned along the direction of the largest STLE,
however, this direction is not known a priori, so the vectors
need to be allowed to evolve for some time before the ex-
pansion and contraction rates can be calculated reliably, and
this alignment will in general be lost when the trajectory
reaches a nonhyperbolic point, thus reducing the actual num-
ber of points available to estimate the STLEs. All of these
requirements make this technique very sensitive to adjust-
ments to the parameters of the calculation. Although this
method works well for the largest STLE, and reasonably for
the other positive ones, for the smaller exponents such as the
one around zero and particularly for the negative ones, it
becomes very unreliable due to a low density of points in the
contracting directions. This can be seen by inspecting the
second largest STLE of the precrisis attractor at 8=3.69 in
Fig. 12(a) [the same parameter value as in Fig. 10(a)] where
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FIG. 12. Histograms of experimentally obtained short-time
Lyapunov exponents. The peak shown in (a) shows the second
STLE of the precrisis attractor, whereas the second and third expo-
nents of the hyperchaotic attractor have been summed to give the
distribution shown in (b).

there is only one expanding direction. This STLE should be
zero, but Fig. 12(a) shows that it is difficult to determine this
from the values obtained. Figure 12(b) shows the sum of the
second and third exponents for $=3.78, where UDV has
already been shown to exist. The histogram shows a spread
in the values of these STLEs, but the peak does not clearly
cover negative values, as would be needed to positively iden-
tify UDV. Thus the only conclusion that can be drawn from
this approach is that there exists a variation in the value of
the second positive exponent, but it is impossible to distin-
guish between UDV and a case where there are fluctuations
between two purely positive values.

In summary, the calculation of STLEs from experimental
data depends very sensitively on the parameters used in the
method, making it difficult to estimate accurate values, espe-
cially when their magnitude is small. The situation is differ-
ent in numerical simulations, where the equations of the lo-
cal tangent flow are known and the STLE can be determined
more accurately. Alternative procedures to calculate
Lyapunov exponents from experimental data have other limi-
tations, such as the appearance of spurious exponents which
need to be identified among the real ones [31]. The method
proposed here to establish variations in the local dimension
of the set compares the statistics of interpoint distances with
tabulated values and appears to be more robust with respect
to noise and curvature effects, as well as being less sensitive
to variations in the calculation parameters.

Finally, we can also use the information gained from the
application of the method to separate the embedded attractor
into its regions of different unstable dimension, as shown in
Fig. 13 for $=3.77. Points denoted with crosses correspond
to trajectory points where locally there is one expanding di-

046203-8



METHOD FOR MEASURING UNSTABLE DIMENSION...

Xi+1

DN L O 2N WA G

4t

54321012 3 45
Xi
FIG. 13. Projection of the invariant regions within the attractor,
reconstructed from experimental data, and separated using informa-
tion from the application of the method of Sec. II.

rection and those marked with dots to points with a two-
dimensional unstable tangent space. Qualitative similarities
can be seen between Fig. 13 and the sets obtained by means
of the PIM-simplex method in Fig. 9, even though Fig. 13 is
for a four-dimensional embedding in a different projection to
the six dimensional simulation of Fig. 9. While in Sec. III B
we relied on numerical computations and the availability of a
model of the physical system, here the same information was
obtained solely from the experimental data.

IV. SUMMARY AND DISCUSSION

Unstable dimension variability has been shown in recent
years to be a crucial factor in determining shadowing times
in systems with more than three degrees of freedom. Here we
have presented a method to detect the presence of UDV in
experimental data. The procedure relies on the distribution of
trajectories in the reconstructed attractor and does not require
the calculation of short-time Lyapunov exponents. We
showed that the method gives enough information to allow
us to decompose the attractor into invariant unstable subsets
with different numbers of positive Lyapunov exponents, and
to determine the proportion of time a typical trajectory
spends in each.

The proposed method only requires the calculation of dis-
tances between pairs of points, and as a consequence it is
very easy to implement. As with other techniques, the pres-
ence of noise has a detrimental effect but in the cases studied
this method appears to be robust enough to yield useful in-
formation. In particular, small amounts of noise will induce a
shift of the peaks in the histogram of & to higher values,
giving the possibility of using the method as a tool for mea-
suring the dynamical noise in a system as compared to the
model situation.

PHYSICAL REVIEW E 73, 046203 (2006)

Another limiting factor we can conceive of is when the
shadowing times become exceptionally short. In cases where
the time a trajectory spends in regions with constant unstable
dimension is shorter than the number of steps over which a
useful average can be obtained for i (which can be taken as
less than the length of a few typical orbital periods) the
method will fail. However, in such cases trajectories will
have little or no time to spread or converge into the new
expanding or contracting subspaces and the attractor in such
cases will exhibit no clear dimension.

In this work we applied our method to a real system with
six degrees of freedom but we believe it to be robust enough
to be effective in systems of higher dimension. As the dimen-
sion under investigation increases, so will the size of the time
series needed to obtain enough embedded points for the
method to succeed. Because it is based on the statistics of
distances between pairs of points, the required size of the
local data set, N, is expected to scale in a similar manner to
that needed for calculations of the correlation dimension,
which has been shown to scale as N~ 10”2, where v is the
dimension of the set [32]. In that same work, the amount of
data required for the calculation Lyapunov exponents was
shown to be approximately the square of that for the corre-
lation dimension. Another limiting factor is that the theoret-
ical values for the average interpoint distance u asymptotes
towards 2 as the dimension approaches infinity. Despite
this, the method described here appears to be more robust
with respect to noise, curvature, and limited amounts of data
than the other methods proposed in the literature to obtain
the local dimension of the unstable set in the attractor. We
believe the method will be successful for systems in which
UDYV cannot be determined by other means. Thus we expect
it to be a useful tool in the study of systems with moderate
and high number of degrees of freedom where UDV is more
prevalent, such as those arising from reductions to inertial
manifolds in systems of partial differential equations. In
those cases the method would be valuable for identifying
nonattracting sets and determining their role in phenomena
such as turbulence and spatiotemporal chaos.
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