Representation of solutions of Riccati equations for well-posed systems

Mark R. Opmeer and Orest V. Iftime

Abstract— We give a representation of self-adjoint solutions
of the control Riccati equation of a well-posed linear system. At
this level of generality the appropriate Riccati equation is an
integral Riccati equation. We assume that the Riccati equation
has a strongly stabilizing and a strongly anti-stabilizing solution,
and that the difference of these two solutions is coercive. We
further assume that the uncontrolled dynamics are given by a
strongly continuous group. Our representation is in terms of
invariant subspaces of the stabilizing closed-loop semigroup.

I. INTRODUCTION

In this article we generalize a well-known result of
Willems [8] —that gives a representation of self-adjoint solu-
tions of the control Riccati equation— from finite-dimensional
to infinite-dimensional systems. We do this for general time-
invertible well-posed linear systems. Earlier efforts along the
same lines for more restrictive classes of infinite-dimensional
systems are [3], [2], [6] where also further references can be
found.

At this level of generality the appropriate Riccati equation
is an integral Riccati equation. We assume that the Riccati
equation has a strongly stabilizing and a strongly anti-
stabilizing solution, and that the difference of these two
solutions is coercive. Further, a technical assumption on the
so-called Popov-Toeplitz operators is needed. This technical
assumption is automatically satisfied in most cases, including
the case where the control operator is bounded.

Our main result is Theorem 13.

II. WELL-POSED LINEAR SYSTEMS

In this section we briefly motivate the class of systems
that we study, more information on this class of systems can
be found in e.g. [7].

Initially consider the well-known finite-dimensional sys-
tem for t > 0

z(0) = o, (M

The solutions of this system are

x(t)
y(t)

= A(t)xzo + B(t)u(t),
=C(t)zo + D(t)u(t),
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where
A(t) € L(Z),
B(t) € LILA(R; %), Z),
C() e L(Z, LA R; %)),
D(-) € L(L*(R; %), L*(R; %)),

are given by

t
A(t) := etd, B(t)u := / e(tiT)AB’U,(T)dT,
0

eA)\x
[C(t)x](N) == { OC Ot/}\leel"XL(i)éZ],

) {fo*ce@—f)ABu(r)dT A€ 0,4
0

otherwise.

[D(t)yul(A) =

These solution operators have certain properties. To describe
these we need the following notation. Let R~ = (—o0, 0),
R* = [0,00), J C R and for any function u defined on R

denote
(T*u)(s)
s € J,

(myu)(s) :{ 3(8) sé.J.

The solution operators satisfy the following causality prop-
erty: for all ¢t > 0

B(t)mo,) = B(t),
D(t)mo,) = D(2),

=u(t+s) Vt,seR,

71'[O,t)c(t) = C(t)7
mo,nD(t) = D(1),

and time-invariance property: for all 5,7 > 0

A(s +t) = A(s)A(t),

B(s +1t) = A(s)B(t) + B(s)T",

C(s+1t) =C(t) + 17 'C(s)A(t),

D(s+t) = D(t) + 77'C(s)B(t) + 7 'D(s)7".

Moreover, A is strongly continuous: for all z € 2
A()x € CRT; 2).

Now we allow %, % and £ to be arbitrary Hilbert spaces.
The operators A, B and C' that appear in the differential
equation (1) are usually unbounded and it is therefore more
convenient to use an ’integral’ representation of the system.
A one-parameter family of four operators ’é((:)) g((?)} that
satisfies the above continuity, causality and time-invariance
properties is called an L? well-posed linear system. This
is the class of systems that we will consider. Many delay
differential equations and partial differential equations fit into
this framework.



III. RICCATI EQUATIONS

The well-known control algebraic Riccati equation for the
finite-dimensional system (1) is

A*Q + QA+ C*C = QBB*Q. 2)

In terms of the solution operators this equation can be
rewritten as for ¢ > 0

K(#)*S(HK(t) = A()"QA(t) — Q@ +C)"C(t),  (3)
S(t)=I1+D(t)"D(t)+B(t)"QB(t), @
SMOK(t) = =D()"C(¢) = B(t)"QA(1). (5)

It is this (integral) control Riccati equation that we study
for (possibly infinite-dimensional) well-posed linear systems.
The operators K (¢) appearing in this formulation of the Ric-
cati equation are state feedback operators that satisfy /C(-) €
L(Z,L*(R;%)) and which in the finite-dimensional case
is given by

_B*Qe(A—BB*Q))\x

e = {

The operators S(t) are known as truncated Popov-Toeplitz
operators and (4) serves as their definition. We refer to
Mikkola [4] for more information on these (integral) Riccati
equations.

We note that the Riccati equation (3)—(5) is equivalent to
(6) and also to (7).

A€ 0,¢]

otherwise.

IV. TIME-INVERSION

In order to provide a representation of solutions of the
Riccati equation, we will also need the time-inverted system.
This is the system with generating operators —A, —B, C' and
again ¢ > 0. We now describe this time-inverted system in
terms of the solution operators. For this we first define the
family of operators R(t) with ¢ > 0 by

[RA(N) = h(t —N), e [0,1].

It can be shown that the solution operators of the time-
inverted system are

Ac(t) = A(—t),
B (t) == —A(~t)BO)R(L), ®)
Co(t) = R(E)C()A(~),

Do (t) == RIODER(E) — R(EC(E)A(—t)BEIR(2).

In the infinite-dimensional case it is an assumption that A4
extends to a group (i.e. that A(—t) exists for all ¢ > 0).
Under this assumption we take (8) as the definition of the
time-inverted system.

We now relate the time-inverted system to solutions of
the Riccati equation. The following lemma is very obvious
when we are allowed to use the algebraic Riccati equation
(2), but is seems surprisingly difficult when we have to use
the Riccati equations (3)—(5). For a solution @ of the Riccati
equation we define its time-inverted Popov-Toeplitz operators
by

Se(ﬂ =1+ 'De(t)*De(t) - Be(t)*QBe(t)'

Proposition 1: Assume that A is a group. If @ is a
solution of the Riccati equation (3)-(5) with S and S_
coercive, then —() is a solution of Riccati equation (3)—(5)
corresponding to the time-inverted system.

Proof: We take the equivalents of (4) and (5) (with —Q
instead of (Q) as the definitions of S, and K respectively.
Since S is by assumption coercive, (5) indeed uniquely
defines K. It remains to show that with these definitions
the equivalent of (3) for the time-inverted system (again with
—@ instead of @) holds.

We first obtain an alternative formula for S, . For the
equality (9) we use the definitions of S, and D, and the
facts that R(¢)? = I and R(¢)* = R(t). For the equality (10)
we use (3). Simplification then gives (11). For equality (12)
we use (5). Simplification then gives (13). For the equality
(14) we use (4).

Secondly we obtain an alternative formula for .. For
the equality (15) we use the definitions of /. and (8). For
the equality (16) we use (3). For the equalities (17) and (18)
we use (5). For equality (19) we use (4).

From (14) and (19) it follows that

K (@) S (K (t) = A(=)"K(t)" S ()L () A(—).

The equivalent of (3) for the time-inverted system (with —@)
instead of () follows immediately from this last equation,
(3) and the definition of time-inverted system. |

V. STABLE SUBSPACES

For a strongly continuous semigroup 7 the stable subspace
is
L(T):={x e X : lim T(t)x = 0}.
t—oo

For a strongly continuous group the unstable subspace equals
the stable subspace of the time-inverted semigroup:

S (T)={ze X : tlim T_(t)x =0}
={zeZ: tilI}l T(t)x = 0}.

For a solution of the Riccati equation we define (with some
abuse of notation) the stable and unstable subspaces to be
the stable subspaces of the closed-loop group A + BK
(provided of course that this is indeed a group and not only
a semigroup).

Lemma 2: Let () be a solution of the Riccati equation. On
the stable subspace of () we have

(Qro,z0) =
Tim [[C(#)z0 + DKol 320,00 + IKOT0l32(0,0020)
Proof: Consider the Riccati equation (7) with v = 0:

IC(t)a0 + D)Kol L2010 + 1Kol L2 (0 12) =

(Qo, x0)—(Q [A(t) + B(t)K(t)] xo, [A(t) + B(t)K(t)] xo),

let ¢ — oo and use that the last term converges to zero since

x( is in the stable subspace of Q). [ ]
Proposition 3: Assume that Q1 and Qo are solutions of

the Riccati equation such that S; is nonnegative. Then Q1 <
(- on the stable subspace of ()s.



IC®)z0 + D()ullZ2 0 19y + Iulliz o2y ©)
= (Quo, wo) = (Q [A(H)xo + B(t)u] , A(t)xo + B(t)u) + (S(t) [K(t)xo — u], K(t)xo — u) L2 (0.t
1E(#) + DOK®)] zo + D(E)oll72 (0,9 + IK(Ez0 + 072 (0,12) 7
= (Qzo, o) — (Q[[A(t) + B{OK ()] wo + B(t)v], [A(t) + BE)K ()] wo + B(t)v) + (SH)v,v) L2 (0,6:2)-
RS (H)R(t) = I +D()"D(t) + B(t)" A(-t)" [C(1)"C(t) — Q] A(-)B(?) ©)
D(t)"C(H)A(=t)B(t) — B(t)"A(=t)*C(¢)*D(t)
= I+D(t)*17(t) +B(t)"A(=)" [K@)"S(H)K(t) — A(t)" QA[®)] A(-1)B(t) (10)
D(t)"C(t)A(=t)B(t) — B(t)" A(=t)"C(¢)*D(?)
= I+D(t)*D(t) + B(1)"A(=1)"K(t)* S (HK(1)A(-)B(t) — B(t)"QB(t) (11)
D(t)"C(1)A(=t)B(t) — B(t)"A(=t)*C(¢)*D(t)
= I+D(t)*19(t) D(t)"C(t)A(=1)B(t) — B(t)" A(=t)"C(¢)"D(t) — B(t)"QB(t) (12)
B(t)" A(=t)*[C(t)"D(t) + A()*QB®)S() "' [D()*C(¢) + B(t)* QA1) A(-1)B(t)
= I+D(t)*7?(t) D(t)"C(t)A(=1)B(t) — B(t)" A(—t)"C(¢)*D(t) — B(t)"QB(t) (13)
+ BT A=) C()"D(t) + (t)*QB(t)]S(t)_lP(t)*C(t)A( H)B(t) + B(t)" QB(t)

I
=[[+D@)"D(t) = BA)"A(=1)"C(t)"P®)] S{t)"" [I + D(#)"D(t) = DE)"C()A(=)BX)] . (14)

JPA(=t)T[C)"C(t) — Q] (15)
JSA(=)TE@)"S()K(E) — B(1)"QA(1) (16)
)TA(=) ()" S(B)K() (17)
VA=) [C()"D(t) + A(t)"QB(1)] K(t) (18)
)" C)" D) L) (19)

IC(t)zo + D)Ko () xoll72(0,152) + K2 (B)20|7 20,02
= (@10, z0) — (Q1 [A(t)zo + B(t)K2(t)z0] , A(t) 0 + B(t)K2(t)20) (20)
+ <81 (t) [’Cl (t)xo - ]Cg(t)xo} ,]C1 (t)xo — ’CQ((‘,)$0>L2(0¢;@).

IC(t)zo + D)Ko ()0l 72(0,02) + K2 ()20ll72 (0,42
> (@170, wo) — (Q1 [A(t)zo + B(t)Ka(t)zo] , A(t)z0 + B(t)K2(t)0). 21

Jim [[C(t)zo + D(6)K2(t)zollL2(0 1) + 1K (D)0l 720 112 = (Qa%0, o). (22)

Proof: Considering the Riccati equation (6) for Q1 with
u = Ks(t)zo gives (20). Using that S; is nonnegative then
gives (21). Using that x( is in the stable subspace of Qo
then gives (22). Invoking Lemma 2 we obtain (Q2xo, zo) >
<Q1!L‘0, (ﬁ(]>, as desired. ||
Corollary 4: 1f the Riccati equation has a stabilizing so-
lution, then it has a maximal solution among all solutions
with § nonnegative, and the two coincide.
Proof: This follows from Proposition 3 since the stable
subspace of the stabilizing solution equals the whole state
space. ]

Corollary 5: Assume that A is a group. If the Riccati
equation has an anti-stabilizing solution (i.e. a solution for
which the unstable subspace equals the state space), then it
has a minimal solution among all solutions with both S and
S coercive, and the two coincide.

Proof: This follows from applying Corollary 4 to the
time-inverted system and using Proposition 1. [ ]

Corollary 6: Assume that the Riccati equation has a sta-
bilizing solution with nonnegative Popov-Toeplitz operators.
Then any solution ) with nonnegative Popov-Toeplitz op-
erators coincides with this stabilizing solution on .7(Q).



In particular, a stabilizing solution with nonnegative Popov-
Toeplitz operators is unique.

Proof: Denote the mentioned stabilizing solution with
nonnegative Popov-Toeplitz operators by (). Apply Propo-
sition 3 with @Q; = Q4 and Q2 = Q. It follows that
Q+ < Q on Z(Q). By corollary 4 we have @) < Q4+ on
Z so that Q@ = Q4+ on Z(Q). In particular if Q itself
is a stabilizing solution with nonnegative Popov-Toeplitz
operators then Q = Q4+ on 2. ]

Corollary 7: Assume that A is a group. Further assume
that the Riccati equation has an anti-stabilizing solution
with coercive Popov-Toeplitz operators and coercive time-
inverted Popov-Toeplitz operators. Then any solution () with
coercive Popov-Toeplitz operators and coercive time-inverted
Popov-Toeplitz operators coincides with this anti-stabilizing
solution on ., (Q). In particular, an anti-stabilizing solution
with coercive Popov-Toeplitz operators and coercive time-
inverted Popov-Toeplitz operators is unique.

Proof: This follows from applying Corollary 6 to the
time-inverted system and using Proposition 1. [ ]

VI. SOLUTIONS FROM PROJECTIONS

Lemma 8: Let ()1 and Q3 be solutions of the Riccati
equation. Assume that the projection P satisfies:

D (Q2— QP =P (Q2— Q)

2) the image of P is invariant under A + BKC,,

3) the image of [ — P is invariant under A + BK;,
Then Q := Q1 (I —P)+Q2 P defines a solution of the Riccati
equation.

Proof: Using the first property of the projection P it
can be shown that @) is self-adjoint.

Now we show that the Riccati equation holds. We do this
by using the formulation (7) and treating the quadratic term
in xg and the cross-term in x( and v separately. The quadratic
term in v simply defines S.

We first consider the cross-term. Since )7 and ()2 are
solutions of the Riccati equation (23) holds for : = 1,2. We
want to show that the same holds for Q). We define K(¢) :=
KC1(t)(I — P)+ Ky (t) P and consider (24) which we want to
show is equal to zero. The equality (25) follows from writing
xo = Pxo + (I — P)xg. The equality (26) follows from the
fact that P = KCoP and K(I — P) = K1(I — P), which
follow immediately form the definition of K. Equality (27)
follows from properties 2 and 3 of the projection P. Using
that QP = Q2, Q(I — P) = (1 which follows directly from
the definition of @) and (23) we see that (27) is indeed equal
to zero.

We now consider the quadratic term in . Since ()1 and
(2 are solutions of the Riccati equation we have (28) for
i = 1,2. We want to show that the same holds for Q.
So we consider (29), which we want to show is equal to
zero. We write g = Pxg + (I — P)zy and consider the
P-terms, the I — P-terms and the cross-terms separately.
The P-term is the expression (30) where we have again
used that P = /2P, property 2 of the projection and
QP = Q2. By (28) this indeed equals zero. The case for
the I — P-term is similar. The cross-term equals (31). This

equals zero by the polarization of the Riccati equation (6)
for Q1 with 2§ = (I — P)xo, 23 = Pz, u; = K1(t)x} and
Ug = ’CQ (t)l’%

It follows that () is indeed a self-adjoint solution of the
Riccati equation. [ ]

Corollary 9: If in Lemma 8, Q2 > ()1 and S is coercive,
then S is coercive.

Proof: Using property 1 of the projection from Lemma

8 at the last step we have

Q=Qi(I-P)+Q:P=Q1+(Q2—Q1)P
=Q1+ (Q2— Q)P =Q1+ P*(Q2— Q1)P.

By definition of the Popov-Toeplitz operators we have

<S(t>1}, U)LQ(O,t;%)
= 1Dl 720,09 + 01720 12 + (QB(t)v, B(t)v).

Using the above formula for ) we see that this equals

ID®)0l1720,09) + 011720 1.2
+(QuB(t)v, B(t)v) + (Q2 — Q1) PB(t)v, PB(t)v)
:<Sl(t)U7U>L2(07t;%) + <(Q2 — Ql)PB(t)'U, PB(t)’U>,

which from the assumptions is coercive. [ ]

The following lemma shows that, with respect to the
(possibly indefinite and degenerate) inner-product induced by
the gap Q2 — @1, the adjoints of the closed-loop operators
A + BK; are the inverses of the closed-loop operators
A+ BKCs.

Lemma 10: Let Q1 and Q)2 be solutions of the Riccati
equation. Then

Q2—Q1 = [A(t)+B(t)K1 ()] (Q2— Qu)[A(t) + B()Ka(1)]-

Proof: The proof is entirely similar to that of [5S, Lemma
B.5] with the discrete-time operators there replaced by the
corresponding continuous-time solution operators. [ ]

Corollary 11: Let Q1 and Q2 be solutions of the Riccati
equation such that QY2 — @1 is coercive. Then the subspace
¥ is A + BK, invariant if and only if [(Q2 — Q1)¥]* is
A + BK; invariant.

Proof: This follows from Lemma 10 using [1, Exercise
2.30a] (applied with the gap inner-product induced by Q5 —
Q1) u

Proposition 12: Let Q1 and Q5 be solutions of the Riccati
equation such that Q3 — @)1 is coercive. Let ¥ be a closed
invariant subspace of .4+ BK; and let Py be the projection
onto ¥ along the subspace [(Q2 — Q1)7]*. Then Q :=
Q1(I — Py) + Q2Py defines a solution of the Riccati
equation.

Proof: In the inner-product defined by the gap Q2 — Q1
the spaces 7 and [(Q2 — Q1) 7#]* are orthogonal. Since the
gap inner-product is equivalent to the given inner-product
on 2 (because the gap is assumed to be coercive), 2 =
Y @ [(Qz — Q1)¥]* (a direct sum which may not be
orthogonal in the given inner product on Z). The projection
Py is the projection onto ¥ induced by this direct sum
decomposition. By Corollary 11 this projection satisfies the
three assumptions from Lemma 8. The result follows. [ ]



([C(t) + D)Ki(t)] zo, D(t)v) + (Ki(t)zo,v) + (Qi [At) + B(t)Ki(t)] w0, B(t)v) = 0 (23)

([C(t) + D()K(t)] o, D(t)v) + (K(t)x0,v) + (Q [A(t) + B(t)K(t)] 20, B(t)v) (24)

= ([C(t) + D(t)K(t)] Pxo, D(t)v) + (K(t)Pxo,v) + (Q [A(t) + B(t)K(t)] Pxo, B(t)v) (25)

+([C(t) + D()K(t)] (I — P)xo, D(t)v) + (K(t)(I — P)zo,v) + (Q [A(t) + B#)K(t)] (I — P)zo, B(t)v)

= ([C(t) + D(H)C2(t)] Pxo, D(t)v) + (Ka(t) Pzo, v) + (Q [A(t) + B(t)K2(t)] Pxo, B(t)v) (26)
+([C(#) + DOK1(t)] (I — P)xo, D(t)v) + (K1 (t)(I — P)xo,v) + (Q [A(t) + Bt)K1(1)] (I — P)zo, B(t)v)

=([C(t) + D(t)K2(t)] Pzo, D(t)v) + (Ka2(t)Pzo,v) + (QP [A(t) + B(t)K2(t)] Pzo, B(t)v) 27

+([C(t) + D)1 (t)] (I — P)xo, D(t)v) + (K1 (1) (L — P)wo,v) +(Q( — P) [A(t) + B(t)1(t)] (I — P)xo, B(t)v).

1C(t) + D()Ki(t)] zoll* + [IKi(t)zoll* = (Qizo, zo) — (Qi [A(t) + B(t)Ki(t)] o, [A(t) + B(t)Ki(t)] z0)  (28)

[ 1C(t) + DK woll” + IK(E)zol|* — (Quo, x0) + (Q [A(E) + B)K(t)] wo, [A(t) + B(t)K(t)] zo) (29)

| [C(t) + D()Ka(t)] Pxol|® + [|K2(t) Pxol|* — (Q2Pmo, Pxo) + (Q2 [A(t) + B(t)Ka(t)] Pxo, [A(t) + B(t)K2(t)] Po)
(30)
(IC(t) + D)1 ()] (I = P)zo, [C(t) + D(t)Ka(t)] Pro) + (K1(t)(I — P)xo, Ka(t)Pro)
—(Q1(I = P)xo, Pxo) + (Q1 [A(t) + B(O)K1(t)] (I — P)zo, [A(t) + B(t)K2(t)] Pxo). €Y

VII. MAIN RESULT

Theorem 13: Assume that A is a group. Further assume
that the Riccati equation has a stabilizing solution ) and
an anti-stabilizing solution ()_, both with coercive Popov-
Toeplitz operators and coercive time-inverted Popov-Toeplitz
operators, and that @1 — @Q_ is coercive. Then a closed
invariant subspace ¥ of A + BK, gives rise to a solution
@ of the Riccati equation (as in Proposition 12). The stable
subspace of @ coincides with 7" and its unstable subspace
coincides with [(Q1 — Q_)¥]*. In particular its stable and
unstable subspace sum to 2". The Popov-Toeplitz operators
and inverted Popov-Toeplitz operators of () are coercive.

Conversely, any solution @ of the Riccati equation with
the properties

« S (Q)D S (Q)=Z,

o its Popov-Toeplitz operators

Toeplitz operators are coercive,
is of the form Q := Q_(I — P) + Q4+ P, where P is the
projection onto . (@) along .¥,(Q).

Proof: The existence of the solution () follows immedi-
ately from Proposition 12. From its definition it follows that

and inverted Popov-

Q=Qyon? and Q =Q_ on [(Qy—Q_)7]* . It follows
(by the proof of Lemma 8) that A+ B = A+ BK on ¥V
and A+ BK = A+ BK_ on [(Q4 — Q_)¥]*. Using that
@+ and @)_ are stabilizing and anti-stabilizing respectively,
it follows that S(Q) D ¥ and S (Q) D [(Q+ — Q_)¥]*.
We actually have equality in both cases which can be shown
as follows. We have for x € 2 that x = x; + x5 with
z1 € ¥V and 73 € [(Q+ — Q_)¥]*. For z € S(Q)
we have Qxr = Qir = Qix1 + Qyx2 by Corollary 6.
On the other hand we have by the definition of () that
Qr = Qix1 + Q_x5. It follows that (Qy — Q_)axz = 0
which since Q) — @ is positive implies x5 = 0. It follows
that S(Q) C ¥. That S (Q) C [(Q+ — Q-)¥]* follows

similarly.

From Corollary 9 and the fact that S_ is coercive it follows
that S is coercive. Similarly, by applying Corollary 9 to the
time-inverted system it follows that S is coercive.

We now prove the converse assertion. By the first assump-
tion, the projection is well-defined. It remains to show that

Q = Q4 on Q) and Q@ = Q- on ¥ (Q). But this
follows from Corollaries 6 and 7 respectively. [ ]
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