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(a) Let ñ denote the class of prior distribution . Conjugacy means that ,
given the likelihood flatx) , the posterior distribution will also be in

2the classT for all ×
.

(b) In order for a conjugate family to mist ,the likelihood A- flaild)is
,must involve onlya finite number d- bitterest function of a- 64

.
. . ,

>in)
for n arbitrarily large .Thus the likelihood must contain a finite number
of sufficient statistics which implies /given regularity conditions) that the
likelihood is a member of a regular eaponentid family. 3
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the whole d- the ☒part given .

I told marks for /d)Hard Iii))8
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(a) f- KID =É
,

flail d) = 1¥ Qenp / - aid) ,
& > 0

= cienp { -1£,
a.) a}

logflxlat-nloyd-I.IEa.) 0

£ loyf bike) - ng - FÉxi
, ¥ toy flake) = -ng

Ilo) = -Ef; / a) =É .

The Settings prior is f- (a) a Fta

✗ G-
'

/ the improper Gamma 10,0))

flak)- flat a)Ha)

✗ onenp { . / É,%) 0} "
= on

- '

up { - I É , a.) a}
We

recognise
this as a kernel of GammaIn , FÉ , " i) so that

a)anGamma Ian , Bn) when ans n and 13ns ÉÉ, " i.
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EK1X)=%÷ = €÷ which is the maximum likelihood

estimate of 0 .

The posterior mean is this based solely on the data
and the prior has no influence : it is noninformative . 6

(b) As 2- is enohangeabh then 7) On Exp /a) and IX12-1IQ.TL,
E12-1XI = E1E1ZI a) IX) (using IX12-1IQ)

= E1G-1IX) ( as 2-to ntxpla))
= £÷, =nÉ las Alin Gamma/a.Pn)

so a
" / x~Im-gamma

tan
, Pn))

similarly,
for / 2-1×1 = Elvarttlo) IX) + Val E12-1AI IX)

= E10-2IX) + Var la
- ' IX )

= Pi Pi
(an - 1) Ian - 2)

+

Ian- 1)Yan- 2)

= anBi
kn-1)21,- 2)

=
n ( É , %)

?

In - 1)2 In -2)

(both values well defined for n > 2)
.

3
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This
,
as ↳ f. (d) do = I =/

a

fake) do we have :

flak) = if, (d) + A- c) £ (a) when c=
a + É

,
" i)

✗43+ É
,

" i) +313km)
5

(d) Ii) If 4 , . . . ,Xn are finite} unchangeable then the labelling of the
outcomes in the joint distribution is uninformative and only the outcomes
matter and not the random variable of which they were a realisation of .

i. e. f la
, >→
an
) = f / ✗ñ(☐ , . -, " ain)) for all permutations ñ on

{ f. . .,n} .

Iii) fly
, -→
an/ d) = É

,

flail d)

= ¥7 flail A)
Now
,
fly

, -⇒in) % flat a) F1D do
% { iÉfKiki)}{!ÉñkH}dd
= É la

,

flail 9)ñlailddi = ÉfKi)
as each marginal Xi is identically distributed .

Thus
,

the ordering of the ais
is irrelevant (they're iid) and thus they are finitely enuhanyeabh . 6

20
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The algorithm will produce a Markov chain with stationary distribution
f-10

,
0/1×1 . After a sufficiently long time to allow for convergence, values

{ a't? $"} for t >b may
be viewed as a sample from fla , 0h)

Ib denotesthe burn - in) . 7

(c) We wish to sample from Oil ¢,Qi , a ~ Gamma /" it! $ + si) usingthe Metropolis- Hastings algorithm .

At time t of the Gibbs sampler
we sample from Gamma ( ai +1

,
of
"" "

+ s ;) and this our
target distribution is a- to ;) a q?i emp I - I

It-"
+ s,) i )

Th M-H algorithm is thus :
1) Choose an arbitrary starting point di

'" for which a- / di) > 0
.

2) At times
,

a) Sample proposal 4.* from q
/ Qi / di

""")
,

the proposal
distribution

.

b) Calculate the acceptance probability
✗ la!"? 4.*) = min ( I , a- 19.* ) fails

- " to;)
ñ la !"")q / Of /q!" ")

-He:÷::¥¥:÷;¥÷:÷!÷:D
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c) Generate Hill 0,1)
d) If Us - l di

"
? 0 ;) accept the proposal , 4!"=Q* .

Otherwise njut the proposal and at oil? Oils ." .
3.)

.Repeat step 2.)
.

The chain is run until convergence .

After this observation are from
* tail

.

Thus
,

if b denotes the length of -1h burn- in, 4!
""
is a

sample from ñlai) and so, in the Gibbs sampler, set a !H= 0 ,
""? 4

to

(d)
.

P10 > a1×1=1 flak) do =£I{a> isflat a) old

=L?;H.iq/alda--EfI-fabd)
Draw

a random sample 9 , an fnmgfa) and estimate P10 > a /x)
by I=£ É, I { oui > a} flak) .

210;)
3

4) Vor III Onda)) = Vortex) / angle))
210)

as Qiiid from µ .

Thus
,

WITH" {Efñ¥%¥Yaµ)-Éfif% talked }
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= { t-fg%ff.FI/X)-EYglaHXIfbychangingthtreasure

Thus
, choosing to minimise E / 921%10-1×1 / ✗) will minimise

Vwltlanqce) and any qlat doing so is optimal . 4
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In the change to the openbook scam , this question was re - phrased to ask
for the solution rather than to show that the solution was of a given form .

As such
,

the mold solution is unchanged .
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