
Limit Theorems in Stochastic Geometry with
Applications

Mathew Penrose
(University of Bath)

Seminar, Sheffield, May 2011

Mathew Penrose (Bath), Sheffield May 2011



The Basic Setup

Let d ∈ N. Suppose ξ(x, F ) ∈ R is defined for F ⊂ Rd finite, x ∈ F ,

with ξ(x, F ) determined either by F ∩B1(x) [here Br(x) is a ball], or

by F ∩BNk(x,F )(x), with Nk(x, F ) the k-nearest neighbour dist., k fixed.

Examples include ξ(x, F ) = N1(x, F ), or [with G(F, r) a geometric graph]

ξ(x, F ) = the number of triangles in G(F, 1) that include x.

(Our methods apply to other ξ...)

Interested in limit theorems (LLN, CLT) for
∑

x∈Fn ξn(x, Fn)

for empirical pt. processes Fn (sample of size n from some density),

where ξn(x, F ) = ξ(n1/dx, n1/dF ), assuming translation invariance.
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Some point processes in Rd

(A point process is just a random, locally finite set of points in Rd).

Let X1, X2, . . . be independent random d-vectors

with common density f in Rd with support K ⊆ Rd (e.g. K = [0, 1]d).

Let Fn := {X1, . . . , Xn}.

For a > 0, let Ha be a homogeneous Poisson process in Rd with intensity
a.

Will also consider FMλ
where Mλ is independent Poisson (λ).

Main interest is in
∑n

i=1 ξn(Xi, Fn)
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Laws of Large Numbers (P.-Yukich 2002, P., Bernoulli 2007)

Let ε > 0. If supnE[|ξn(X1, Fn)|1+ε] <∞, then

n−1
∑n

i=1 ξn(Xi, Fn)→
∫
Eξ(0,Hf(x))f(x)dx in L1,

Idea of proof. Locally n1/d(−Xi + Fn) resembles Hf(Xi).

Can improve to L2 convergence under 2 + ε moments condition.

Can improve to a.s. convergence under stronger moments and smoothness.

If ξ is homogeneous, i.e. ξ(ax, aF ) = aβξ(x, F ) ∀x, F (some β), then

RHS simplifies to Eξ(0,H1)I1−β/d(f) [where Iα(f) =
∫
K f(x)αdx.]
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Example: Entropy estimators (see P.-Yukich, ArXiv 2009, 2011)

Given ρ ∈ (0, 1) ∪ (1,∞), the Renyi ρ-entropy of f is computed in terms
of Iρ(α) (see Leonenko et al. Ann. Stat. 2008)

Put ξ(x, F ) = N1(x, F )α. Assuming moment condition, preceding LLN
gives [with πd = vol. of unit ball in Rd]:

n−1
n∑
i=1

(n1/dN1(Xi, Fn))α → π
−α/d
d Γ(1 +

α

d
)I1−α/d(f) in L1

providing a consistent estimator for (1− α/d)-entropy of (unknown) f .

Put ξ(x, F ) = log(πdN1(x, F )d). Can show Eξ(0,Ha) = −γ − log a
(Euler const.) so given the moment condition,

n−1
∑
i

log(n1/dπdN1(Xi, Fn)d)→ I0(f)− γ in L1

with I0(f) = −
∫
f log f the Shannon entropy of f .
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When do the moments conditions hold in the preceding examples?

A sufficient condition for the (1 + ε) moments condition [and hence L1

LLN] for ξ(x, F ) = N1(x, F )α is any of

• α > 0 and K a finite union of convex compact sets with f bounded away
from 0 and ∞ on K.

• −d < α < 0 and f bounded

• 0 < α < d and I1−α/d(f) <∞ and E[|X1|r] <∞, some r > d/(d− α).

Sufficient for the L2 LLN for ξ(x, F ) = logN1(x, F ) is either

• f and K both bounded, or

• E[|X1|r] <∞, some r > 0.
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Example: Spacings, φ-divergence (Baryshnikov, P. and Yukich 2009)

Consider another density g with same support K as f . Let φ : R+ → R
satisfy appropriate growth bounds on |φ| at 0 and ∞, e.g. φ(x) = − log x
(or x log x or xr, r > 0). The φ-divergence of g from f is∫

K
φ(
g(x)
f(x)

)f(x)dx

and an empirical version (used in eg goodness of fit test) is given by

n∑
i=1

φ(n
∫
BN1(Xi,Fn)(Xi)

g(y)dy) ≈
n∑
i=1

φ(nπdN1(Xi, Fn)dg(x))

corresponding to (non translation invariant)

ξ(x, F ) = φ(g(x)πdN1(x, F )d)
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Assume f , g, bounded away from 0 and ∞ on convex compact support K.

Similar methods to before, adapted to the non-TI invariant case by setting

ξn(x, F ) = ξ(x,−x+ n1/d(−x+ F )),

can be used to show that the empirical φ-divergence

n∑
i=1

φ(nπdN1(Xi, Fn)dg(x))

converges to the φ̂-divergence∫
K
φ̂(
g(x)
f(x)

)f(x)dx

where φ̂(t) = E[φ(te1)] and e1 is exponential with mean 1.
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Extending the general theory to manifolds (P.-Yukich, ArXiv 2011)

Now suppose the points Xi lie on an m-dimensional submanifold M of Rd

with m ≤ d. Each x ∈M has a neighbourhood g(U), some open U ⊂ Rm

and smooth g : U →M. Integration over M is defined locally on g(U) by∫
g(U)

h(x)dx =
∫
U
h(g(x))Dg(x)dx

with Dg a Jacobian. Now f is the density on M, so

P [Xi ∈ A] =
∫
A
f(x)dx, A ⊆M.

Given ξ, set ξn(x, F ) = ξ(n1/mx, n1/mF ), and let Ha be a homogeneous
Poisson process in Rm (embedded in Rd).
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Law of large numbers in manifolds

The general LLN carries through to manifolds if ξ is (i) translation and
rotation invariant and (ii) continuous, in the sense that ∀k ∈ N,
Lebesgue-almost all (x1, . . . , xk) ∈ (Rm)k lie at a continuity point of the
mapping on Rdk → R given by

(x1, . . . , xk) 7→ ξ(0, x1, . . . , xk).

The result says that under a (1 + ε)-moment condition we have

n−1
n∑
i=1

(ξn(Xi, Fn))→
∫
M
E[ξ(0,Hf(y))]f(y)dy

The idea is similar to before: the rescaled point process n1/m(−Xi + Fn)
approximates to Hf(Xi) after rotation. There is an extension the non-RI
case.
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The Levina-Bickel dimension estimator

Want to estimate m from data in Rd. Let k ∈ N. Consider

ζ(x, F ) = (k − 2)

k−1∑
j=1

log
Nk(x, F )
Nj(x, F )

−1

This is homogeneous of order 0, ie ζ(ax, aF ) = ζ(x, F ). Also
{(Nj(0,Ha)/Nk(0,Ha))m}k−1

j=1 are a sample from the U(0, 1) distribution
so

Eζ(0,Ha) = (k − 2)mE[(
k∑
i=1

log(U−1
i ))−1] = m

where Ui are independent U(0, 1).
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Consistency of Levina-Bickel (P.-Yukich, ArXiv 2009)

Suppose K is a compact m-dim. submanifold-with-boundary of M, and f
is bounded away from 0 and ∞ on K, and k ≥ 11. Recall
ζ(x, F ) = (k − 2)/

∑k−1
j=1 log Nk(x,F )

Nj(x,F ) . Then a.s.

lim
n→∞

n−1
n∑
i=1

ζ(Xi, Fn) = m

Moments condition might fail! If m = 1, d = 3 and M includes part of
z-axis and part of unit circle in (x, y)-plane, then P [ζ(X1, Fn) =∞] > 0.

Consistency result proved via truncation.
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Central Limit theorem in flat space (P., Elec. J. Prob. 2007)

Under a (2 + ε)-moment condition on ξn(x, Fn) and ξn(x, Fn ∪ {y}),
x, y ∈ K and similar moment conditions for FMλ

(Mλ an indep. Poisson
(λ) variable with λ ∼ n)

n−1Var
∑n

i=1 ξn(Xi, Fn)→
∫
EV ξ(f(x))f(x)dx− (

∫
δξ(f(x))f(x)dx)2

V ξ(a) = Eξ(0,Ha)2 + a

∫
([Eξ(0,Hua)ξ(u,H0

a)− (Eξ(0,Ha))2])dy

δξ(a) = Eξ(0,Ha) + a

∫
E[ξ(0,Hua − ξ(0,Ha)]du

where Hua = Ha ∪ {u}. Also we have an associated CLT. Moreover, we
have similar results in manifolds!
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Examples where the general CLT applies

Assume f bounded away from 0 and ∞ on K and K is compact convex (in
Rm) or a compact submanifold-with-boundary of M (eg if M is a sphere
and K =M). Then general CLT applies

eg ξ(x, F ) = h(N1(x, F )) with h bounded

eg ξ(x, F ) = N1(x, F )α with α > 0.

eg ξ(x, F ) = number of triangles in G(F, 1) including x.

eg ξn(x, F ) = ζ(x, F )1{N1(x, F ) < ρ}, for some fixed ρ > 0, depending
on M. Can get a CLT for the modified Levina-Bickel statistic which
ignores terms with N1(x, F ) > ρ.
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Examples where the moment condition fails

The (2 + ε) moment condition for ξn(x, Fn ∪ {y}) fails eg when

ξ(x, F ) = N1(x, F )α, −m/2 < α < 0

ξ(x, F ) = logN1(x, F ),

Nevertheless, can obtain CLTs for these examples, using truncation
ξε = Nα

1 (x, F )1{N1(x,F )>ε, and Efron-Stein inequality to control∑
i(ξ − ξε)(Xi, Fn).

Similar arguments yield CLTs in spacings example with e.g.

ξ(x, F ) = g(x) logN1(x, F ),

Mathew Penrose (Bath), Sheffield May 2011


