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Abstract. Closing the loop around an exponentially stable single-input single-output regular
linear system, subject to a globally Lipschitz and nondecreasing actuator nonlinearity and compen-
sated by an integral controller, is shown to ensure asymptotic tracking of constant reference signals,
provided that (a) the steady-state gain of the linear part of the plant is positive, (b) the positive
integrator gain is sufficiently small, and (c) the reference value is feasible in a very natural sense.
The class of actuator nonlinearities under consideration contains standard nonlinearities important
in control engineering such as saturation and deadzone.

Key words. regular infinite-dimensional systems, integral control, actuator nonlinearities, input
saturation, robust tracking, operator Riccati equations

AMS subject classifications. 93C10, 93C20, 93C25, 93D09, 93D10, 93D21

PII. S0363012996314142

1. Introduction. The synthesis of low-gain integral (I) and proportional-plus-
integral (PI) controllers for uncertain stable plants has received considerable attention
in the last 20 years. The following principle is well known (see Davison [5], Lunze [20],
and Morari [24]): closing the loop around a stable, finite-dimensional, continuous-
time, single-input, single-output plant with transfer function G(s), compensated by
a pure integral controller k/s (see Fig. 1.1), will result in a stable closed-loop system
which achieves asymptotic tracking of arbitrary constant reference signals, provided
that |k| is sufficiently small and kG(0) > 0. Therefore, if a plant is known to be
stable and if the sign of G(0) is known (this information can be obtained from plant
step response data), then the problem of tracking by low-gain integral control reduces
to that of tuning the gain parameter k. Such a controller design approach (“tuning
regulator theory” [5]) has been successfully applied in process control; see, for example,
Coppus, Sha, and Wood [3] and Lunze [19].

An analogous result holds for finite-dimensional multivariable systems under suit-
able assumptions on G(0); see [5, 20] and [24]. Moreover, the result has been extended
by Logemann, Bontsema, and Owens [13], Logemann and Owens [14], Logemann and
Townley [17], Pohjolainen [27, 28], and Pohjolainen and Lätti [29] to various classes
of (abstract) infinite-dimensional systems and by Jussila and Koivo [9] and Koivo and
Pohjolainen [11] to differential delay systems. Furthermore, the problem of tuning
the integrator gain adaptively has been addressed recently in a number of papers; see
Cook [2] and Miller and Davison [22, 23] for the finite-dimensional case and Logemann
and Townley [16, 17, 18] for the infinite-dimensional case.

In this paper we present results which show that the above principle remains true
if the plant to be controlled is a single-input, single-output, infinite-dimensional, linear
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Fig. 1.1. Low-gain control system.
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Fig. 1.2. Low-gain control with input nonlinearity.

system subject to an input nonlinearity (see Fig. 1.2). More precisely, we prove that,
for an exponentially stable system with G(0) > 0, there exists a number K > 0 such
that, for all nondecreasing globally Lipschitz nonlinearities φ with Lipschitz constant
λ and all k ∈ (0,K/λ), the output y(t) of the closed-loop system shown in Fig. 1.2
converges to r as t→∞, provided that [G(0)]−1r ∈ clos (imφ). The number K is the
supremum of the set of all numbers k > 0 such that the function

1 + kRe
G(s)

s

is positive real. The essence of our approach is to invoke a particular coordinate
transformation and perform a Liapunov-type analysis on the transformed system. A
parametrized operator Riccati equation plays a central role in the latter analysis,
which further develops an idea presented in Townley and Kamstra [34].

The linear, infinite-dimensional part of the plant in Fig. 1.2 is assumed to be
regular. The class of regular linear infinite-dimensional systems, introduced by Weiss
[35, 36, 37, 38, 39], is rather general. It includes most distributed parameter systems
and all time-delay systems (retarded and neutral) which are of interest in applications.
Although there exist well-posed abstract infinite-dimensional systems which are not
regular, the authors are of the opinion that any physically motivated, well-posed,
linear, time-invariant control system is regular. We emphasize that our assumptions
on the actuator nonlinearity allow for standard nonlinearities occurring in control
engineering such as saturation and deadzone.

To our knowledge some of the results in this paper are new even for the finite-
dimensional case. While Desoer and Lin [6] consider the low-gain tracking problem
for a class of nonlinear finite-dimensional systems, their framework does not include
input saturation.

The paper is organized as follows. Definitions and fundamental facts pertaining
to regular systems are assembled in section 2. Section 3 contains the main result of
the paper as outlined above. Examples and simulations illustrating our results are
given in section 4. The proofs of three technical lemmas are given in the appendix.

Notation.

• For α ∈ R, set Cα := {s ∈ C |Res > α} .



1942 H. LOGEMANN, E. RYAN, AND S. TOWNLEY

• For α ∈ R and H a Hilbert space, we define the exponentially weighted L2-
space L2

α(R+, H) := {f ∈ L2
loc(R+, H) | f(·) exp(−α ·) ∈ L2(R+, H)}.

• If A is a linear operator, then the domain, spectrum, and resolvent set of A
are denoted by dom (A), σ(A), and %(A), respectively.

• The set of all linear bounded operators from H1 to H2 (where H1, H2 are
Hilbert spaces) is denoted by B(H1, H2). We write B(H) for B(H,H).
• The Laplace transform is denoted by L.

2. Preliminaries on regular systems. In this section we give some back-
ground on well-posed linear systems; the reader is referred to Weiss [35, 36, 37, 38, 39]
for full details.

First, we introduce some further notation. For any Hilbert space H and any
τ ≥ 0, Rτ denotes the right shift by τ on L2

loc(R+, H). The truncation operator
Pτ : L2

loc(R+, H)→ L2(R+, H) is given by

(Pτu)(t) =

{
u(t) if t ∈ [0, τ ],
0 if t > τ.

For u, v ∈ L2
loc(R+, H) and τ ≥ 0, the τ -concatenation u

τ

♦ v is defined by

u
τ

♦ v = Pτu+ Rτv .

The fundamental concept of a well-posed linear system was introduced by Weiss [39];
an equivalent definition can be found in Salamon [33].

Definition 2.1. Let U , X, and Y be real Hilbert spaces. A well-posed linear
system with state-space X, input-space U , and output-space Y is a quadruple Σ =
(T,Φ,Ψ,F), where

(1) T = (Tt)t≥0 is a C0-semigroup of bounded linear operators on X,
(2) Φ = (Φt)t≥0 is a family of bounded linear operators from L2(R+, U) to X

such that

Φτ+t(u
τ

♦ v) = TtΦτu+ Φtv

for all u, v ∈ L2(R+, U), and all τ, t ≥ 0,
(3) Ψ = (Ψt)t≥0 is a family of bounded linear operators from X to L2(R+, Y )

such that

Ψτ+tx0 = Ψτx0

τ

♦ ΨtTτx0

for all x0 ∈ X and all τ, t ≥ 0, and Ψ0 = 0,
(4) F = (Ft)t≥0 is a family of bounded linear operators from L2(R+, U) to

L2(R+, Y ) such that

Fτ+t(u
τ

♦ v) = Fτu
τ

♦ (ΨtΦτu+ Ftv) ,

u, v ∈ L2(R+, U) and all τ, t ≥ 0, and F0 = 0.
Let an input u ∈ L2

loc(R+, U) and an initial state x0 ∈ X be given. The state
x(t) = x(t;x0, u) of Σ at time t ≥ 0 and the output y(·) = y(· ;x0, u) of Σ are defined
by

x(t) = Ttx0 + ΦtPtu ,(2.1)

Pty = Ψtx0 + FtPtu .(2.2)
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The state trajectory x(·) is a continuous function from R+ to X, and the output y(·)
is in L2

loc(R+, Y ).

We say that Σ is exponentially stable if the semigroup T is exponentially stable,
i.e.,

ω(T) := lim
t→∞

1

t
log ‖Tt‖ < 0 .

If Σ is exponentially stable, then the operators Φt and Ψt are uniformly bounded.
It is clear that there exist unique operators Ψ∞ : X → L2

loc(R+, Y ) and F∞ :
L2
loc(R+, U)→ L2

loc(R+, Y ) such that, for all τ ≥ 0,

Ψτ = PτΨ∞ , Fτ = PτF∞ .

It follows easily that PτF∞ = PτF∞Pτ for all τ ≥ 0, i.e., F∞ is a causal operator.
Moreover, if Σ is exponentially stable, then Ψ∞ is a bounded operator from X into
L2(R+, Y ) and F∞ maps L2(R+, U) boundedly into L2(R+, Y ).

The generator of T is denoted by A. Let X1 be the space dom (A) endowed with
the graph norm. The norm on X is denoted by ‖·‖, while ‖·‖1 denotes the graph norm.
Let X−1 be the completion of X with respect to the norm ‖x‖−1 = ‖(sI − A)−1x‖,
where s ∈ %(A) is fixed. We have X1 ⊂ X ⊂ X−1, and the canonical injections are
bounded and dense. The semigroup T can be restricted to a C0-semigroup on X1 and
extended to a C0-semigroup on X−1. The exponential growth constant is the same on
all three spaces. The generator on X−1 is an extension of A to X (which is bounded
as an operator from X to X−1). We shall use the same symbol T (respectively, A)
for the original semigroup (respectively, its generator) and the associated restrictions
and extensions. With this convention, we may write A ∈ B(X,X−1). Considered as a
generator on X−1, the domain of A is X.

By a representation theorem due to Salamon [33] (see also Weiss [37, 38]) there
exist unique operators B ∈ B(U,X−1) and C ∈ B(X1, Y ) (the control operator and
the observation operator of Σ, respectively) such that, for all t ≥ 0, u ∈ L2

loc(R+, U),
and x0 ∈ X1,

ΦtPtu =

∫ t

0

Tt−τBu(τ) dτ and (Ψ∞x0)(t) = CTtx0 .

B is called bounded if B ∈ B(U,X) (and unbounded otherwise), whereas C is called
bounded if it can be extended continuously to X (and unbounded otherwise). If T
is exponentially stable, then there exist constants α, β > 0 such that, for all t ≥ 0,
u ∈ L2(R+, U), and x0 ∈ X1,

‖ΦtPtu‖ =

∥∥∥∥∫ t

0

Tt−τBu(τ) dτ

∥∥∥∥ ≤ α‖u‖L2(0,t;U) ,(2.3)

‖(Ψ∞x0)(·)‖L2(0,t;Y ) =

(∫ t

0

‖CTτx0‖2 dτ
)1/2

≤ β‖x0‖ .(2.4)

As in [38], the Lebesgue extension of C is defined by

CLx0 = lim
t→0

C
1

t

∫ t

0

Tτx0 dτ ,
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where dom (CL) is the set of all those x0 ∈ X for which the above limit exists. Clearly
X1 ⊂ dom (CL) ⊂ X and, for any x0 ∈ X, we have Ttx0 ∈ dom (CL) for almost every
(a.e.) t ≥ 0. Furthermore,

(Ψ∞x0)(t) = CLTtx0 for a.e. t ≥ 0 .

It can be shown (see Weiss [36, 38]) that, if α > ω(T), x0 ∈ X, and u ∈ L2
α(R+, U),

then Ψ∞x0 ∈ L2
α(R+, Y ), F∞u ∈ L2

α(R+, Y ), and there exists a unique holomorphic
G : Cω(T) → B(U, Y ) such that, for all s ∈ Cα,

G(s)(Lu)(s) = [L(F∞u)](s) .

In particular, G is bounded on Cα for all α > ω(T). The function G is called the
transfer function of Σ.

Σ and its transfer function G are said to be regular if, for any u ∈ U , the limit

lim
s→∞, s∈R

G(s)u = Du

exists. It follows, from the principle of uniform boundedness, that D ∈ B(U, Y ). The
operator D is called the feedthrough operator of Σ. If Σ is regular, then for any x0 ∈ X
and u ∈ L2

loc(R+, U) the functions x(·) and y(·), defined by (2.1) and (2.2), satisfy
the equations

ẋ(t) = Ax(t) +Bu(t) , x(0) = x0 ,(2.5)

y(t) = CLx(t) +Du(t)(2.6)

for a.e. t ≥ 0 (in particular x(t) ∈ dom (CL) for a.e. t ≥ 0). The derivative on the
left-hand side of (2.5) has to be understood in X−1. In other words, if we consider the
initial value problem (2.5) in the space X−1, then for any x0 ∈ X and u ∈ L2

loc(R+, U)
the classical solution of (2.5) is given by the variation of parameters formula

x(t) = Ttx0 +

∫ t

0

Tt−τBu(τ) dτ .

It has been demonstrated in [36] that if Σ is regular, then (sI−A)−1BU ⊂ dom (CL)
for all s ∈ %(A) and the transfer function G can be expressed in the following way:

G(s) = CL(sI −A)−1B +D for all s ∈ Cω(T) ,

which is familiar from finite-dimensional systems theory. The operators A, B, C, and
D are called the generating operators of Σ.

The following lemma will be needed in section 3. Certainly, it should be well
known. However, since we could not find it in the literature, we include the proof.

Lemma 2.1. Suppose that Σ = (T,Φ,Ψ,F) is exponentially stable. Then the
following statements hold:

(1) There exist α, β > 0 such that, for any x0 ∈ X and any u ∈ L2(R+, U), the
solution x(·) of the initial-value problem (2.5) satisfies

‖x‖L2(R+,X) ≤ α‖u‖L2(R+,U) + β‖x0‖.
(2) If u ∈ L∞(R+, U) and limt→∞u(t) = u∞ exists, then for any x0 ∈ X, x(·)

defined by (2.5) satisfies

lim
t→∞ ‖x(t) +A−1Bu∞‖ = 0 .
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Proof. By the exponential stability we may assume, without loss of generality, that
x0 = 0. Consequently, we have x(t) =

∫ t
0

Tt−τBu(τ) dτ for all t ≥ 0. Let H2(C0, X)
denote the usual Hardy space of holomorphic functions defined on C0 with values in
X. Appealing to the Paley–Wiener theorem, statement (1) will follow if we can show
that there exists α > 0 such that, for all u ∈ L2(R+, U),

‖Lx‖H2(C0,X) ≤ α‖Lu‖H2(C0,U) .(2.7)

To this end, set ω0 := ω(T) and recall from [35] that for any ω > ω0 there exists
Mω > 0 such that, for all s ∈ Cω,

‖(sI −A)−1B‖B(U,X) ≤ Mω√
Re s− ω .(2.8)

It is clear that s 7→ (sI−A)−1B is a holomorphic B(U,X−1)-valued function: using the
resolvent identity, it follows that it is also holomorphic as a B(U,X)-valued function.
The Laplace transform Lx of x satisfies

(Lx)(s) = (sI −A)−1B(Lu)(s) for all s ∈ Cω0
.(2.9)

By hypothesis, ω0 < 0 and Lu ∈ H2(C0, X). Therefore, choosing ω1 ∈ (ω0, 0) and
combining (2.8) and (2.9) we see that (2.7) holds with, for example, α = Mω1/

√|ω1|.
This establishes statement (1).

To prove statement (2), we proceed as follows. Choose t∗ > 0 such that ‖Tt‖ ≤ 1/2
for all t ≥ t∗, let (tn) be a sequence of real numbers satisfying

t∗ ≤ tn+1 − tn ≤ 2t∗ ,

and set β = sup{‖Tt‖ | 0 ≤ t ≤ 2t∗}. For t ≥ tn we have

x(t) = Tt−tnx(tn) +

∫ t

tn

Tt−τBu(τ) dτ ,

and so, by exponential stability, (2.3), and statement (1) above, there exists α > 0
such that, for all n ∈ N,

‖x(t)‖ ≤ β‖x(tn)‖+ α
√

2t∗‖u‖L∞(tn,tn+1) if t ∈ [tn, tn+1](2.10)

and

‖x(tn+1)‖ ≤ 1

2
‖x(tn)‖+ α

√
2t∗‖u‖L∞(tn,tn+1) .(2.11)

We first consider the case when u∞ = 0. Then

lim
n→∞ ‖u‖L∞(tn,tn+1) = 0(2.12)

and (2.11) implies that

lim
n→∞ ‖x(tn)‖ = 0 .(2.13)

Combining (2.10), (2.12), and (2.13) shows that limt→∞ ‖x(t)‖ = 0. Finally, if u∞ 6= 0,
then, by writing u(t) = (u(t)− u∞) + u∞, it is clear that it suffices to show that

lim
t→∞

∥∥∥∥∫ t

0

TτBu∞ dτ +A−1Bu∞

∥∥∥∥ = 0 .(2.14)
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Setting z(t) =
∫ t

0
TτBu∞ dτ we have that

lim
t→∞ ‖ż(t)‖−1 = lim

t→∞ ‖TtBu∞‖−1 = 0 .(2.15)

The function z(·) is the classical solution of the initial-value problem ż(t) = Az(t) +
Bu∞, z(0) = 0, considered in X−1, and so we may write

z(·) +A−1Bu∞ = A−1ż(·) .(2.16)

Since A−1 ∈ B(X−1, X), (2.14) follows from (2.15) and (2.16).

3. Integral control in the presence of nonlinearities. In the following,
let (A,B,C,D) be the generating operators of a linear, single-input, single-output
regular system with state space X and transfer function G. Suppose that the system
is subject to an input nonlinearity φ, where φ : R→ R is locally Lipschitz. Denoting
the constant reference signal by r, an application of the integrator

u(t) = u0 + k

∫ t

0

[r − CLx(τ)−Dφ(u(τ))] dτ ,

where k is a real parameter (see Fig. 1.2), leads to the following nonlinear system of
differential equations:

ẋ = Ax+Bφ(u) , x(0) = x0 ∈ X,(3.1)

u̇ = k[r − CLx−Dφ(u)] , u(0) = u0 ∈ R .(3.2)

For a ∈ (0,∞], a continuous function

[0, a)→ X × R , t 7→ (x(t), u(t))

is called a solution of (3.1)–(3.2) if (x(·), u(·)) is absolutely continuous as an (X−1×R)-
valued function, x(t) ∈ dom (CL) for a.e. t ∈ [0, a), (x(0), u(0)) = (x0, u0), and the
differential equations (3.1) and (3.2) are satisfied a.e. on [0, a). Of course, the derivative
on the left-hand side on (3.1) has to be understood in X−1.1

An application of a well-known result on abstract Cauchy problems (see Pazy
[26, Thm. 2.4, p. 107]), shows that a continuous (X × R)-valued function (x(·), u(·))
is a solution of (3.1)–(3.2) if and only if it satisfies the following integrated version of
(3.1)–(3.2):

x(t) = Ttx0 +

∫ t

0

Tt−τBφ(u(τ)) dτ ,(3.3)

u(t) = u0 + k

∫ t

0

[r − CLx(τ)−Dφ(u(τ))] dτ .(3.4)

The next result shows that (3.1)–(3.2) has a unique solution.
Proposition 3.1. For any pair (x0, u0) ∈ X×R of initial conditions there exists

a unique solution (x(·), u(·)) of (3.1)–(3.2) defined on a maximal interval [0, amax). If
amax <∞, then

lim sup
t→amax

‖(x(t), u(t))‖ =∞ .(3.5)

1 Being a Hilbert space, X−1×R is reflexive. Hence any absolutely continuous (X−1×R)-valued
function is a.e. differentiable and can be recovered from its derivative by integration; see [1, Thm.
3.1, p. 10].
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If φ is globally Lipschitz, then amax =∞ .
For the proof of the above result it will be useful to consider the following initial-

value problem for u:

u̇ = k[r −Ψ∞x0 − F∞φ(u)] , u(0) = u0 .(3.6)

Clearly, (3.6) 2 is obtained from (3.2) on noting that CLx(t)+Dφ(u(t)) = (Ψ∞x0)(t)+
(F∞φ(u))(t). An absolutely continuous function u : [0, a)→ R is a solution of (3.6) if
u(0) = u0 and the differential equation in (3.6) is satisfied a.e. on [0, a).

Lemma 3.2. Let x0 ∈ X. For any initial condition u0 ∈ R there exists a unique
solution u(·) of (3.6) defined on a maximal interval [0, amax). If amax <∞, then

lim sup
t→amax

|u(t)| =∞ .(3.7)

If φ is globally Lipschitz, then amax =∞ .
The proof of this lemma is relegated to the appendix.
Proof of Proposition 3.1. Let u : [0, amax)→ R be the unique maximal solution of

(3.6) (whose existence is guaranteed by Lemma 3.2), and define x(·) to be the unique
solution of

ẋ = Ax+Bφ(u) , x(0) = x0 .

Then (x(·), u(·)) is the unique solution of equations (3.1)–(3.2), which satisfies equa-
tion (3.5) if amax <∞. Moreover, it follows trivially from Lemma 3.2 that amax =∞
if φ is globally Lipschitz.

Henceforth, let M denote the set of all bounded measures on [0,∞). A measure
µ ∈M can be written in the form

µ(dt) = a(t)dt+
∞∑
i=0

aiδti(dt) + µs(dt) ,

where a(·) ∈ L1(0,∞),
∑∞
i=0 aiδti , and µs, respectively, represent the absolutely con-

tinuous, the discrete, and the singular parts of µ. In particular, δti denotes the unit
point mass at ti ≥ 0 and the ai are real numbers such that

∑∞
i=0 |ai| <∞.

Furthermore, for λ > 0, let N (λ) denote the set of all nondecreasing globally Lip-
schitz nonlinearities φ : R→ R with Lipschitz constant λ. Finally, if G is holomorphic
and bounded on Cα for some α < 0 and G(0) > 0, then it is easy to show that

1 + kRe
G(s)

s
≥ 0 for all s ∈ C0(3.8)

for all sufficiently small k > 0; see Lemma 3.10 in [17]. We define

K := sup{k > 0 | (3.8) holds} .
The main result of this section is the following theorem.

Theorem 3.3. Let λ > 0 and φ ∈ N (λ). Assume that Tt is exponentially stable,
G(0) > 0, k ∈ (0,K/λ), and r ∈ R is such that

φr := [G(0)]−1r ∈ clos (imφ) .(3.9)

If C is bounded, then for all (x0, u0) ∈ X × R the unique solution (x(·), u(·)) of
(3.1)–(3.2) exists on [0,∞) and satisfies

2 Strictly speaking, to make sense of (3.6) we have to give a meaning to F∞v when v is a
continuous function defined on a finite interval [0, a) (recall that F∞ operates on the space of locally
square-integrable functions defined on the infinite interval [0,∞)). This can easily be done using the
causality of F∞. Moreover, by slight abuse of notation, the expression φ(u) on the right-hand side
of (3.6) denotes the function t 7→ φ(u(t)).
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(1) limt→∞ φ(u(t)) = φr ,
(2) limt→∞ ‖x(t) +A−1Bφr‖ = 0 ,
(3) limt→∞(r − y(t)) = 0 , where y(t) = Cx(t) +Dφ(u(t)) ,
(4) if φr ∈ imφ, then

lim
t→∞dist (u(t), φ−1(φr)) = 0 ,(3.10)

(5) if φr ∈ int (imφ), then u(·) is bounded.
If C is unbounded, then the statements (1), (2), (4), and (5) remain true provided
that L−1(G) ∈ M and statement (3) remains true provided that x0 ∈ dom (A) and
L−1(G) ∈M.

In particular, statement (4) says that u(t) converges as t→∞ if the set φ−1(φr)
is a singleton, which, in turn, is true if φr is not a critical value of φ.

¡
¡
¡¡

¡
¡
¡¡

- u

6

φ(u)

Fig. 3.1. Nonlinearity with saturation and deadzone.

The conditions imposed in Theorem 3.3 on φ are satisfied by saturation and
deadzone nonlinearities and combinations of the two, as shown in Fig. 3.1. The as-
sumption that L−1(G) ∈ M is not very restrictive and seems to be satisfied in all
practical examples of systems with H∞-transfer functions (in applications one usually
has µs = 0). If C is unbounded and x0 6∈ dom (A), then statement (3) does not hold in
general. However, in that case, as an inspection of the proof of Theorem 3.3 will show,
the error e(·) = r−y(·) admits a decomposition e = e1 +e2, where e1 ∈ L2

α(R+,R) for
some α < 0 and e2 is a continuous function satisfying limt→∞ e2(t) = 0. Thus, while
the error does not necessarily converge asymptotically to 0 as t → ∞, it is small for
large t in the sense that for all δ, ε > 0 there exists T > 0 such that

meas({t ≥ T | |e(t)| ≥ δ}) ≤ ε ,
where meas denotes the Lebesgue measure. In applying Theorem 3.3 it is important to
know the constant K or at least a lower bound for K. In principle, K can be obtained
from frequency-response experiments performed on the linear part of the plant; see
[15] for details.

For the proof of Theorem 3.3 two lemmas are required, the proofs of which can
be found in the appendix.

Lemma 3.4. Suppose that Tt is exponentially stable and G(0) > 0. Define

H(s) =
1

s
(G(s)−G(0)) .

If 0 < 2κ < K, then

‖H(1 + κH)−1‖∞ <
1

κ
(3.11)
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and there exists P ∈ B(X), with P = P ∗ ≥ 0 and such that the Riccati equation

〈Aκx1, Px2〉+ 〈Px1, Aκx2〉+ κ2〈CLx1, CLx2〉(3.12)

+ 〈(A−1B)∗Px1, (A
−1B)∗Px2〉 = 0

is satisfied for all x1, x2 ∈ dom(Aκ) = dom(A), where Aκ := A− κA−1BCL.
Lemma 3.5. Let φ : R → R be locally Lipschitz and (εn) be any sequence with

εn > 0 and limn→∞ εn = 0. Define the function φ� : R→ R by

φ�(ξ) = lim sup
n→∞

φ(ξ + εn)− φ(ξ)

εn
.

Then φ� ∈ L∞loc(−∞,∞) (φ� ∈ L∞(−∞,∞) if φ is globally Lipschitz) and φ� ◦ u is
Lebesgue measurable for all Lebesgue measurable functions u : [0,∞) → R. If u is
absolutely continuous, so is φ ◦ u and

d

dt
(φ ◦ u)(t) = φ�(u(t))u̇(t) for a.e. t ∈ [0,∞) .

Proof of Theorem 3.3. By Proposition 3.1, there exists a unique solution of (3.1)–
(3.2) on [0,∞). We denote this solution by (x(·), u(·)) and introduce new variables by
defining

z(t) := x(t) +A−1Bφ(u(t)) , v(t) := φ(u(t))− φr for all t ≥ 0.

By regularity it follows that z(t) ∈ dom (CL) for a.e. t ∈ [0,∞). Moreover, by Lemma
3.5, v̇(t) = φ�(u(t))u̇(t) for a.e. t ∈ [0,∞). Therefore, an easy calculation yields

ż = Az − kφ�(u)A−1B(CLz + G(0)v) , z(0) = z0 := x0 +A−1Bφ(u0),(3.13)

v̇ = −kφ�(u)(CLz + G(0)v) , v(0) = v0 := φ(u0)− φr .(3.14)

The derivative on the left-hand side of (3.13) and (3.14) has to be understood in X−1.
Notice that, since φ is nondecreasing, φ�(ξ) ≥ 0 for all ξ ∈ R. We observe that, while
in these new variables we still have an unbounded operator A−1BCL, the operator
A−1B is in B(R, X). We will investigate the stability properties of (3.13) and (3.14)
using a Liapunov approach.

Since 0 < kλ < K, it follows that there exists µ > λ/2 such that 0 < 2µk < K,
and therefore, by Lemma 3.4,

‖H(1 + µkH)−1‖∞ <
1

µk
.

By the same lemma, the Riccati equation (3.12) with κ = µk has a solution P ∈ B(X)
satisfying P = P ∗ ≥ 0. Set

P̃ =

(
P 0
0 µkG(0)

)
,

and define

Ãk =

(
A− µkA−1BCL −µkA−1BG(0)
−µkCL −µkG(0)

)
, B̃ =

(
A−1B

1

)
, C̃ = (CL G(0)) ,
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where dom(Ãk) = dom(A) × R. The operator Ãk generates a C0-semigroup. Using
(3.12), it is easy to show that

〈Ãkx̃1, P̃ x̃2〉+ 〈P̃ x̃1, Ãkx̃2〉+ µ2k2〈C̃x̃1, C̃x̃2〉+ 〈B̃ ∗P̃ x̃1, B̃
∗P̃ x̃2〉 = 0(3.15)

is satisfied for all x̃1, x̃2 ∈ dom(Ãk).
Setting z̃(·) = (z(·), v(·)), (3.13) and (3.14) can be reformulated as

˙̃z = Ãkz̃ + k(µ− φ�(u))B̃C̃z̃ , z̃(0) = z̃0 :=

(
z0

v0

)
,(3.16)

where the derivative on the left-hand side has to be understood in X−1 × R. For an
intermediate step in the Liapunov analysis we need differentiability in X × R, and
therefore, we will use an approximation argument. To this end let T > 0 be fixed but
arbitrary, and choose (wn) ⊂W 1,2(0, T ;R) and (z̃n0 ) ⊂ dom(Ãk) such that

lim
n→∞ ‖k(µ− φ�(u))C̃z̃ − wn‖L2(0,T ) = 0 , lim

n→∞ ‖z̃0 − z̃n0 ‖X×R = 0 .(3.17)

Consider the system

η̇(t) = Ãkη(t) + B̃wn(t) , η(0) = z̃n0 .(3.18)

ξ(t) = C̃η(t) .(3.19)

The abstract initial-value problem (3.18) has a strong solution z̃n on [0, T ] in the sense
that z̃n(0) = z̃n0 and (3.18) is satisfied for a.e. t ∈ [0, T ] (see Pazy [26, Cor. 2.10, p.
109]). Using (3.17) we obtain

lim
n→∞ ‖z̃ − z̃n‖L2(0,T ) = 0 ; lim

n→∞ ‖z̃(t)− z̃n(t)‖X×R = 0 for all t ∈ [0, T ] .(3.20)

Setting ξn(t) = C̃z̃n(t), it follows from the regularity of (3.18) that

lim
n→∞ ‖C̃z̃ − ξn‖L2(0,T ) = 0 .(3.21)

Differentiating the function

τ 7→ Vn(τ) = 〈z̃n(τ), P̃ z̃n(τ)〉
shows that, for a.e. τ ∈ [0, T ],

V̇n(τ) = 〈z̃n(τ), P̃ Ãkz̃n(τ)〉+ 〈Ãkz̃n(τ), P̃ z̃n(τ)〉+ 2〈B̃wn(τ), P̃ z̃n(τ)〉 .(3.22)

If t ∈ [0, T ], then integrating (3.22) from 0 to t, taking limits as n → ∞, invoking
(3.15), (3.17), (3.20), and (3.21), and setting

V (τ) = 〈z̃(τ), P̃ z̃(τ)〉
we obtain

V (t)− V (0) = −
∫ t

0

µ2k2(C̃z̃)2 −
∫ t

0

(B̃ ∗P̃ z̃)2 + 2

∫ t

0

〈B̃k(µ− φ�(u))C̃z̃, P̃ z̃〉 .

Completing the square gives

V (t)− V (0) = −
∫ t

0

[µ2k2 − k2(φ�(u)− µ)2](C̃z̃)2 −
∫ t

0

[k(φ�(u)− µ)C̃z̃ + B̃ ∗P̃ z̃]2 ,
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and hence

V (t)− V (0) = −k2

∫ t

0

[2µφ�(u)− (φ�)2(u)](C̃z̃)2(3.23)

−
∫ t

0

[k(φ�(u)− µ)C̃z̃ + B̃ ∗P̃ z̃]2 ,

which holds for all t ∈ [0, T ]. Since T > 0 was arbitrary, it follows that (3.23) holds
for all t ≥ 0. Therefore, using (3.23) and the definition of C̃,

k2

∫ t

0

(2µφ�(u)− (φ�)2(u))(CLz + G(0)v)2 ≤ V (0) <∞ for all t ≥ 0 .(3.24)

Now recall that 2µ > λ and ‖φ�(u)‖L∞(R+) ≤ λ, so that

2µφ�(u)− (φ�)2(u) > ε(φ�)2(u)

for some ε > 0. Therefore, (3.24) gives

εk2

∫ t

0

(φ�)2(u)(CLz + G(0)v)2 ≤ V (0) <∞ for all t ≥ 0 .

It follows that

φ�(u)(CLz + G(0)v) ∈ L2(R+) .(3.25)

Using this in (3.13) and appealing to the fact that A, A−1B, and C are the generating
operators of a stable regular system we may conclude that

CLz ∈ L2(R+) .(3.26)

Hence, by (3.25) and the boundedness of φ�(u),

φ�(u)v ∈ L2(R+),(3.27)

and thus

(CLz)φ
�(u)v ∈ L1(R+) .(3.28)

Using (3.24), (3.26)–(3.28), and the boundedness of φ�(u) it follows that

φ�(u)v2 ∈ L1(R+) .(3.29)

Multiplying (3.14) by v(t), integrating, and then using (3.28) and (3.29) shows that

lim
t→∞ v

2(t) = v2
0 + 2 lim

t→∞

∫ t

0

vv̇ = ν

for some ν ∈ [0,∞). By continuity of v(·) it follows that

lim
t→∞ v(t) =

√
ν or lim

t→∞ v(t) = −√ν .

In the following we distinguish two cases: bounded and unbounded observation.
Let us first consider the case of bounded C. In order to prove statement (1), we

have to show that ν = 0. Seeking a contradiction, suppose that ν > 0. Assuming
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that limt→∞ v(t) =
√
ν (the case limt→∞ v(t) = −√ν can be dealt with in an entirely

analogous fashion), we obtain that

φ∞ := lim
t→∞φ(u(t)) > φr .(3.30)

By Lemma 2.1, part (2), it follows that

lim
t→∞ ‖x(t) +A−1Bφ∞‖ = 0 .(3.31)

Using the boundedness of C it follows from (3.2), (3.30), and (3.31) that

lim
t→∞ u̇(t) = k(r + CA−1Bφ∞ −Dφ∞) = kG(0)(φr − φ∞) < 0 ,

and so

lim
t→∞u(t) = −∞ .(3.32)

Since φ is nondecreasing we obtain

φ∞ = lim
t→∞φ(u(t)) = inf(imφ) ≤ φr ,

contradicting (3.30). Therefore, ν = 0, and consequently limt→∞ φ(u(t)) = φr, which
is statement (1). Statement (2) follows now from Lemma 2.1, part (2), and statement
(3) is a consequence of statements (1) and (2).

To prove statement (4), let φr ∈ imφ. Seeking a contradiction, suppose that
the claim is not true. Then there exists a sequence of positive numbers (tn) with
limn→∞ tn =∞ and ε > 0 such that

dist (u(tn), φ−1(φr)) ≥ ε .(3.33)

If the sequence (u(tn)) is bounded, we may assume, without loss of generality, that
it converges to a finite limit u∞. By continuity of φ and statement (1) we have that
φ(u∞) = φr, and thus u∞ ∈ φ−1(φr). This contradicts (3.33). So, suppose that (u(tn))
is unbounded. Without loss of generality, we may then assume that limn→∞ u(tn) =
∞. By monotonicity and statement (1) it follows that φr = supφ. Since φr ∈ imφ
there exists ξ∗ such that

φ(ξ∗) = φr = supφ = maxφ .

By monotonicity of φ we have

φ(ξ) = φr = maxφ for all ξ ≥ ξ∗ .
In particular, we see that u(tn) ∈ φ−1(φr) for all sufficiently large n, contradicting
(3.33).

To prove statement (5) assume that φr ∈ int (imφ). Again seeking a contradic-
tion, suppose that the claim is not true. Then there exists a sequence of positive
numbers (tn) with limn→∞ tn = ∞ and limn→∞ |u(tn)| = ∞. Without loss of gen-
erality, we may assume that limn→∞ u(tn) = ∞. By monotonicity it then follows
that

φr = lim
n→∞φ(u(tn)) = supφ ,

contradicting the hypothesis φr ∈ int (imφ).
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Now let us consider the case of unbounded C with L−1(G) ∈ M. We will again
be seeking a contradiction, and hence assume that ν > 0. It is clear that (3.30) and
(3.31) still hold. It only remains to show that (3.32) is also true in this case. To this
end, write (3.2) in the form

u̇ = k[r − CLTtx0 − L−1(G) ? φ(u)] .(3.34)

Since limt→∞ φ(u(t)) = φ∞ and L−1(G) ∈ M it follows that limt→∞(L−1(G) ?
φ(u))(t) = G(0)φ∞ (see [8, Thm. 6.1, part (ii), p. 96]). Therefore, by (3.30) there
exists δ > 0 and T > 0 such that

G(0)φr − (L−1(G) ? φ(u))(t) ≤ −δ for all t ≥ T .(3.35)

Integrating (3.34) from T to t and using (3.35) gives

u(t) ≤ u(T ) + k

[∫ t

T

|CLTτx0| dτ − δ(t− T )

]
.(3.36)

By exponential stability of Tt we have that the map t 7→ CLTtx0 is in L2
α(R+,R) for

some α < 0, and hence in L1(R+,R). As a consequence, (3.36) yields

lim
t→∞u(t) = −∞ ,

which is (3.32). Statements (2), (4), and (5) then follow as in the case of bounded C.
Finally, write y(t) in the form

y(t) = CLTtx0 + (L−1(G) ? φ(u))(t) .

Under the assumption that x0 ∈ dom (A) and L−1(G) ∈M, we obtain

lim
t→∞ y(t) = G(0) lim

t→∞φ(u(t)) .

Combining this with statement (1) yields statement (3).
One of the conditions imposed in Theorem 3.3 is that [G(0)]−1r ∈ clos (imφ).

The following proposition shows that this condition is necessary for solvability of the
tracking problem.

Proposition 3.6. Let r ∈ R, and suppose that φ : R → R is continuous, Tt is
exponentially stable, and G(0) 6= 0. If there exist an initial condition x0 ∈ X and a
continuous function u : [0,∞)→ R such that φ(u(·)) is bounded and

lim
t→∞[CLx(t) +Dφ(u(t))] = r ,

where x(t) = Ttx0 +
∫ t

0
Tt−τBφ(u(τ)) dτ , then φr = [G(0)]−1r ∈ clos (imφ).

The proof of the above proposition requires some preparation. Recall the concept
of an ω-limit point (and ω-limit set Ω(ψ)) of a continuous function ψ : [0,∞)→ R. A
point ψ∗ is an ω-limit point of ψ if there exists an increasing sequence (tn) ⊂ [0,∞)
such that tn → ∞ and ψ(tn) → ψ∗ as n → ∞. The set Ω(ψ) of all ω-limit points is
the ω-limit set of ψ.

The following lemma is probably standard; however, we were unable to locate it
in the literature and so include a proof for completeness.
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Lemma 3.7. Let ψ : [0,∞)→ R be continuous and bounded. Then

lim
s→0, s>0

[s(Lψ)(s)] = ω =⇒ ω ∈ Ω(ψ) .

Proof. It suffices to prove the result in the case ω = 0 (if ω 6= 0, then simply replace
ψ by ψω : t 7→ ψ(t) − ω). It is well known that Ω(ψ) is compact and is approached
by ψ(t) as t → ∞ (see, for example, [10, p. 113]). Seeking a contradiction, suppose
0 6∈ Ω(ψ). Then there exists ε > 0 and T > 0 such that for all t ≥ T , |ψ(t)| ≥ ε. Since
ψ is continuous, we may restrict our attention, without loss of generality, to the case
ψ(t) ≥ ε for all t ≥ T . Then, for all s ∈ (0,∞), we have

(Lψ)(s) =

∫ ∞
0

e−stψ(t) dt ≥
∫ T

0

e−stψ(t) dt+ ε

∫ ∞
T

e−st dt(3.37)

=

∫ T

0

e−stψ(t) dt+
εe−sT

s
,(3.38)

whence the contradiction

0 = lim
s→0, s>0

s(Lψ)(s) ≥ ε > 0 .

Proof of Proposition 3.6. For δ ∈ (0, π/2) define the open sector S(δ) ⊂ C0 by

S(δ) := {ρeiα | ρ ∈ (0,∞), α ∈ (−δ, δ)} .

Setting ψ(t) = φ(u(t)) and y(t) = CLx(t) +Dψ(t) we obtain

(Ly)(s) = G(s)(Lψ)(s) + C(sI −A)−1x0 ,

and so by the final-value theorem (see [7, Satz 34.2] or [25, Thm. 14, p. 95])

r = lim
t→∞ y(t) = lim

s→0, s∈S(δ)
s(Ly)(s) = lim

s→0, s∈S(δ)
sG(s)(Lψ)(s) .

Since G(0) 6= 0 it follows using Lemma 3.7 that

φr = [G(0)]−1r = lim
s→0, s∈S(δ)

s(Lψ)(s) ∈ Ω(ψ) ⊂ clos (imφ) .

A result similar to Proposition 3.6 was stated without proof by Miller and Davison
[22] in a finite-dimensional context. However, their approach (as outlined by Miller
[21]) does not extend to infinite-dimensional regular systems.

4. Example: Controlled diffusion process with output delay. Consider a
diffusion process (with diffusion coefficient a > 0 and with Dirichlet boundary condi-
tions), on the one-dimensional spatial domain [0, 1], with scalar nonlinear pointwise
control action (applied at point xb ∈ (0, 1) via a nonlinearity φ with Lipschitz con-
stant λ > 0) and delayed (delay h ≥ 0) pointwise scalar observation (output at point
xc ∈ (0, 1), xc ≥ xb.). We formally write this single-input, single-output system as

zt(t, x) = azxx(t, x) + δ(x− xb)φ(u(t)), y(t) = z(t− h, xc),
z(t, 0) = 0 = z(t, 1) for all t > 0 .
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For simplicity, we assume zero initial conditions as follows:

z(t, x) = 0 for all (t, x) ∈ [−h, 0]× [0, 1] .

With input φ(u(·)) and output y(·), this example qualifies as a regular linear system
with transfer function given by

G(s) =
e−sh sinh

(
xb
√

(s/a)
)

sinh
(

(1− xc)
√

(s/a)
)

a
√

(s/a) sinh
√

(s/a)
.

In this case, a detailed analysis (see [15] for related investigations) yields

K := sup{k > 0 | (3.8) holds}
=

1

|G′(0)| =
6a2

xb(1− xc)(6ha+ 1− x2
b − (1− xc)2)

.

Therefore, by Theorem 3.3, for each k ∈ (0,K/λ), the integral control

u(t) = k

∫ t

0

[r − y(t)] dt

guarantees asymptotic tracking of every constant reference signal r satisfying

r

G(0)
=

ar

xb(1− xc) ∈ clos (imφ) .

For purposes of illustration, we adopt the following values:

a = 0.1, xb =
1

3
, xc =

2

3
, h = 1, r = 1.

We consider a nonlinearity φ of saturation type, defined as follows:

u 7→ φ(u) :=

 1, u ≥ 1,
u, u ∈ (0, 1),
0, u ≤ 0

in which case λ = 1 and

K =
243

620
(≈ 0.3919).

For r = 1, we have

r

G(0)
=

a

xb(1− xc) = 0.9 ∈ [0, 1] = clos (imφ) .

In each of the following three cases of admissible controller gains

(i) k = 0.39, (ii) k = 0.26, (iii) k = 0.13,

Fig. 4.1 depicts the output behavior of the system under integral control, while
Fig. 4.2 depicts the corresponding control input. These figures were generated using
SIMULINK Simulation Software within MATLAB wherein a truncated eigenfunction
expansion, of order 10, was adopted to model the diffusion process.
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Fig. 4.1. Controlled output.

Fig. 4.2. Control input.

Appendix.
Proof of Lemma 3.2. In proving Lemma 3.2, we will study an initial-value problem

which is slightly more general than (3.6). Let α ≥ 0, and let w ∈ C([0, α],R). Consider
the initial-value problem

u̇(t) = k[r − (Ψ∞x0)(t)− (F∞φ(u))(t)] , t ≥ α ,(A.1)

u(t) = w(t) , t ∈ [0, α] .(A.2)

Lemma A.1. Let x0 ∈ X. For any initial function w ∈ C([0, α],R) there exists
ε > 0 and a unique function u ∈ C([0, α + ε],R) with u(t) = w(t) for all t ∈ [0, α]
and such that u is absolutely continuous on [α, α + ε] and (A.1) is satisfied for a.e.
t ∈ [α, α+ ε].

Proof. Without loss of generality, we may assume that k = 1. For δ > 0 and
η > ‖w‖∞, define

Cδ,η = {u ∈ C([0, α+ δ],R) | |u(t)− w(t)| ≤ η if 0 ≤ t ≤ α ;

|u(t)− w(α)| ≤ η if α ≤ t ≤ α+ δ} .

Choosing η > ‖w‖∞ guarantees that Cδ,η contains the zero function. Using the causal-
ity of F∞, the boundedness of the operators PtF∞, and the Lipschitz continuity of
φ, it is clear that, for given numbers δ > 0 and η > ‖w‖∞, there exists λ > 0 such
that, for all ε ∈ (0, δ] and all u, v ∈ Cε,η,∫ α+ε

α

|F∞φ(u)− F∞φ(v)|2 ≤ λ2

∫ α+ε

0

|u− v|2 .
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Using Hölder’s inequality we obtain the estimate∫ α+ε

α

|F∞φ(u)− F∞φ(v)| ≤ λ√ε
(∫ α+ε

0

|u− v|2
)1/2

,(A.3)

which holds for all u, v ∈ Cε,η, and all ε ∈ (0, δ]. Moreover, if v = 0, then we may
conclude that, for all u ∈ Cε,η and all ε ∈ (0, δ],∫ α+ε

α

|F∞φ(u)| ≤
∫ α+ε

α

|(F∞φ(0))(τ)| dτ + λ
√
ε

(∫ α+ε

0

|u|2
)1/2

.(A.4)

Set f(t) = r − (Ψ∞x0)(t), and choose ρ > 0 such that∫ α+ρ

α

(|f(τ)|+ |(F∞φ(0))(τ)|) dτ ≤ η

2
.(A.5)

Now choose ε > 0 such that

ε ≤ δ , ε ≤ ρ , ε <
1

λ
, ε ≤ 1

4(α+ ρ)

(
η

λmax{‖w‖∞, |w(α)|+ η}
)2

.(A.6)

Define the operator Γ by

(Γu)(t) = w(t) , 0 ≤ t ≤ α ,

(Γu)(t) = w(α) +

∫ t

α

f(τ) dτ −
∫ t

α

(F∞φ(u))(τ) dτ , t ≥ α ,

and set

C̃ε,η := {u ∈ Cε,η | u(t) = w(t) if 0 ≤ t ≤ α} .

Clearly, C̃ε,η is a complete metric space, and the lemma follows if we can show that Γ

is a contraction on C̃ε,η.

We first show that Γ(C̃ε,η) ⊂ C̃ε,η. Using (A.4)–(A.6) we obtain, for all u ∈ Cε,η
and all t ∈ [α, α+ ε],

|(Γu)(t)− w(α)| ≤ λ√ε
(∫ α+ε

0

|u(τ)|2 dτ
)1/2

+
η

2

≤ η

2
+ λ
√
ε(α+ ρ) max{‖w‖∞, |w(α)|+ η}

≤ η ,
which shows that Γ(C̃ε,η) ⊂ C̃ε,η. It remains to show that Γ is a contraction on C̃ε,η.

To this end, let u, v ∈ C̃ε,η. Using (A.3) we obtain

sup
0≤τ≤α+ε

|(Γu)(τ)− (Γv)(τ)| ≤ λ√ε
(∫ α+ε

α

|u− v|2
)1/2

≤ ελ sup
0≤τ≤α+ε

|u(τ)− v(τ)| .

By (A.6) we have that ελ < 1, showing that Γ is a contraction on C̃ε,η.
Proof of Lemma 3.2. We proceed in several steps.
Step 1. Existence and uniqueness on a small interval.
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An application of Lemma A.1 with α = 0 shows that there exists an ε > 0 such
that (3.6) has a unique solution on the interval [0, ε).

Step 2. Extended uniqueness.
Let ui be a solution of (3.6) on the interval [0, ai), i = 1, 2. We claim that u1(t) =

u2(t) for all t ∈ [0, a), where a = min(a1, a2). Seeking a contradiction, assume that
there exists t ∈ (0, a) such that u1(t) 6= u2(t). Defining

t∗ = inf{t ∈ (0, a) |u1(t) 6= u2(t)} ,
it follows that t∗ > 0 (by Step 1), t∗ < a (by assumption), and u1(t∗) = u2(t∗) (by
continuity of u1 and u2). Clearly, the initial-value problem

u̇(t) = k[r − (Ψ∞x0)(t)− (F∞φ(u))(t)] , t ≥ t∗ ,
u(t) = u1(t) , t ∈ [0, t∗] ,

is solved by u1 and u2. This implies (by Lemma A.1) that there exists an ε > 0 such
that u1(t) = u2(t) for all t ∈ [0, t∗ + ε), which contradicts the definition of t∗.

Step 3. Continuation of solutions.
Let u be a solution of (3.6) on the interval [0, a), a < ∞. In order to prove that

u can be extended to a maximal solution (which satisfies (3.7) if amax < ∞), it is
sufficient to show that u can be continued to the right (beyond a) if u is bounded
on [0, a). Now u(t) = (Γu)(t) for all t ∈ [0, a), where Γ is the operator defined in the
proof of Lemma A.1 with α = 0. It is clear that limt→a−(Γu)(t) = γ exists and is
finite. Consequently, limt→a− u(t) = γ, and hence setting u(a) = γ makes u into a
continuous function on [0, a]. Finally, Lemma A.1 shows that the initial value problem

v̇ = k[r −Ψ∞x0 − F∞φ(v)] , t ≥ a ,
v(t) = u(t) , t ∈ [0, a] ,

has a unique solution u∗ on [0, a + ε) for some ε > 0. By the causality of the map
F∞φ, the function u∗ is a solution of (3.6) on [0, a+ ε), i.e., u∗ is a continuation of u.

Step 4. Global existence if φ is globally Lipschitz.
Assume that φ is globally Lipschitz. Seeking a contradiction suppose that amax <

∞. Let u be the solution of (3.6) defined on [0, amax). Multiplying (3.6) by u and
estimating we obtain that, for all τ ∈ [0, amax),

u(τ)u̇(τ) ≤ k[r2 + (Ψ∞x0)2(τ) + u2(τ) + |(F∞φ(u))(τ)u(τ)| ] .(A.7)

Integrating (A.7) from 0 to t and combining the estimate∫ t

0

|(F∞φ(u))u| ≤
∫ t

0

|F∞(φ(u)− φ(0))| |u| +
1

2

(∫ t

0

(F∞φ(0))2 +

∫ t

0

u2

)
,

the Cauchy–Schwarz inequality, and the global Lipschitz property of φ, it can be
readily shown that there exists positive constants α and β such that, for all t ∈
[0, amax),

u2(t) ≤ α+ β

∫ t

0

u2(τ) dτ .

An application of Gronwall’s lemma then shows that u2(t) ≤ αeβt for all t ∈ [0, amax).
Hence u is bounded on [0, amax), which by Step 3 is in contradiction to the maximality
of amax.
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Proof of Lemma 3.4. Since 0 < 2κ < K, it follows that there exists ε > 0 such
that

1 + 2κRe
G(s)

s
≥ ε for all s ∈ C0 .

Hence

1 + 2κRe
G(iω)

iω
≥ ε for all ω ∈ R, ω 6= 0 ,

and thus

1 + 2κReH(iω) ≥ ε for all ω ∈ R .(A.8)

By considering

e−(1+2κReH(s)) =
∣∣∣e−(1+2κH(s))

∣∣∣ ,
applying the maximum modulus theorem, and using the fact that H(s)→ 0 as |s| →
∞ in C0, it follows from (A.8) that

1 + 2κReH(s) ≥ ε for all s ∈ C0 .

Therefore, for all s ∈ C0,

ε+ κ2H(s)H̄(s) ≤ (1 + κH(s))(1 + κH̄(s)) .

Consequently, for all s ∈ C0,

H(s)(1 + κH(s))−1H̄(s)(1 + κH̄(s))−1 <
1

κ2
,

yielding (3.11).
By using the identity s(sI −A)−1 = A(sI −A)−1 + I, we easily obtain

H(s) =
1

s
(G(s)−G(0)) = CL(sI −A)−1A−1B .

Consider the state-space system given by the triple (A,A−1B,CL). For any T > 0, the
input-to-state map of this system maps L2(0, T ) boundedly into X1. Consequently,
the triple (A,A−1B,CL) defines a Pritchard–Salamon system with respect to the
spaces X1 and X; see Curtain et al. [4] or Pritchard and Townley [31]. Now, (3.11)
means in particular that the closed-loop system obtained from H by negative output
feedback with gain κ is input-output stable. By the equivalence of input-output and
exponential stability (see [4] or [32]), we may conclude that the semigroup generated
by Aκ, with 0 < 2κ < K, is exponentially stable. Moreover, combining Theorem 2.4
in Pritchard and Townley [30] (or, alternatively, Theorem 1 in Logemann [12]) and
(3.11), it follows that the structured complex stability radius of Aκ with respect
to the weightings A−1B and CL is greater than κ. Therefore, an application of
Proposition 1.5 in [31] shows that the Riccati equation (3.12) has a self-adjoint
positive-semidefinite solution P ∈ B(X) such that (3.12) holds for all x1, x2 ∈
dom(Aκ).

Proof of Lemma 3.5. It is clear that φ� ∈ L∞loc(−∞,∞) if φ is locally Lipschitz
and that φ� ∈ L∞(−∞,∞) if φ is globally Lipschitz. Moreover, as the limsup of a
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sequence of Borel functions, φ� is a Borel function. Consequently, φ� ◦ u is Lebesgue
measurable for all Lebesgue measurable functions u. Let u be absolutely continuous.
Setting v = φ ◦ u, it follows from the Lipschitz continuity of φ and the absolute
continuity of u that v is absolutely continuous. If t ∈ R is such that u is differentiable
at t, then we have

v(t+ h)− v(t) = φ(u(t) + hu̇(t))− φ(u(t)) + φ(u(t+ h))− φ(u(t) + hu̇(t)) .(A.9)

Moreover, by Lipschitz continuity of φ, there exists a constant L > 0 such that, for
all sufficiently small |h|,∣∣∣∣ 1h [φ(u(t+ h))− φ(u(t) + hu̇(t))]

∣∣∣∣ ≤ L ∣∣∣∣ 1h [u(t+ h)− u(t)]− u̇(t)

∣∣∣∣ .(A.10)

Let D ⊂ R be the set of all points t such that both u and v are differentiable at t.
Then D is of full measure, and combining (A.9) and (A.10) yields

lim
h→0

1

h
[v(t+ h)− v(t)] = lim

h→0

1

h
[φ(u(t) + hu̇(t))− φ(u(t))] for all t ∈ D.

Therefore, for every t ∈ D,

v̇(t) = 0 if u̇(t) = 0 ,(A.11)

v̇(t) = lim
h→0

φ(u(t) + hu̇(t))− φ(u(t))

hu̇(t)
u̇(t)

= φ′(u(t))u̇(t) if u̇(t) 6= 0 .(A.12)

In particular, if t ∈ D0 := {t ∈ D | u̇(t) 6= 0}, then φ is differentiable at u(t). For
t ∈ D0 we have, of course, φ�(u(t)) = φ′(u(t)), and thus it follows from (A.11) and
(A.12) that

v̇(t) = φ�(u(t))u̇(t) for a.e. t ∈ [0,∞) .
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[10] H.W. Knobloch and F. Kappel, Gewöhnliche Differentialgleichungen, B.G. Teubner,
Stuttgart, 1974.



INTEGRAL CONTROL IN THE PRESENCE OF SATURATION 1961

[11] H.N. Koivo and S. Pohjolainen, Tuning of multivariable PI-controllers for unknown systems
with input delay, Automatica, 21 (1985), pp. 81–91.

[12] H. Logemann, Circle criteria, small-gain conditions and internal stability for infinite-
dimensional systems, Automatica, 27 (1991), pp. 677–690.

[13] H. Logemann, J. Bontsema, and D.H. Owens, Low-gain control of distributed parameter
systems with unbounded control and observation, Control Theory Adv. Tech., 4 (1988),
pp. 429–446.

[14] H. Logemann and D.H. Owens, Low-gain control of unknown infinite-dimensional systems:
A frequency-domain approach, Dynam. Stability Systems, 4 (1989), pp. 13–29.

[15] H. Logemann, E.P. Ryan, and S. Townley, Integral control of linear systems with actua-
tor nonlinearities: Lower bounds for the maximal regulating gain, IEEE Trans. Automat.
Control, to appear.

[16] H. Logemann and S. Townley, Discrete-time low-gain control of uncertain infinite-
dimensional systems, IEEE Trans. Automat. Control, 42 (1997), pp. 22–37.

[17] H. Logemann and S. Townley, Low-gain control of uncertain regular linear systems, SIAM
J. Control Optim., 35 (1997), pp. 78–116.

[18] H. Logemann and S. Townley, Adaptive integral control of time-delay systems, IEE Proc.
Control Theory Appl., 144 (1997), pp. 531–536.

[19] J. Lunze, Experimentelle Erprobung einer Einstellregel für PI-Mehrgrößenregler bei der Her-
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