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Abstract. We consider forced Lur’e systems in which the linear dynamic component is an infinite-dimensional well-posed system. Numerous physically motivated delay- and partial differential equations are known to belong to this class of infinite-dimensional systems. We investigate input-to-state stability (ISS) and incremental ISS properties: our results are reminiscent of well-known absolute stability criteria such as the complex Aizerman conjecture and the circle criterion. The incremental ISS results are used to derive certain convergence properties, namely the converging-input converging-state (CICS) property and asymptotic periodicity of the state and output under periodic forcing. In particular, we provide sufficient conditions for ISS and incremental ISS. The theory is illustrated with examples.
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1. Introduction. We consider stability and convergence properties of the feedback interconnection between a forced, infinite-dimensional well-posed linear system $\Sigma$ and a static nonlinear output feedback $f$; see Figure 1.1. Such feedback interconnections are often called Lur’e systems. Note that in Figure 1.1 the signals $v$, $y$, and $u$ are given by

\begin{equation}
(1.1) \quad v = \left( v^1 \right), \quad y = \left( y^1 \right), \quad u = \left( v^1 \right) \left( f(y^2) + v^2 \right).
\end{equation}

Fig. 1.1. Block diagram of forced Lur’e system: The feedback interconnection of the well-posed linear system $\Sigma$ and the static nonlinearity $f$.

Lur’e systems are a common and important class of nonlinear control systems, and the study of their stability properties has been termed absolute stability theory (see, for example, [10, 11, 12, 18, 19, 41, 45]). Classical absolute stability theory
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comes in two flavors: in a state-space setting, unforced ($v = 0$) finite-dimensional systems are considered and the emphasis is on global asymptotic stability, whilst the input-output approach (initiated by Sandberg and Zames in the 1960s) focusses on $L^2$-stability and, to a lesser extent, on $L^\infty$-stability; see [7, 41]. A more recent development is the analysis of state-space systems of Lur’e format in an input-to-state stability (ISS) context, thereby, in a sense, merging the two strands of the earlier theory [2, 14, 15, 16, 32]. The ISS concept was introduced (for general nonlinear control systems) in [33] and further developed across a range of papers, including [1, 17, 34, 35, 36] (see also the tutorial papers [5, 37]).

So far, the ISS approach to Lur’e systems is very much restricted to finite-dimensional systems (with [14] being an exception; see the commentary after Corollary 4.7). The aim of the present paper is to analyze ISS and incremental ISS properties of infinite-dimensional Lur’e systems. Incremental ISS [1] is a stronger property than ISS and enables us to obtain convergence properties such as the converging-input converging-state (CICS) property and the asymptotic periodicity of the state and output trajectories under periodic forcing. Our results show that certain classical sufficient conditions for absolute stability such as the complex Aizerman conjecture [11, 12] and the circle criterion [16, 18] (or variations thereof) in fact guarantee (incremental) ISS. A major novelty in this article is that we consider a general four-block Lur’e system, the linear component of which is a well-posed infinite-dimensional system. Systems in this class allow for considerable unboundedness of the control and observation operators and they encompass many of the most commonly studied partial differential equations (PDEs) with boundary control and observation, and a large class of functional differential equations of retarded and neutral type with delays in the inputs and outputs. There exists a highly developed state-space and frequency-domain theory for well-posed infinite-dimensional systems; see, for example, [27, 28, 38, 39, 40, 42, 43]. Throughout the paper we mean well-posedness in the $L^2$ sense, which is natural to assume as frequency-domain methods, familiar from classical absolute stability theory, generalize nicely in this infinite-dimensional framework.

Under suitable incremental conditions of small-gain type, the incremental stability estimates which we obtain are of the forms

\[
\|x_1(t) - x_2(t)\| \leq \Gamma_q (e^{-\gamma t} \|x_1(0) - x_2(0)\| + \|v_1 - v_2\|_{L^q(0,t)})
\]

and

\[
\|x_1 - x_2\|_{L^q_\infty(0,t)} + \|y_1 - y_2\|_{L^q_\infty(0,t)} \leq \Gamma (\|x_1(0) - x_2(0)\| + \|v_1 - v_2\|_{L^q_\infty(0,t)}).
\]

These inequalities hold for all $2 \leq q \leq \infty$ and all $t \geq 0$; the constants $\gamma$, $\Gamma$, and $\Gamma_q$ are positive; $\alpha$ is nonnegative; and $(v_k, x_k, y_k)$, for $k \in \{1, 2\}$, are certain input/state/output trajectories of the Lur’e system\(^1\) (one of which may, for instance, be an equilibrium solution). As usual, $L^q_\infty$ denotes an exponentially weighted $L^q$ space and $\|x\|_{L^q_\infty(0,t)}^2 = \int_0^t e^{2\alpha \sigma} \|x(\sigma)\|^2 d\sigma$. If (1.2) holds for all trajectories $(v_k, x_k, y_k)$, then the Lur’e system is incrementally ISS. We note that at the level of generality which we consider, the outputs $y_k$ need not have well-defined point evaluations everywhere and thus we should not expect pointwise estimates for $\|y_1(t) - y_2(t)\|$ to hold. Instead, the estimate (1.3) provides an upper bound for the difference of the outputs in a weighted $L^q$ norm. In particular, if $v_1 - v_2 \in L^q_\infty(0,\infty)$, then (1.3) guarantees that

\(^1\) Here $v_k$ and $y_k$ should not be confused with $v^i$ and $y^i$, $i \in \{1, 2\}$, which appear in (1.1) and Figure 1.1.
$y_1 - y_2 \in L^2_\alpha(0, \infty)$ which in turn yields convergence of $y_1(t) - y_2(t)$ to zero in the sense that

$$e^{2\alpha t} \int_t^\infty \|y_1(\sigma) - y_2(\sigma)\|^2 d\sigma \to 0 \quad \text{as } t \to \infty.$$ 

We proceed to give a more systematic overview of our results. With regards to stability properties, our main result is Theorem 4.1, which is reminiscent of the complex Aizerman conjecture [11, 12], familiar from finite-dimensional control theory. We emphasize that the conclusions of Theorem 4.1 relate to (incremental) ISS properties, in contrast to the complex Aizerman conjecture results in [11, 12] which guarantee global asymptotic stability of unforced Lur'e systems. Loosely speaking, our Theorem 4.1 states that if a ball of complex linear static output feedback gains is stabilizing, then the forced Lur'e system is (incrementally) ISS for all nonlinear feedbacks which satisfy, in a natural (incremental) sense, the same “ball” condition. As corollaries, we obtain a small-gain formulation in Corollary 4.3 and various generalizations of the circle criterion in Corollaries 4.5, 4.7, and 4.9. The proof of Theorem 4.1 rests on a combination of small-gain and exponential weighting techniques.

With regard to convergence properties, our main results are Theorems 5.2 and 5.4, the first of which provides a sufficient condition for the CICS property to hold, whilst the second result ensures that, under the same conditions that are sufficient for CICS, periodic forcing of the Lur’e system generates state and output trajectories which, in a certain sense, asymptotically approach periodic functions with the same period. The proofs of these results rely on incremental ISS properties of Lur’e systems established in section 4. We comment that our main CICS result (Theorem 5.2) extends recent work by the authors [3] to an infinite-dimensional setting, whilst the result on asymptotic periodicity under periodic forcing (Theorem 5.4) was inspired by [1, Proposition 4.4] and provides a far-reaching generalization of results in [29, 30, 44].

To relate the present paper to the wider context, we comment briefly on some of the literature on ISS theory in infinite dimensions, a relatively new area of research. The article most closely related to the present paper is [14], which we discuss in more detail after the statement of Corollary 4.7. The papers [13, 26] analyze ISS properties of linear infinite-dimensional systems: whilst a class of linear time-varying hyperbolic PDEs is considered in [26], the authors of [13] investigate the relation between ISS and integral ISS for linear infinite-dimensional systems with an unbounded control operator. The articles [23, 25] consider certain specific infinite-dimensional systems, namely classes of semilinear parabolic PDEs with boundary disturbances [23] and time-delay systems [25]. The former is based on a bespoke approach relying on results from the theory of monotone control systems theory and the latter uses ISS Lyapunov theory to establish ISS properties for the systems under consideration. Neither paper focusses on Lur’e systems, and the set-ups and approaches differ substantially from ours: whilst a direct comparison of results is difficult, the overlap with the present work is negligible. The series of articles [6, 22, 24] considers ISS properties in an abstract framework of controlled nonlinear infinite-dimensional systems. A comparison between the results of these papers and the present work is again difficult: the continuity assumptions imposed in [6, 22] are too restrictive to encompass the unboundedness in the control and observation permitted in the linear component of the Lur’e systems studied in the present work. The paper [24] studies characterizations of the ISS property for an abstract class of nonlinear systems which is in some sense more general than the class of systems in the present work (for instance, no Lur’e structure is assumed) and in some sense more restrictive (since existence and unique-
ness of solutions is implicitly assumed in [24], and outputs are not considered). None of the articles [6, 22, 24] considers sufficient conditions for the ISS property which are in the spirit of classical absolute stability theory, again making the overlap with the present work minimal.

The paper is organized as follows. Section 2 gathers notation and required material from the theory of well-posed linear systems. Section 3 discusses infinite-dimensional Lur'e systems. Our main results are contained in sections 4 and 5, which contain stability and convergence results, respectively. The paper concludes with two examples in section 6 which serve to illustrate the theory.

Finally, in order to keep the present text to a reasonable length, applications of the theory developed in sections 4 and 5 to low-gain integral control in the presence of input nonlinearities will be presented in a future publication.

2. Preliminaries. For real or complex Hilbert spaces $U$ and $Y$, let $\mathcal{L}(U,Y)$ denote the space of all linear bounded operators mapping $U$ to $Y$. For $Z \in \mathcal{L}(U,Y)$ and $r > 0$, define

$$\mathcal{B}(Z,r) := \{ T \in \mathcal{L}(U,Y) : \|T - Z\| < r \},$$

the open ball in $\mathcal{L}(U,Y)$, with center $Z$ and radius $r$. We set $\mathcal{L}(U) := \mathcal{L}(U,U)$ and, for $S, T \in \mathcal{L}(U)$, we write $S \succeq T$ if $S - T$ is positive semidefinite, that is, $(Su - Tu, u) \geq 0$ for all $u \in U$. It is well known that, if $U$ is a complex Hilbert space and $S \succeq 0$, then $S = S^*$. For $\alpha \in \mathbb{R}$, set $\mathbb{C}_\alpha := \{ s \in \mathbb{C} : \text{Re } s > \alpha \}$. The space of all holomorphic and bounded functions $\mathbb{C}_\alpha \rightarrow \mathcal{L}(U,Y)$ is denoted by $H^\infty_\alpha(\mathcal{L}(U,Y))$. Endowed with the norm

$$\|H\|_{H^\infty_\alpha} := \sup_{s \in \mathbb{C}_\alpha} \|H(s)\|,$$

$H^\infty_\alpha(\mathcal{L}(U,Y))$ is a Banach space. We write $H^\infty(\mathcal{L}(U,Y))$ for $H^\infty_0(\mathcal{L}(U,Y))$. For an arbitrary Banach space $W$ and $t \geq 0$, define the projection operator $P_t : L^2_{\text{loc}}(\mathbb{R}_+, W) \rightarrow L^2(\mathbb{R}_+, W)$ by

$$(P_tw)(\tau) = \begin{cases} w(\tau) & \forall \tau \in [0,t], \\ 0 & \forall \tau > t. \end{cases}$$

For $t \geq 0$, the left-shift operator $L_t : L^2_{\text{loc}}(\mathbb{R}_+, W) \rightarrow L^2_{\text{loc}}(\mathbb{R}_+, W)$ is given by $(L_tw)(t) = w(t + \tau)$ for all $t \geq 0$. For $\alpha \in \mathbb{R}$ and $1 \leq q \leq \infty$, we define the weighted $L^q$ space

$$L^q_\alpha(\mathbb{R}_+, W) := \{ w \in L^q_{\text{loc}}(\mathbb{R}_+, W) : \exp_\alpha w \in L^q(\mathbb{R}_+, W) \},$$

where $\exp_\alpha : \mathbb{R} \rightarrow \mathbb{R}$ is given by $\exp_\alpha(t) := e^{\alpha t}$. Endowed with the norm

$$\|w\|_{L^q_\alpha} = \|\exp_\alpha w\|_{L^q},$$

$L^q_\alpha(\mathbb{R}_+, W)$ is a Banach space. The function $\mathbb{R}_+ \rightarrow \mathbb{R}_+$ which is constant with value equal to 1 will be denoted by $\theta$, that is, $\theta(t) = 1$ for all $t \geq 0$.

Below we will provide a brief review of some material from the theory of well-posed systems; for more details we refer the reader to [38, 40, 42, 43]. Throughout, we shall be considering a well-posed linear system $\Sigma = (T, \Phi, \Psi, \mathbb{G})$ with state space $X$, input space $U$, and output space $Y$. Here $X$, $U$, and $Y$ are separable complex Hilbert spaces, $T = (T_t)_{t \geq 0}$ is a strongly continuous semigroup on $X$, $\Phi = (\Phi_t)_{t \geq 0}$ is a family of bounded linear operators from $L^2(\mathbb{R}_+, U)$ to $X$ (input-to-state maps), and $\Psi = (\Psi_t)_{t \geq 0}$ is a family of bounded linear operators from $X$ to $L^2(\mathbb{R}_+, Y)$ (state-to-output maps),
and \( \mathcal{G} = (\mathcal{G}_t)_{t \geq 0} \) is a family of bounded linear operators from \( L^2(\mathbb{R}_+, U) \) to \( L^2(\mathbb{R}_+, Y) \) (input-to-output maps). In order for \( \Sigma \) to qualify as a well-posed system, these families of operators need to satisfy certain natural conditions; see [38, 40, 42]. Particular consequences of these conditions are the following properties:

\[
\Phi_t P_t = \Phi_t, \quad P_t \Psi_{t+\tau} = \Psi_t, \quad P_t G_{t+\tau} P_t = P_t G_{t+\tau} = G_t \quad \forall t, \tau \geq 0.
\]

It follows that \( \Phi_t \) extends in a natural way to \( L^2_{\text{loc}}(\mathbb{R}_+, U) \) and there exist operators \( \Psi_\infty : X \to L^2_{\text{loc}}(\mathbb{R}_+, Y) \) and \( G_\infty : L^2_{\text{loc}}(\mathbb{R}_+, U) \to L^2_{\text{loc}}(\mathbb{R}_+, Y) \) such that

\[
P_t \Psi_\infty = \Psi_t, \quad P_t G_\infty = G_t \quad \forall t \geq 0.
\]

The operator \( G_\infty \) is shift-invariant (and hence causal) and is called the input-output operator of \( \Sigma \). Given an initial state \( x^0 \) and an input \( u \in L^2_{\text{loc}}(\mathbb{R}_+, U) \), the corresponding state and output trajectories \( x \) and \( y \) of \( \Sigma \) are defined by

\[
\begin{align*}
x(t) &= T_t x^0 + \Phi_t u \quad \forall t \geq 0, \\
P_t y &= \Psi_t x^0 + G_t u
\end{align*}
\]

respectively.

Let \( (A, B, C) \) denote the generating operators of \( \Sigma \). The operator \( A \) is the generator of the strongly continuous semigroup \( \mathbb{T} = (T_t)_{t \geq 0} \) and the operators \( B \in \mathcal{L}(U, X_1) \) and \( C \in \mathcal{L}(X_1, Y) \) are the unique operators satisfying

\[
\Phi_t u = \int_0^t T_{t-\tau} B u(\tau) d\tau \quad \forall u \in L^2(\mathbb{R}_+, U), \forall t \geq 0
\]

and

\[
(\Psi_\infty x^0)(t) = CT_t x^0 \quad \forall x^0 \in X_1, \forall t \geq 0,
\]

where the spaces \( X_1 \) and \( X_{-1} \), respectively, are the usual interpolation and extrapolation spaces associated with \( A \) and \( X \).

The transfer function \( \mathcal{G} \) of \( \Sigma \) has the property that \( \mathcal{G} \in H^\infty_{\omega}(\mathcal{L}(U, Y)) \) for every \( \alpha > \omega(\mathbb{T}) \), where \( \omega(\mathbb{T}) \) denotes the exponential growth constant of \( \mathbb{T} \). The relationship between \( \mathcal{G} \) and the operators \( (A, B, C) \) is expressed by the formula

\[
\frac{1}{s - z} \left( \mathcal{G}(s) - \mathcal{G}(z) \right) = -C(s I - A)^{-1}(z I - A_{-1})^{-1}B \quad \forall s, z \in \mathbb{C}_{\omega(\mathbb{T})}, \; s \neq z,
\]

(see [38, equation (4.6.9)]) where \( A_{-1} \in \mathcal{L}(X, X_{-1}) \) extends \( A \) to \( X \) and, considered as an unbounded operator on \( X_{-1} \), generates a semigroup on \( X_{-1} \) which extends \( \mathbb{T} \) to \( X_{-1} \). Furthermore, for \( \beta \in \mathbb{R} \), the operator \( \mathcal{G}_\infty \) is in \( \mathcal{L}(L^2_\beta(\mathbb{R}_+, U), L^2_\beta(\mathbb{R}_+, Y)) \) if and only if \( \mathcal{G} \in H^\infty_{-\beta}(\mathcal{L}(U, Y)) \), in which case

\[
\| \mathcal{G}_\infty \|_\beta = \| \mathcal{G} \|_{H^\infty_{-\beta}},
\]

where \( \| \cdot \|_\beta \) denotes the \( L^2_\beta \)-induced operator norm. We remark that \( \beta < -\omega(\mathbb{T}) \) is sufficient for \( \mathcal{G}_\infty \) to be in \( \mathcal{L}(L^2_\beta(\mathbb{R}_+, U), L^2_\beta(\mathbb{R}_+, Y)) \). We also record that, for every \( \beta < -\omega(\mathbb{T}) \), there exist positive constants \( \varphi \) and \( \psi \) such that

\[
\| e^{\beta t} \Phi_t u \| \leq \varphi \| P_t u \|_{L^2_\beta} \quad \forall u \in L^2_{\text{loc}}(\mathbb{R}_+, U), \forall t \geq 0
\]

and

\[
\| \Psi_\infty x^0 \|_{L^2_\beta} \leq \psi \| x^0 \| \quad \forall x^0 \in X.
\]
The system (2.1) is said to be **optimizable** if, for every \( x^0 \in X \), there exists \( u \in L^2(\mathbb{R}_+, U) \), such that \( x \in L^2(\mathbb{R}_+, X) \). Furthermore, we say that (2.1) is **estimatable** if the “dual” system is optimizable, that is, for every \( z^0 \in X \), there exists \( v \in L^2(\mathbb{R}_+, Y) \) such that the function \( t \mapsto T^*_t z^0 + \Psi^*_t v \) is in \( L^2(\mathbb{R}_+, X) \). We note that, by [21], optimizability is equivalent to exponential stabilizability and estimability is equivalent to exponential detectability (where exponential stabilizability and detectability are understood in the sense of [38]).

An operator \( K \in \mathcal{L}(Y, U) \) is said to be an **admissible feedback operator** for \( \Sigma \) (or for \( G \)) if there exists \( \alpha \in \mathbb{R} \) such that \( I - GK \) is invertible in \( H^\infty_\alpha(\mathcal{L}(Y)) \). If \( K \in \mathcal{L}(Y, U) \) is an admissible feedback operator, then, for every \( t \geq 0 \), the operator \( I - G_t K \) is invertible in \( \mathcal{L}(L^2(\mathbb{R}_+, Y)) \), and, \( I - \mathbb{G}_\infty K \) has a causal inverse \((I - \mathbb{G}_\infty K)^{-1}\) (mapping \( L^2_{\text{loc}}(\mathbb{R}_+, Y) \) into itself). Furthermore, if \( K \in \mathcal{L}(Y, U) \) is an admissible feedback operator for \( \Sigma \), then there exists a unique well-formed system \( \Sigma^K = (\mathbb{T}^K, \Phi^K, \Psi^K, \mathbb{G}^K) \) such that

\[
(2.3) \quad \Sigma^K_t = \Sigma_t + \Sigma_t \begin{pmatrix} 0 & 0 \\ 0 & K \end{pmatrix} \Sigma^K_t, \quad \forall t \geq 0,
\]

where

\[
\Sigma_t := \begin{pmatrix} T_t & \Phi_t \\ \Psi_t & G_t \end{pmatrix}, \quad \Sigma^K_t := \begin{pmatrix} T^K_t & \Phi^K_t \\ \Psi^K_t & G^K_t \end{pmatrix}.
\]

It follows from (2.3) that, for all \( t \geq 0 \),

\[
T^K_t = T_t + \Phi_t K \Psi^K, \quad \Phi^K_t = \Phi_t (I + K \mathbb{G}^K), \quad \Psi^K_t = (I + \mathbb{G}^K_t K) \Psi_t, \quad \forall t \geq 0.
\]

Moreover,

\[
\Psi^K_\infty = (I + \mathbb{G}^K_\infty K) \Psi_\infty, \quad (I - \mathbb{G}_\infty K)^{-1} = I + \mathbb{G}_\infty K, \quad \mathbb{G}^K_\infty = (I - \mathbb{G}_\infty K)^{-1} \mathbb{G}_\infty.
\]

The transfer function \( G^K \) of \( \Sigma^K \) is given by \( G^K = (I - GK)^{-1} G \).

The interpretation of (2.3) is that \( \Sigma^K \) is the closed-loop system shown in Figure 2.1.

![Fig. 2.1. Block diagram of closed-loop feedback system of \( \Sigma \) in connection with output feedback \( K \).](image)

It follows from (2.3) that if \( x \) and \( y \) are the state and output trajectories of \( \Sigma \) associated with the initial state \( x^0 \) and input \( u \), then \( x \) and \( y \) are the state and output trajectories of \( \Sigma^K \) associated with the initial state \( x^0 \) and input \( u - Ky \). We state this fact, somewhat more precisely, in the form of a lemma.

**Lemma 2.1.** Let \((u, x, y) \in L^2_{\text{loc}}(\mathbb{R}_+, U) \times C(\mathbb{R}_+, X) \times L^2_{\text{loc}}(\mathbb{R}_+, Y)\), and let \( K \in \mathcal{L}(Y, U) \) be an admissible feedback operator for \( \Sigma \). The triple \((u, x, y)\) satisfies (2.1) with \( x^0 = x(0) \) if and only if

\[
\begin{cases}
  x(t) = T^K_t x(0) + \Phi^K_t (u - Ky) \\
  \Psi^K_t x(0) + \mathbb{G}^K_t (u - Ky)
\end{cases}, \quad \forall t \geq 0.
\]
We say that an operator \( K \in \mathcal{L}(Y,U) \) stabilizes \( G \) (or stabilizes \( \Sigma \) in the input-output sense) if \((I - GK)^{-1}G \in H^\infty(\mathcal{L}(U,Y))\). The set of all operators stabilizing \( G \) is denoted by \( \mathbb{S}(G) \). Trivially, every element in \( \mathbb{S}(G) \) is an admissible feedback operator for \( G \).

The following lemma is a special case of [8, Proposition 5.6].

**Lemma 2.2.** For \( K \in \mathcal{L}(Y,U) \) and \( r > 0 \), \( B(K,r) \subset \mathbb{S}(G) \) if and only if \( \|(I - GK)^{-1}G\|_{H^\infty} \leq 1/r \).

An immediate consequence of the sufficiency part of Lemma 2.2 is that \( \mathbb{S}(G) \) is an open subset of \( \mathcal{L}(Y,U) \). Note that the sufficiency part is simply a version of the small-gain theorem. The assumption that the Hilbert spaces \( U \) and \( Y \) are complex plays an important role in the necessity part which, in general, does not hold for real Hilbert spaces.

In the following, the input and output spaces \( U \) and \( Y \) will be of the forms \( U = U^1 \times U^2 \) and \( Y = Y^1 \times Y^2 \), where \( U^i \) and \( Y^i \) are complex Hilbert spaces, \( i = 1,2 \). It is convenient to introduce the following maps:

\[
P^i : Y \to Y^i, \quad \begin{pmatrix} y_1^i \\ y_2^i \end{pmatrix} \mapsto y^i, \quad i = 1,2,
\]

and

\[
E^1 : U^1 \to U, \quad u \mapsto \begin{pmatrix} u \\ 0 \end{pmatrix}, \quad E^2 : U^2 \to U, \quad u \mapsto \begin{pmatrix} 0 \\ u \end{pmatrix}.
\]

If \( y \in L^2_{\text{loc}}(\mathbb{R}^+, Y) \), then \( P^i y \) is the function in \( L^2_{\text{loc}}(\mathbb{R}^+, Y^i) \) given by \( (P^i y)(t) = P^i y(t) \). Similarly, for \( u \in L^2_{\text{loc}}(\mathbb{R}^+, U^i) \), the symbol \( E^i u \) denotes the function in \( L^2_{\text{loc}}(\mathbb{R}^+, U) \) given by \( (E^i u)(t) = E^i u(t) \). The decompositions of the input and output spaces, \( U = U^1 \times U^2 \) and \( Y = Y^1 \times Y^2 \), respectively, induce four well-posed systems, namely,

\[
\Sigma^{ij} := (\mathbb{T}, \Phi E^j, P^j \Psi, P^j \mathcal{G} E^j), \quad i,j = 1,2.
\]

Obviously, the state, input, and output spaces of \( \Sigma^{ij} \) are given by \( X, U^j \), and \( Y^i \), respectively. For \( K^{ij} \in \mathcal{L}(Y^j, U^i) \), let \( K \in \mathcal{L}(Y,U) \) be defined by

\[
(2.4) \quad K y = E^i K^{ij} P^j y \quad \forall y \in Y.
\]

For example, if \( i = 1 \) and \( j = 2 \), then

\[
K = \begin{pmatrix} 0 & K^{12} \\ 0 & 0 \end{pmatrix}.
\]

The next result compares the feedback systems obtained by applying the feedback operators \( K^{ij} \) and \( K \) to \( \Sigma^{ij} \) and \( \Sigma \), respectively.

**Proposition 2.3.** Let \( i,j \in \{1,2\} \), and let \( K^{ij} \in \mathcal{L}(Y^j, U^i) \) be an admissible feedback operator for \( \Sigma^{ij} \). Then \( K \in \mathcal{L}(Y,U) \) given by (2.4) is an admissible feedback operator for \( \Sigma \) and the following identities hold:

\[
(2.5) \quad \begin{cases}
\mathbb{T}^K = \mathbb{T}^{K^{ij}}, \\
\Phi^K E^i = (\Phi E^j)^{K^{ij}}, \\
P^j \Phi^K = (P^j \Psi)^{K^{ij}}, \\
P^j \mathcal{G}^K E^i = (P^j \mathcal{G} E^j)^{K^{ij}},
\end{cases}
\]

where the last identity can be formulated in terms of transfer functions as follows:

\[
P^j G^K E^i = (P^j \mathcal{G} E^i)^{K^{ij}}.
\]
Proof. Admissibility is most easily shown on a case-by-case basis. Setting $G^{ji} := P^j G E^i$, we have that, for $(i, j) = (1, 1)$, $(i, j) = (1, 2)$, $(i, j) = (2, 1)$, and $(i, j) = (2, 2)$, the function $I - G K$ equals 

$$
\begin{pmatrix}
I - G^{11} K^{11} & 0 \\
-G^{21} K^{11} & I
\end{pmatrix},
\begin{pmatrix}
I - G^{11} K^{12} & 0 \\
0 & I - G^{21} K^{12}
\end{pmatrix},
\begin{pmatrix}
I - G^{12} K^{21} & 0 \\
-G^{22} K^{21} & I
\end{pmatrix},
\begin{pmatrix}
I - G^{12} K^{22} & 0 \\
0 & I - G^{22} K^{22}
\end{pmatrix},
$$

respectively. From this we see that $K$ is admissible for $G$ if and only if $K^{ij}$ is admissible for $G^{ji}$.

Introducing the well-posed system

$$
(2.6) \quad \Sigma^{ji}_t := \begin{pmatrix}
\mathbb{T}_t & \Phi_t E^i \\
P^j \Psi_t & P^j \mathbb{G}_t E^i
\end{pmatrix} = \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} \Sigma_t \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix},
$$

it is clear that the identities (2.5) are equivalent to

$$
(2.7) \quad \left( \Sigma^{ji}_t \right)^K_{ij} = \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} \Sigma^K_t \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix}.
$$

It is convenient to denote the right-hand side of (2.7) by $\tilde{\Sigma}_t$, that is,

$$
(2.8) \quad \tilde{\Sigma}_t := \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} \Sigma^K_t \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix}.
$$

It is sufficient to prove that

$$
(2.9) \quad \tilde{\Sigma}_t = \Sigma^{ji}_t + \Sigma^{ji}_t \begin{pmatrix}
0 & 0 \\
0 & K^{ij}
\end{pmatrix} \tilde{\Sigma}_t.
$$

Indeed, by the uniqueness in (2.3), it follows from (2.9) that $\tilde{\Sigma}$ is the closed-loop system obtained by applying the feedback $K^{ij}$ to $\Sigma^{ji}_t$ and so (2.7) holds.

To establish (2.9), we first substitute (2.3) into (2.8) to give

$$
(2.10) \quad \tilde{\Sigma}_t = \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} \Sigma_t \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} + \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} \Sigma_t \begin{pmatrix}
0 & 0 \\
0 & K
\end{pmatrix} \Sigma^K_t \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix}.
$$

Using that

$$
\begin{pmatrix}
0 & 0 \\
0 & K
\end{pmatrix} = \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} \begin{pmatrix}
0 & 0 \\
0 & K^{ij}
\end{pmatrix} \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix},
$$

we see that the right-hand side of (2.10) equals

$$
\begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} \Sigma_t \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} + \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} \Sigma_t \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} \begin{pmatrix}
0 & 0 \\
0 & K^{ij}
\end{pmatrix} \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix} \Sigma^K_t \begin{pmatrix}
I & 0 \\
P^j & 0
\end{pmatrix},
$$

which, by (2.6) and (2.8), is identical to

$$
\Sigma^{ji}_t + \Sigma^{ji}_t \begin{pmatrix}
0 & 0 \\
0 & K^{ij}
\end{pmatrix} \tilde{\Sigma}_t.
$$

Hence we have shown that (2.9) holds, completing the proof. \qed
3. Infinite-dimensional Lur’e systems. Here we define precisely the class of Lur’e systems, the stability and convergence properties of which we shall study, thereby formalizing the arrangement depicted in Figure 1.1. Given an initial state $x^0$ and an input $u \in L^2_{\text{loc}}(\mathbb{R}_+, U)$, the corresponding state and output trajectories of $\Sigma$ are given by (2.1). Let $i,j \in \{1,2\}$, and let $f : Y^j \to U^i$ be a nonlinearity. The closed-loop system obtained by applying the feedback

$$u = E^i(f \circ P^j y) + v, \quad \text{where } v \in L^2_{\text{loc}}(\mathbb{R}_+, U),$$

is then given by

$$x(t) = \mathbb{T}_t x^0 + \Phi_t \left(E^i(f \circ P^j y) + v\right),$$

$$\mathbb{P}_t y = \Psi_t x^0 + \mathbb{G}_t \left(E^i(f \circ P^j y) + v\right) \quad \forall t \geq 0.$$  

(3.1)

As an illustration, Figure 1.1 corresponds to the case $i = j = 2$. Given $x^0 \in X$ and $v \in L^2_{\text{loc}}(\mathbb{R}_+, U)$, a solution of the Lur’e system (3.1) on $[0, \sigma)$, where $0 < \sigma \leq \infty$, is a pair $(x,y) \in C([0, \sigma), X) \times L^2_{\text{loc}}([0, \sigma), Y)$ such that $f \circ P^j y \in L^2_{\text{loc}}([0, \sigma), U^i)$ and (3.1) holds for all $t \in [0, \sigma)$. If $\sigma = \infty$, the solution is called global. Obviously, if $(x,y)$ is a solution of (3.1), then $x(0) = x^0$.

It can be shown (by invoking Zorn’s lemma) that, for every solution of (3.1) on $[0, \sigma)$, there exists a maximally defined solution (3.1) defined on $[0, \tau)$ with $\sigma \leq \tau \leq \infty$ which cannot be extended any further (that is, $\tau$ is maximal). System (3.1) is said to have the blow-up property if, for every maximally defined solution $(x,y)$ with finite interval of existence $[0, \sigma)$,

$$\max \left\{ \limsup_{t \uparrow \sigma} \|x(t)\|, \lim_{t \uparrow \sigma} \int_0^t \|y(x)\| d\tau \right\} = \infty.$$  

(3.2)

We remark that if the blow-up property holds and $(x,y)$ is a solution of (3.1) on $[0, \sigma)$ with $0 < \sigma < \infty$ and the left-hand side of (3.2) is finite, then the solution $(x,y)$ can be extended to the right beyond $\sigma$.

The set of all triples $(v,x,y)$ in $L^2_{\text{loc}}(\mathbb{R}_+, U) \times C(\mathbb{R}_+, X) \times L^2_{\text{loc}}(\mathbb{R}_+, Y)$ such that (3.1) holds with $x^0 = x(0)$ is said to be the behavior of (3.1) and is denoted by $\mathcal{B}$. In particular, if $(v,x,y) \in \mathcal{B}$, then $(x,y)$ is a global solution of (3.1) with $x^0 = x(0)$. In an ISS context, we consider external inputs $v$ which belong to $L^\infty_{\text{loc}}(\mathbb{R}_+, U) \subset L^2_{\text{loc}}(\mathbb{R}_+, U)$. More generally, for $2 \leq q \leq \infty$, we may wish to consider inputs $v$ in $L^q_{\text{loc}}(\mathbb{R}_+, U) \subset L^2_{\text{loc}}(\mathbb{R}_+, U)$. It is therefore convenient to define the following “sub-behavior” of $\mathcal{B}$:

$$\mathcal{B}^q := \{(v,x,y) \in \mathcal{B} : v \in L^q_{\text{loc}}(\mathbb{R}_+, U)\}.$$  

Obviously, we have $\mathcal{B}^2 = \mathcal{B}$. In this paper, we are mainly concerned with stability and convergence properties of (3.1): existence and/or uniqueness of solutions is not our main concern. The question of existence requires addressing on a less general basis, taking into account relevant features of the particular system or subclass of systems under consideration. However, we state a simple, but important, existence and uniqueness result from [40].

**Proposition 3.1.** If $f : Y^j \to U^i$ is globally Lipschitz with Lipschitz constant $\lambda \geq 0$ and

$$\lambda \liminf_{n \to \infty} \|P^j G E^n\|_{U^i} < 1,$$

then, for all $x^0 \in X$ and $v \in L^2_{\text{loc}}(\mathbb{R}_+, U)$, the Lur’e system (3.1) has a unique global solution.
The next result ("loop shifting" in control engineering jargon) shows that the behavior \( \mathcal{B} \) of (3.1) is identical to the behavior of the feedback interconnection obtained when the linear system \( \Sigma^K \) is subjected to the feedback law \( u = E^i f(P^j y) - Ky + v \), where \( K \in \mathcal{L}(Y, U) \) is an admissible feedback operator for \( \Sigma \).

**Corollary 3.2.** Let \( K \in \mathcal{L}(Y, U) \) be an admissible feedback operator for \( \Sigma \), and let \( (v, x, y) \in L^2_{\text{loc}}(\mathbb{R}_+, U) \times C(\mathbb{R}_+, X) \times L^2_{\text{loc}}(\mathbb{R}_+, Y) \). The triple \( (v, x, y) \) is in \( \mathcal{B} \) if and only if
\[
x(t) = \Pi^K_1 x(0) + \Phi^K_1 (E^i(f \circ P^j y) + v - Ky) \\
P_1 y = \Psi^K_1 x(0) + G^K_1 (E^i(f \circ P^j y) + v - Ky)
\]
\( \forall t \geq 0 \).

The above corollary is an immediate consequence of Lemma 2.1.

A triple \( (v^e, x^e, y^e) \in U \times X \times Y \) is said to be an **equilibrium or equilibrium triple** of the Lur'e system (3.1) if the constant trajectory \( t \mapsto (v^e, x^e, y^e) \) belongs to \( \mathcal{B} \). The next result provides formulas relating the components of an equilibrium triple \( (v^e, x^e, y^e) \).

**Proposition 3.3.** Let \( (v^e, x^e, y^e) \in U \times X \times Y \), let \( \eta \in \mathbb{C} \) such that \( \Re \eta > \omega(\mathbb{T}) \), and set \( u^e := E^i f(P^j y^e) + v^e \). The triple \( (v^e, x^e, y^e) \) is an equilibrium of (3.1) if and only if
\[
Ax^e + Bu^e = 0 \quad \text{and} \quad y^e = C(x^e - (\eta I - A)^{-1} Bu^e) + G(\eta)u^e.
\]

Note that the identity \( Ax^e + Bu^e = 0 \) implies that \( x^e - (\eta I - A)^{-1} Bu^e \in X_1 \) and thus, the expression \( C(x^e - (\eta I - A)^{-1} Bu^e) \) is well defined.

**Proof of Proposition 3.3.** It is clear that \( (v^e, x^e, y^e) \) is an equilibrium of (3.1) if and only if for all \( t \geq 0 \),
\[
x^e = T_t x^e + \Phi_t (u^e \theta), \quad P_1(y^e \theta) = \Psi_t x^e + G_t(u^e \theta),
\]
where we recall that the function \( \theta : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is defined by \( \theta(t) = 1 \) for all \( t \geq 0 \). The claim now follows from [39, Proposition 2.6] and [39, Theorem 3.2]. \( \square \)

**4. Input-to-state stability properties.** The current section contains our main results pertaining to stability properties of (3.1), namely Theorem 4.1 from which we derive a number of corollaries. We start by introducing some terminology. An equilibrium triple \( (v^e, x^e, y^e) \) of (3.1) is said to be **exponentially input-to-state stable** (exponentially ISS) if there exist positive constants \( \Gamma \) and \( \gamma \) such that
\[
\| x(t) - x^e \| \leq \Gamma e^{-\gamma t} \| x(0) - x^e \| + \| P_t (v - v^e \theta) \|_{L^\infty} \quad \forall t \geq 0, \forall (v, x, y) \in \mathcal{B}^\infty.
\]
Furthermore, (3.1) is said to be **exponentially incrementally input-to-state stable** (exponentially \( \delta \) ISS) if there exist positive constants \( \Gamma \) and \( \gamma \) such that, for all \( (v_1, x_1, y_1), (v_2, x_2, y_2) \in \mathcal{B}^\infty \), and all \( t \geq 0 \),
\[
\| x_1(t) - x_2(t) \| \leq \Gamma (e^{-\gamma t} \| x_1(0) - x_2(0) \| + \| P_t (v_1 - v_2) \|_{L^\infty}).
\]

We introduce a further type of "sub-behavior" which shall be useful in formulating our stability results. For a nonempty subset \( Z \subset Y^j \) and \( 2 \leq q \leq \infty \), we set
\[
\mathcal{B}_Z^q := \{ (v, x, y) \in \mathcal{B}^q : P^j y(t) \in Z \text{ for a.e. } t \geq 0 \}.
\]
Furthermore, \( \mathcal{B}_Z := \mathcal{B}_Z^2 \).
The following theorem is reminiscent of the complex Aizerman conjecture in finite dimensions (which is known to be true; see \cite{Aizerman, Aizerman2, Aizerman3}): (incremental) stability properties of the nonlinear system (3.1) are guaranteed by the assumption that a corresponding linear feedback system is stable for all linear complex feedback operators belonging to a certain ball, provided the nonlinearity satisfies, in a suitable and natural sense, the same ball condition.

**Theorem 4.1.** Let $\Sigma = (\mathbb{T}, \Phi, \Psi, \mathbb{G})$ be a well-posed linear system, let $i, j \in \{1, 2\}$, $K^i_j \in \mathcal{L}(Y^j, U^i)$, $r > 0$, and let $Z_1, Z_2 \subset Y^j$ be nonempty subsets. Assume that $\Sigma ^i_j = (\mathbb{T}, \Phi E^i, P^j_i \Psi, P^j_i \mathbb{G} E^i)$ is optimizable and estimatable and $\mathbb{B}(K^i_j, r) \subset \mathbb{S}(P^j_i \mathbb{G} E^i)$. If $f : Y^j \to U^i$ satisfies

\begin{equation}
(4.1) \quad \nu(f, Z_1, Z_2) := \sup_{(z_1, z_2) \in \mathcal{B}_Z} \frac{\|f(z_1) - f(z_2) - K^i_j(z_1 - z_2)\|}{\|z_1 - z_2\|} < r,
\end{equation}

then the following statements hold.

1. There exist constants $\Gamma > 0$ and $\epsilon > 0$ such that, for all $(v_1, x_1, y_1) \in \mathcal{B}_{Z_1}$, all $(v_2, x_2, y_2) \in \mathcal{B}_{Z_2}$, all $\alpha \in [0, \epsilon]$, and all $t \geq 0$,

$$\|P_1(x_1 - x_2)\|_{L^\alpha^2} + \|P_1(y_1 - y_2)\|_{L^\alpha^2} \leq \Gamma(\|x_1(0) - x_2(0)\| + \|P_1(v_1 - v_2)\|_{L^\alpha^2}).$$

2. Let $2 \leq q < \infty$. There exist constants $\Gamma_q > 0$ and $\gamma > 0$ such that, for all $(v_1, x_1, y_1) \in \mathcal{B}_{Z_1}^q$, all $(v_2, x_2, y_2) \in \mathcal{B}_{Z_2}^q$, and all $t \geq 0$,

$$\|x_1(t) - x_2(t)\| \leq \Gamma_q(e^{-\gamma t}\|x_1(0) - x_2(0)\| + \|P_1(v_1 - v_2)\|_{L^\alpha^2}).$$

Here $\Gamma_q$ depends on $q$, but $\gamma$ does not.

3. Let $\rho \in (0, r)$. Then the estimates in statements (1) and (2) hold uniformly in $f$ for all $f$ with $\nu(f, Z_1, Z_2) \leq \rho$, that is, the constants $\Gamma$, $\epsilon$, $\Gamma_q$, and $\gamma$ do only depend on $\rho$ but not on the specific nonlinearity $f$ (satisfying $\nu(f, Z_1, Z_2) \leq \rho$).

4. If $(v_1, x_1, y_1) \in \mathcal{B}_{Z_1}^\alpha$, $(v_2, x_2, y_2) \in \mathcal{B}_{Z_2}^\alpha$, and $e^{\alpha t}(v_1(t) - v_2(t)) \to 0$ as $t \to \infty$ for some $\alpha \geq 0$, then $x_1(t) - x_2(t) \to 0$ as $t \to \infty$. If $\alpha > 0$, then the rate of convergence of $x_1(t) - x_2(t)$ to 0 is exponential.

5. If $(v_1, x_1, y_1) \in \mathcal{B}_{Z_1}^2$, $(v_2, x_2, y_2) \in \mathcal{B}_{Z_2}^2$, where $2 \leq q < \infty$, and $v_1 - v_2 \in L_0^q(\mathbb{R}^+, U)$ for some $\alpha \geq 0$, then $x_1(t) - x_2(t) \to 0$ as $t \to \infty$. If $\alpha > 0$, then the rate of convergence of $x_1(t) - x_2(t)$ to 0 is exponential.

We provide some commentary before proving Theorem 4.1, in particular highlighting two important special cases. 

**Special case 1.** Assume that $(v^e, x^e, y^e) \in U \times X \times Y$ is an equilibrium triple of the Lur'e system (3.1) and the assumptions of Theorem 4.1 hold with $Z_1 = Y^j$ and $Z_2 = \{P^j_i y^e\}$. Then the constant trajectory $(v^e, x^e, y^e)$ is in $\mathcal{B}_{Z_2}^{\infty}$ and statement (2) implies that the equilibrium $(v^e, x^e, y^e)$ is exponentially ISS. Furthermore, by statement (4), if $(v, x, y)$ is in $\mathcal{B}^{\infty}$ and $v(t) \to v^e$ as $t \to \infty$, then $x(t) \to x^e$ as $t \to \infty$. In particular, if

$$\sup_{z \in Y^j, z \neq 0} \frac{\|f(z) - K^i_j z\|}{\|z\|} < r,$$

and $f$ is continuous, then $f(0) = 0$ and $(0, 0, 0)$ is an exponentially ISS equilibrium of (3.1). In this scenario, (3.1) has the 0-converging-input converging-state property (0-CICS), that is, if $(v, x, y)$ is in $\mathcal{B}^{\infty}$ and $v(t) \to 0$ as $t \to \infty$, then $x(t) \to 0$ as $t \to \infty$. 


Special case 2. Assume that the hypotheses of Theorem 4.1 hold with \( Z_1 = Z_2 = Y^j \) (and so (4.1) is equivalent to \( z \mapsto f(z) - K^{ij}z \) being globally Lipschitz with Lipschitz constant smaller than \( r \)). In this case, statement (2) of Theorem 4.1 implies that the Lur’\.e system (3.1) is exponentially \( \delta \)ISS. Furthermore, as a consequence of Proposition 3.1 and Corollary 3.2, for every pair \((x^0, v) \in X \times L^2_{\text{loc}}(\mathbb{R}_+, U)\), there exists a unique triple \((v, x, y) \in \mathcal{B}\) such that \( x(0) = x^0 \).

We now proceed to proving Theorem 4.1. Further special cases and applications of Theorem 4.1 will be presented after the proof (in particular, see Theorems 5.2 and 5.4).

Proof of Theorem 4.1. By hypothesis, \( \mathcal{B}(K^{ij}, r) \subset \mathcal{S}(P^jG^i) \), and hence, using Lemma 2.2 and Proposition 2.3, we conclude that

\[
\| (P^jG^iE^i)_{K^{ij}} \| = \| (P^jG^iE^i)^{K^{ij}} \| \leq \| P^jG_K^IE^i \| \leq \| P^jG^i \| \leq 1/r,
\]

where \( \| \cdot \| \) is the \( L^2 \)-induced operator norm and \( K \) is given by (2.4). Furthermore, by (4.1), with \( \nu := \nu(f, Z_1, Z_2) \), it follows that

\[
(4.2) \quad \nu \| P^jG^iE^i \| \leq \nu \| P^jG_K^I \| < 1.
\]

Since \( \Sigma^{ji} \) is optimizable and estimatable and \( (P^jG^iE^i)^{K^{ij}} \in H^\infty(\mathcal{L}(U^j, Y^j)) \), it follows from [43, Theorem 1.1] that \( \mathbb{T}K^{ij} \) is exponentially stable. Defining \( K \in \mathcal{L}(Y, U) \) by (2.4), we invoke Proposition 2.3 to conclude that \( \mathbb{T}K = \mathbb{T}K^{ij} \) is exponentially stable.

To establish statements (1) and (2), we will make use of an exponential weighting argument. To this end, let \( \alpha \in (0, -\omega(\mathbb{T}K)) \) and define shift-invariant operators \( H_\alpha : L^2_{\text{loc}}(\mathbb{R}_+, U) \to L^2_{\text{loc}}(\mathbb{R}_+, Y) \) and \( H_{\alpha}^{ji} : L^2_{\text{loc}}(\mathbb{R}_+, U^j) \to L^2_{\text{loc}}(\mathbb{R}_+, Y^j) \) as follows:

\[
H_\alpha w := \exp_\alpha G_K^J(\exp_{-\alpha} w), \quad H_{\alpha}^{ji} w := \exp_\alpha P^jG_K^i(\exp_{-\alpha} w).
\]

Note that the transfer functions \( H_\alpha \) and \( H_{\alpha}^{ji} \) of \( H_\alpha \) and \( H_{\alpha}^{ji} \), respectively, are given by

\[
H_\alpha(s) = G^K(s - \alpha), \quad H_{\alpha}^{ji}(s) = P^jG^i(s - \alpha)E^i.
\]

Fixing \( \delta \in (0, -\omega(\mathbb{T}K)) \), we have \( H_\alpha \in H^\infty(\mathcal{L}(U, Y)) \) and \( H_{\alpha}^{ji} \in H^\infty(\mathcal{L}(U^j, Y^j)) \) for all \( \alpha \in [0, \delta] \). It follows that, for every \( \alpha \in [0, \delta] \),

\[
H_\alpha \in \mathcal{L}(L^2(\mathbb{R}_+, U), L^2(\mathbb{R}_+, Y)), \quad H_{\alpha}^{ji} \in \mathcal{L}(L^2(\mathbb{R}_+, U^j), L^2(\mathbb{R}_+, Y^j)),
\]

and

\[
\| H_\alpha \| = \| H_\alpha \| \leq \| H_{\alpha}^{ji} \| \leq \| H_{\alpha}^{ji} \|.
\]

Furthermore, since \( H_{\delta}^{ji} \in H^\infty(\mathcal{L}(U^j, Y^j)) \), the transfer function \( P^jG^K \) is uniformly continuous in any vertical strip of the form \( \sigma_1 \leq \text{Re} s \leq \sigma_2 \), where \( -\delta < \sigma_1 < \sigma_2 \), and therefore, invoking (4.2), we conclude there there exists \( \varepsilon \in (0, \delta) \) such that

\[
(4.3) \quad \nu \| H_{\alpha}^{ji} \| \leq \nu \| H_{\alpha}^{ji} \| < 1 \quad \forall \alpha \in (0, \varepsilon).
\]

For the following, it is convenient to define

\[
(4.4) \quad g : Y^j \times Y^j \to U^j, \quad (z_1, z_2) \mapsto f(z_1) - f(z_2).
\]

We note that

\[
\sup_{(z_1, z_2) \in Z_1 \times Z_2, z_1 \neq z_2} \frac{\| g(z_1, z_2) - K^{ij}(z_1 - z_2) \|}{\| z_1 - z_2 \|} = \nu < r.
\]
Consequently, for every $\alpha \in [0, \varepsilon]$,

\begin{equation}
(4.5) \quad \begin{cases}
\|P_t \exp_\alpha (g(w_1, w_2) - K^{ij}(w_1 - w_2))\|_{L^2} \leq \nu \|P_t \exp_\alpha (w_1 - w_2)\|_{L^2} \quad \forall t \geq 0, \\
\forall w_1, w_2 \in L^2_{\text{loc}}(\mathbb{R}^+, Y^j) \text{ s.t. } (w_1(\tau), w_2(\tau)) \in Z_1 \times Z_2 \text{ for a.e. } \tau \geq 0.
\end{cases}
\end{equation}

Let $(v_1, x_1, y_1) \in \mathcal{B}_{Z_1}$, $(v_2, x_2, y_2) \in \mathcal{B}_{Z_2}$, and set

$$v := v_1 - v_2, \quad x := x_1 - x_2, \quad \text{and} \quad y := y_1 - y_2.$$  

To establish statement (1), we invoke Corollary 3.2 and (2.4) to obtain

$$y = \Psi^K x_0(0) + G^K (E^i g(P^j y_1, P^j y_2) + v - Ky)$$

$$= \Psi^K x_0(0) + G^K (E^i g(P^j y_1, P^j y_2) - E^i K^{ij} P^j y + v).$$

Multiplying the above equation by $\exp_\alpha$, where $\alpha \in [0, \varepsilon]$, leads to

\begin{equation}
(4.6) \quad \exp_\alpha y = \exp_\alpha \Psi^K x_0(0) + H_\alpha (\exp_\alpha E^i [g(P^j y_1, P^j y_2) - K^{ij} P^j y] + \exp_\alpha v). 
\end{equation}

Applying the operator $P^j$ to both sides of this equation leads to

$$\exp_\alpha P^j y = \exp_\alpha P^j \Psi^K x_0(0) + H_\alpha (\exp_\alpha (g(P^j y_1, P^j y_2) - K^{ij} P^j y)) + P^j H_\alpha \exp_\alpha v.$$  

Taking norms and invoking (4.5) gives, for every $t \geq 0$,

\begin{equation}
(4.7) \quad \|P_t (P^j y)\|_{L^2} \leq \|P^j \Psi^K x_0(0)\|_{L^2} + \|H_\alpha\| \|P_t (P^j y)\|_{L^2} + \|P^j H_\alpha\| \|P_t v\|_{L^2}.
\end{equation}

In light of (4.3), we have that $\|H_\alpha\| \nu < 1$, and so, setting

$$\mu_\alpha := \frac{\max \{\|P^j H_\alpha\|, 1\}}{1 - \nu \|H_\alpha\|} > 0,$$

we may rearrange (4.7) to yield

\begin{equation}
(4.8) \quad \|P_t (P^j y)\|_{L^2} \leq \mu_\alpha (\|P^j \Psi^K x_0(0)\|_{L^2} + \|P_t v\|_{L^2}) \quad \forall t \geq 0.
\end{equation}

By taking norms in (4.6), and inserting the estimates (4.5) and (4.8), it follows that

\begin{equation}
(4.9) \quad \|P_t y\|_{L^2} \leq \Gamma' (\|x(0)\| + \|P_t v\|_{L^2}) \quad \forall t \geq 0, \quad \forall \alpha \in [0, \varepsilon],
\end{equation}

with

$$\Gamma' := \max \{(1 + \nu \mu_\alpha \|H_\alpha\|) \\|\Psi^K\|, (1 + \nu \mu_\alpha \|H_\alpha\|) \\|H_\alpha\|\}.$$  

Here $\|\Psi^K\|_e$ denotes the $L^2$-induced norm of the operator $\Psi^K$. Now

$$x(t) = \mathcal{T}_t^K x(0) + \Phi^K_t (E^i g(P^j y_1, P^j y_2) + v - Ky),$$

and so, combining this identity with (4.5) and (4.9), it follows via standard results from well-posed linear systems theory that there exists a constant $\Gamma'' > 0$ such that

$$\|P_t x\|_{L^2} \leq \Gamma'' (\|x(0)\| + \|P_t v\|_{L^2}) \quad \forall t \geq 0, \quad \forall \alpha \in [0, \varepsilon].$$

This estimate, together with (4.9), shows that statement (1) holds with $\Gamma := \Gamma' + \Gamma''$.  

To prove statement (2), we fix \( \gamma \in (0, \varepsilon] \) and invoke Corollary 3.2 to obtain

\[
e^{\gamma t}(x(t) - T^K_t x(0)) = e^{\gamma t}\Phi^K_t(E^i(g(P^j y_1, P^j y_2) + v - Ky)) = e^{\gamma t}\Phi^K_t(E^j(g(P^j y_1, P^j y_2) - K^i P^j y) + v) \quad \forall t \geq 0.
\]

(4.10)

Since \( \gamma \in (0, -\omega(T^K)) \), there exist a constant \( \varphi > 0 \) such that

\[
\|e^{\gamma t}\Phi^K_t w\| \leq \varphi\|P_t w\|_{L^2} \quad \forall w \in L^2_{\text{loc}}(\mathbb{R}, U), \ \forall t \geq 0.
\]

Combining this with (4.10), we have that

\[
e^{\gamma t}\|x(t) - T^K_t x(0)\| \leq \varphi\|P_t (g(P^j y_1, P^j y_2) - K^i P^j y)\|_{L^2} + \|P_t v\|_{L^2} \quad \forall t \geq 0.
\]

Therefore, by (4.5),

\[
e^{\gamma t}\|x(t) - T^K_t x(0)\| \leq \varphi\|P_t y\|_{L^2} + \|P_t v\|_{L^2} \quad \forall t \geq 0.
\]

Invoking statement (1), it follows that

\[
e^{\gamma t}\|x(t) - T^K_t x(0)\| \leq \varphi\nu\|x(0)\| + (\varphi\nu + 1)\|P_t v\|_{L^2} \quad \forall t \geq 0.
\]

With \( M \geq 1 \) such \( \|T^K_t\| \leq Me^{-\gamma t} \) for all \( t \geq 0 \), we obtain

\[
\|x(t)\| \leq \Gamma^* e^{-\gamma t} (\|x(0)\| + \|P_t v\|_{L^2}) \quad \forall t \geq 0,
\]

(4.11)

where \( \Gamma^* := \varphi\nu + M \).

Finally, if \( q \in (2, \infty) \), then there exists \( p \in (1, \infty) \) such that \( 2/q + 1/p = 1 \), and, by Hölder’s inequality,

\[
\|P_t v\|_{L^q}^2 \leq \left( \int_0^t \|v(\tau)\|^q d\tau \right)^{2/p} \left( \int_0^t e^{2p\gamma^* d\tau} \right)^{1/p} \leq \frac{e^{2\gamma^* t}}{(2\gamma)^{1/p}} \|P_t v\|_{L^q}^2 \quad \forall t \geq 0,
\]

yielding

\[
\|P_t v\|_{L^q} \leq \frac{e^{\gamma^*t}}{(2\gamma)^{1/p}} \|P_t v\|_{L^q} \quad \forall t \geq 0.
\]

Trivially, for \( q = 2, \infty \),

\[
\|P_t v\|_{L^2} \leq e^{\gamma^* t} \|P_t v\|_2 \quad \forall t \geq 0 \quad \text{and} \quad \|P_t v\|_{L^\infty} \leq \frac{e^{\gamma^* t}}{(2\gamma)^{1/2}} \|P_t v\|_\infty \quad \forall t \geq 0.
\]

Consequently, for every \( q \) with \( 2 \leq q \leq \infty \), there exists a positive constant \( N_q \) such that

\[
\|P_t v\|_{L^q} \leq N_q e^{\gamma^* t} \|P_t v\|_2 \quad \forall t \geq 0,
\]

and hence, appealing to (4.11),

\[
\|x(t)\| \leq \Gamma^* e^{-\gamma t} \|x(0)\| + \Gamma^* N_q \|P_t v\|_{L^q} \quad \forall t \geq 0.
\]

Statement (2) now follows with \( \Gamma_q := \Gamma^* \max\{1, N_q\} \).

We proceed to prove statements (3)--(5). Let \( \rho \in (0, r) \) and consider all \( f \) with \( \nu(\rho, Z_1, Z_2) \leq \rho \). An inspection of the arguments establishing the existence of the constants \( \Gamma, \varepsilon, \Gamma_q, \) and \( \gamma \) in the above proofs of statements (1) and (2) shows that...
statement (3) holds. Finally, to establish statements (4) and (5), let $(v_1, x_1, y_1) \in \mathcal{B}_Z^{0}$ and $(v_2, x_2, y_2) \in \mathcal{B}_Z^{0}$, where $2 \leq q \leq \infty$. We consider two cases: $\alpha = 0$ and $\alpha > 0$.

Case 1: $\alpha = 0$. Assume that $v_1 - v_2 \in L_\ast^{q}(\mathbb{R}_+, U)$ if $q < \infty$ and that $v_1(t) - v_2(t) \to 0$ as $t \to \infty$ if $q = \infty$. Setting $u_k := E^1(f \circ P^1 y_k) + v$ for $k = 1, 2$, it is clear that

$$x_k(t) = T_t x_k(0) + \Phi_t u_k, \quad P_t y = \Psi_t x_k(0) + \mathcal{G}_t u_k; \quad \forall t \geq 0, k = 1, 2.$$ 

It follows from the theory of well-posed linear systems that, for every $\tau \geq 0$, $(L_t x_k)(t) = T_t x_k(\tau) + \Phi_t (L_t u_k)$, $P_t (L_t y) = \Psi_t x_k(\tau) + \mathcal{G}_t (L_t u_k)$; $\forall t \geq 0, k = 1, 2$, where we remind the reader that $L_t$ denotes the left-shift operator. Consequently, the triples $(L_t v_1, L_t x_1, L_t y_1)$ and $(L_t v_2, L_t x_2, L_t y_2)$ are in $\mathcal{B}_Z^{0}$ and $\mathcal{B}_Z^{q}$, respectively. It follows from statement (2) that

$$\|x_1(t + \tau) - x_2(t + \tau)\| \leq \Gamma_q (e^{-\gamma \tau} \|x_1(\tau) - x_2(\tau)\| + \|P_t (L_t v_1 - L_t v_2)\|_{L^q_v}) \quad \forall t \geq 0.$$ 

(4.12)

Let $\delta > 0$ and choose $\tau > 0$ and $\sigma > 0$ such that

$$\Gamma_q e^{-\sigma \tau} \|x_1(\tau) - x_2(\tau)\| \leq \delta/2 \quad \text{and} \quad \Gamma_q \|L_t v_1 - L_t v_2\|_{L^q_v} \leq \delta/2.$$

Then, $\|x_1(t) - x_2(t)\| \leq \delta$ for all $t \geq \tau + \sigma$. Since $\delta > 0$ was arbitrary, this shows that $x_1(t) - x_2(t) \to 0$ as $t \to \infty$.

Case 2: $\alpha > 0$. Assume that $v_1 - v_2 \in L_\ast^{q}(\mathbb{R}_+, U)$ if $q < \infty$ and that $e^{\alpha t} (v_1(t) - v_2(t)) \to 0$ as $t \to \infty$ if $q = \infty$. Let $\beta > 0$ be such that $2\beta \leq \min\{\alpha, \gamma\}$. Writing

$$e^{\beta t} \|x_1(t) - x_2(t)\| = e^{\beta (t/2)} \|x_1(t/2 + t/2) - x_2(t/2 + t/2)\|,$$

and invoking (4.12) with $t$ and $\tau$ both replaced by $t/2$, a routine calculation gives

$$e^{\beta t} \|x_1(t) - x_2(t)\| \leq \Gamma_q (e^{\beta (t/2 - \gamma) t/2} \|x_1(t/2) - x_2(t/2)\| + \|v_1 - v_2\|_{L_{\ast, \beta}^{q}(t/2, t)}) \quad \forall t \geq 0.$$

By Case 1, the function $x_1 - x_2$ is bounded, and so by choice of $\beta$, the right-hand side of the above estimate is bounded, showing that $x_1(t) - x_2(t)$ converges to zero exponentially fast as $t \to \infty$.

Remark 4.2. (1) An inspection of the above proof shows that if $X, U, \text{and} Y$ are real Hilbert spaces, then Theorem 4.1 remains true, provided that the complex ball condition $\mathbb{B}^\ast(K^{ij}, r) \subset \mathcal{S}(P^j \mathcal{G}^j)$ holds in the context of the complexifications $U^c_1$ and $Y^c_2$ of $U^1$ and $Y^2$, respectively. Here $\mathbb{B}_c(K^{ij}, r) := \{F \in \mathcal{L}(Y^c_2, U^c_1) : \|F - K^{ij}\| < r\}$ and $\mathcal{S}(P^j \mathcal{G}^j) := \{F \in \mathcal{L}(Y^c_2, U^c_1) : F \text{ stabilizes } P^j \mathcal{G}^j\}$. Similar comments apply to the corollaries of Theorem 4.1 which will be presented below.

(2) Assume that $(v^c, x^c, y^c)$ is an equilibrium of (3.1), the assumptions of Theorem 4.1 hold with $Z_1 = Y^c$ and $Z_2 = \{P^j y^c\}$, and (3.1) has the blow-up property. An inspection of the proof of Theorem 4.1 reveals that, under these conditions, every maximally defined solution $(x, y)$ of (3.1) is global.

Theorem 4.1 has an obvious small-gain interpretation which we now state in the form of a corollary.

Corollary 4.3. Let $\Sigma$, $f$, $Z_1$, and $Z_2$ be as in Theorem 4.1, and let $i, j \in \{1, 2\}$ and $K^{ij} \in \mathcal{S}(P^j \mathcal{G}^j)$. Assume that $\Sigma^{ij} = (\mathbb{T}, \Phi E^i, P^j \Phi, P^j \mathcal{G}^i)$ is observable and estimatable. If

$$\sup_{(z_1, z_2) \in Z_1 \times Z_2, z_1 \neq z_2} \frac{\|f(z_1) - f(z_2) - K^{ij}(z_1 - z_2)\|}{\|z_1 - z_2\|} \|(P^j \mathcal{G}^i)^{K^{ij}}\|_{\infty} < 1,$$
then statements (1), (2), and (4) of Theorem 4.1 hold.

Proof. Defining \( r := 1/\|P^iGE^i\|_{H^\infty} \), an application of Lemma 2.2 yields that \( \mathbb{B}(K^{ij}, r) \subset \mathbb{S}(P^iGE^i) \) and the claim follows from Theorem 4.1. \( \square \)

The remainder of the section is dedicated to proving further corollaries of Theorem 4.1, namely versions of the so-called circle criterion, the first of which is Corollary 4.5 below. For this we need the familiar frequency-domain concept of positive realness, a recent treatment of which in an infinite-dimensional setting may be found in [8].

Let \( H \) be a complex Hilbert space. We say that \( H : \mathbb{C}_0 \to \mathcal{L}(H) \) is positive real if and let \( H \) be as in Theorem 4.1, namely versions of the so-called circle criterion, the first of which is Corollary 4.5 below. For this we need the familiar frequency-domain concept of positive realness, a recent treatment of which in an infinite-dimensional setting may be found in [8].

Let \( H \) be a complex Hilbert space. We say that \( H : \mathbb{C}_0 \to \mathcal{L}(H) \) is positive real if

\[
H(s) + [H(s)]^* \geq 0 \quad \forall s \in \mathbb{C}_0 \quad \text{which are not singularities of } H.
\]

In fact, it is known that if \( H \) as above is positive real, then \( H \) is holomorphic on \( \mathbb{C}_0 \); see [8, Proposition 3.3]. The next technical lemma, the proof of which may be found in [8, Corollary 3.7], is well known in the rational case and demonstrates that the so-called Cayley transform maps positive-real functions to contractive \( H^\infty \) functions (also called bounded-real functions in the control theory literature).

**Lemma 4.4.** If \( H : \mathbb{C}_0 \to \mathcal{L}(H) \) is positive real, then \( I + H(s) \) is invertible for every \( s \in \mathbb{C}_0 \) and

\[
\|(I - H)(I + H)^{-1}\|_{H^\infty} \leq 1.
\]

Lemma 4.4 will be used in the proof of the following version of the circle criterion.

**Corollary 4.5.** Let \( \Sigma, f, Z_1, \) and \( Z_2 \) be as in Theorem 4.1, let \( i, j \in \{1, 2\} \), and let \( K_1, K_2 \in \mathcal{L}(Y^j, U^i) \). Assume that \( \Sigma^j = (T, \Phi E^i, P^j\Phi, P^j G E^i) \) is optimizable and estimatable, \( K_1 \) is an admissible feedback operator for \( \Sigma^j \), and \( Z_2 = Y^j \). If

\[
(I - K_2 P^j G E^i)(I - K_1 P^j G E^i)^{-1} \quad \text{is positive real and there exists } \varepsilon > 0 \quad \text{such that}
\]

\[
\begin{align*}
\text{Re} \left( f(z_1) - f(z_2) - K_1(z_1 - z_2), f(z_1) - f(z_2) - K_2(z_1 - z_2) \right) \\
\leq -\varepsilon \|z_1 - z_2\|^2 \\
\forall (z_1, z_2) \in Z_1 \times Y^j,
\end{align*}
\]

then statements (1), (2), and (4) of Theorem 4.1 hold (with \( Z_2 = Y^j \)).

Proof. The idea underlying the proof is to apply Theorem 4.1 to a certain Lur’e system closely related to (3.1) (see (4.17) below) by suitably exploiting the sector condition (4.13) and obtaining a condition of the form (4.1) for (4.17). From this we will able to deduce the claimed stability properties of the original Lur’e system (3.1). To this end, we define \( g : Y^j \times Y^j \to U^i \) as in (4.4) and observe that the sector condition (4.13) can be written in the form

\[
\begin{align*}
\text{Re} \left( g(z_1, z_2) - K_1(z_1 - z_2), g(z_1, z_2) - K_2(z_1 - z_2) \right) \\
\leq -\varepsilon \|z_1 - z_2\|^2 \\
\forall (z_1, z_2) \in Z_1 \times Y^j.
\end{align*}
\]

Setting

\[
L := \frac{1}{2}(K_1 - K_2) \in \mathcal{L}(Y^j, U^i) \quad \text{and} \quad M := \frac{1}{2}(K_1 + K_2) \in \mathcal{L}(Y^j, U^i),
\]

we rewrite the left-hand side of the sector condition (4.14) in terms of \( L \) and \( M \):

\[
\text{Re} \left( g(z_1, z_2) - K_1(z_1 - z_2), g(z_1, z_2) - K_2(z_1 - z_2) \right) \\
= \text{Re} \left( g(z_1, z_2) - (L + M)(z_1 - z_2), g(z_1, z_2) + (L - M)(z_1 - z_2) \right) \\
= -\|L(z_1 - z_2)\|^2 + \|g(z_1, z_2) - M(z_1 - z_2)\|^2 \\
\forall (z_1, z_2) \in Z_1 \times Y^j.
\]
Therefore, letting \( L^* \) and thus, for all \((v,x,y)\), the underlying well-posed linear system of the Lur'e system (4.17) is given by:

\[
\|L^*Lz\| \geq \sqrt{\varepsilon}\|z\| \quad \forall z \in Y^j .
\]

Combining this with the self-adjointness of \( L^*L \) yields that \( L^*L \) is invertible. Consequently, \( L^*:=(L^*L)^{-1}L^* \in \mathcal{L}(U^j,Y^j) \) is a left inverse of \( L \). Setting \( H:=P^jGE^i \) and exploiting the positive realness of \((I-K_2H)(I-K_1H)^{-1}\) via Lemma 4.4 yields

\[
\|LH(I-MH)^{-1}\|_{\mathcal{H}} \leq 1.
\]

Trivially, \( LH(I-MH)^{-1}=LH(I-ML^2LH)^{-1} \), and so, appealing to Lemma 2.2, (4.16)

\[
\mathbb{B}(ML^2,1) \subset \mathcal{S}(LH).
\]

Let \( \sigma: \{1,2\} \to \{1,2\} \) be the permutation \( \sigma(1)=2 \) and \( \sigma(2)=1 \), set \( \tilde{Y} := U^i \times Y^{\sigma(i)} \), and introduce the maps

\[
\tilde{P}^i: \tilde{Y} \to U^i, \quad \left( \begin{array}{c} u \\ y \end{array} \right) \mapsto u \quad \text{and} \quad \tilde{L}: Y \to \tilde{Y}, \quad y \mapsto \left( \begin{array}{c} LP^jy \\ y^{\sigma(i)} \end{array} \right).
\]

Note that \( \tilde{L} \) is left-invertible owing to the left-invertibility of \( L \). Furthermore, we define \( \tilde{f}: U^i \to U^i \) by

\[
\tilde{f}(z) := f(L^i z) \quad \forall z \in U^i .
\]

Since \( \tilde{P}^i \tilde{L} = LP^j \), it follows that

\[
\tilde{f}(\tilde{P}^i \tilde{L} z) = f(P^j z) \quad \forall z \in Y,
\]

and thus, for all \((v,x,y)\) \( \in \mathcal{B} \),

\[
\begin{align*}
x(t) &= \mathcal{T}_t x(0) + \Phi_t \left( E^i [\tilde{f} \circ \tilde{P}^i (\tilde{L} y)] + v \right) \\
P_i \tilde{L} y &= \tilde{L} \Psi_t x(0) + \tilde{L} G_t \left( E^i [\tilde{f} \circ \tilde{P}^i (\tilde{L} y)] + v \right)
\end{align*}
\]

\( \forall t \geq 0 . \)

Therefore, letting \( \mathcal{B} \) denote the behavior of the Lur'e system

\[
\begin{align*}
x(t) &= \mathcal{T}_t x(0) + \Phi_t \left( E^i [\tilde{f} \circ \tilde{P}^i w] + v \right) \\
P_i \tilde{L} y &= \tilde{L} \Psi_t x(0) + \tilde{L} G_t \left( E^i [\tilde{f} \circ \tilde{P}^i w] + v \right)
\end{align*}
\]

\( \forall t \geq 0 , \)

we conclude that

\[
(v,x,\tilde{L} y) \in \mathcal{B} \quad \forall (v,x,y) \in \mathcal{B} .
\]

Furthermore, setting \( \tilde{Z}_k := L \tilde{Z}_k \subset U^i \) and

\[
\mathcal{B}_{\tilde{Z}_k} := \{(\tilde{v},\tilde{x},\tilde{y}) \in \mathcal{B} : (\tilde{P}^i \tilde{y})(t) \in \tilde{Z}_k \text{ for a.e. } t \geq 0 \},
\]

where \( k = 1,2 \), it follows from the identity \( \tilde{P}^i \tilde{L} = LP^j \) that

\[
(v,x,\tilde{L} y) \in \mathcal{B}_{\tilde{Z}_k} \quad \forall (v,x,y) \in \mathcal{B}_{\tilde{Z}_k} .
\]

The underlying well-posed linear system of the Lur'e system (4.17) is given by

\[
\tilde{\Sigma} := (\mathcal{T},\Phi,\tilde{L} \Psi,\tilde{L} G) .
\]
It follows that

\[ \bar{\pi} \mathbf{G} E^i = LP^j \mathbf{G} E^i = L \mathbf{H}. \]

Let \( \zeta_k \in \bar{Z}_k \), and let \( z_k \in Z_k \) be such that \( \zeta_k = Lz_k \), where \( k = 1, 2 \). Defining

\[ \tilde{g} : U^i \times U^i \to U^i, \quad (w_1, w_2) \mapsto \tilde{f}(w_1) - \tilde{f}(w_2), \]

it follows that

\[ \tilde{g}(\zeta_1, \zeta_2) - ML^x(\zeta_1 - \zeta_2) = f(z_1) - f(z_2) - M(z_1 - z_2) = g(z_1, z_2) - M(z_1 - z_2). \]

Therefore, by (4.14) and (4.15),

\[ ||\tilde{g}(\zeta_1, \zeta_2) - ML^x(\zeta_1 - \zeta_2)||^2 \leq ||L(z_1 - z_2)||^2 - \varepsilon ||z_1 - z_2||^2 \]

(4.20)

\[ = ||LL^x(\zeta_1 - \zeta_2)||^2 - \varepsilon ||L^1(\zeta_1 - \zeta_2)||^2 \quad \forall (\zeta_1, \zeta_2) \in \bar{Z}_1 \times \bar{Z}_2. \]

Since \( L \) has a left inverse, \( \text{im} \ L = (\ker L^*)^\perp = (\ker L^x)^\perp \).

It is now straightforward to show that \( Q := LL^x \in \mathcal{L}(U^i) \) is the orthogonal projection onto \((\ker L^x)^\perp \) along \( \ker L^x \). Consequently, invoking (4.20),

\[ ||\tilde{g}(\zeta_1, \zeta_2) - ML^x(\zeta_1 - \zeta_2)||^2 \leq ||Q(\zeta_1 - \zeta_2)||^2 - \varepsilon ||L^1Q(\zeta_1 - \zeta_2)||^2 \quad \forall (\zeta_1, \zeta_2) \in \bar{Z}_1 \times \bar{Z}_2. \]

Since \( LL^xQz = Q^2z = Qz \) for all \( z \in U^i \), it follows that there exists \( c > 0 \) such that

\[ ||L^1Qz|| \geq c||Qz|| \quad \forall z \in U^i. \]

Therefore,

\[ ||\tilde{g}(\zeta_1, \zeta_2) - ML^x(\zeta_1 - \zeta_2)||^2 \leq (1 - \varepsilon c)||Q(\zeta_1 - \zeta_2)||^2 \leq (1 - \varepsilon c)||\zeta_1 - \zeta_2||^2 \]

\[ \forall (\zeta_1, \zeta_2) \in \tilde{Z}_1 \times \tilde{Z}_2, \]

and so,

\[ ||\tilde{g}(\zeta_1, \zeta_2) - ML^x(\zeta_1 - \zeta_2)|| \leq \delta ||\zeta_1 - \zeta_2|| \quad \forall (\zeta_1, \zeta_2) \in \tilde{Z}_1 \times \tilde{Z}_2, \]

where \( \delta := \sqrt{1 - \varepsilon c} \in (0, 1) \). Consequently,

\[ \sup_{(\zeta_1, \zeta_2) \in \tilde{Z}_1 \times \tilde{Z}_2, \zeta_1 \neq \zeta_2} \frac{||\tilde{f}(\zeta_1) - \tilde{f}(\zeta_2) - ML^x(\zeta_1 - \zeta_2)||}{||\zeta_1 - \zeta_2||} < 1. \]

(4.21)

In view of (4.16), (4.18), (4.19), and (4.21) combined with the left-invertibility of \( \bar{L} \) and the fact that

\[ \tilde{\Sigma}^i := (\mathbb{T}, \Phi E^i, \bar{P}^i \bar{L} \Phi, \bar{P}^i \bar{L} \mathbf{G} E^i) = (\mathbb{T}, \Phi E^i, LP^j \Phi, LP^j \mathbf{G} E^i) \]

is optimizable and estimatable (which follows from the optimizability and estimatability of \((\mathbb{T}, \Phi E^i, P^j \Phi, P^j \mathbf{G} E^i)\) and the left-invertibility of \( L \)), the claim follows from an application of Theorem 4.1 to (4.17). \(\square\)
Remark 4.6. (1) Corollary 4.5 remains valid if the roles of $Z_1$ and $Z_2$ are interchanged, that is, if $Z_1 = Y^j$, $Z_2$ is a nonempty subset of $Y^j$, and the inequality in (4.13) holds for all $(z_1, z_2) \in Y^j \times Z_2$.

(2) An inspection of the first part of the proof shows that the conclusions of Corollary 4.5 continue to hold if the assumption $Z_2 = Y^j$ is dropped and, instead, it is assumed that $K_1 - K_2$ is left-invertible.

(3) As can be seen from an inspection of the proof of [8, Theorem 6.8], the following converse of Corollary 4.5 holds: if the set of functions $f : Y^j \to U^i$ satisfying (4.13) is nonempty and every $f$ in this set is stabilizing in the sense that statement (1) or (2) of Theorem 4.1 holds, then $(I - K_2 P^j GE^i)(I - K_1 P^j GE^i)^{-1}$ is positive real. We emphasize that, in this context, it is crucial that $U$ and $Y$ are complex Hilbert spaces; in the case of real Hilbert spaces, the converse is not true in general.

We next present alternative formulations of the circle criterion, seeking to demonstrate the interplay between the various hypotheses made. To do so requires some additional terminology: we say that a positive-real function $H : \mathbb{C} \to \mathcal{L}(H)$ (for a complex Hilbert space) is strongly positive real if there exists $\delta > 0$ such that
\[
H(s) + [H(s)]^* \geq \delta I \quad \forall s \in \mathbb{C}.
\]

The next result is a variant of Corollary 4.5 and, loosely, relaxes the sector condition imposed on $f$ at the expense of strengthening the positive-real assumption.

Corollary 4.7. Let $\Sigma$, $f$, $Z_1$, and $Z_2$ be as in Theorem 4.1, let $i, j \in \{1, 2\}$, and let $K_1, K_2 \in \mathcal{L}(Y^j, U^i)$. Assume that $\Sigma^j = (\mathcal{T}, \Phi E^i, P^j \Phi, P^j GE^i)$ is optimizable and estimatable, $K_1$ is an admissible feedback operator for $\Sigma^j$, and $K_1 - K_2$ is left-invertible. If the function $(I - K_2 P^j GE^i)(I - K_1 P^j GE^i)^{-1}$ is in $H^\infty(\mathcal{L}(U^i))$ and is strongly positive real, and
\[
(4.22) \quad \begin{cases}
\text{Re} \langle f(z_1) - f(z_2), f(z_1) - f(z_2) \rangle - K_1(z_1 - z_2), f(z_1) - f(z_2) - K_2(z_1 - z_2) \rangle \leq 0 \\
\forall (z_1, z_2) \in Z_1 \times Z_2,
\end{cases}
\]

then statements (1), (2), and (4) of Theorem 4.1 hold.

We comment that Corollary 4.7 above overlaps with the ISS results in [14], particularly [14, Theorem 4.5], and we provide some comparisons before giving the proof. Whilst the feedback configuration considered in [14] is less general than the four-block structure studied in the present paper, the linear component of the Lur'e systems analyzed in [14] is a general well-posed system. However, the main result [14, Theorem 4.5] fails to provide a clear-cut generalization of the circle criterion, with the exception of the case wherein $K_1$ and $K_2$ are scalar multiples of the identity; see [14, Corollary 4.7].

Proof of Corollary 4.7. Set $M := K_1 - K_2 \in \mathcal{L}(Y^j, U^i)$ and with $H$ given by
\[
(4.23) \quad H := (I - K_2 P^j GE^i)(I - K_1 P^j GE^i)^{-1},
\]

we observe that
\[
H = I + MP^j GE^i(I - K_1 P^j GE^i)^{-1} \in H^\infty(\mathcal{L}(U^i)).
\]

Since $M$ is left-invertible, we conclude that $K_1 \in \mathbb{S}(P^j GE^i)$. Together with the openness of $\mathbb{S}(P^j GE^i)$, this yields the existence of a number $\nu^* > 0$ such that $K_1 + \nu M \in \mathbb{S}(P^j GE^i)$ for all $\nu \in [0, \nu^*]$. Defining
\[
H_\nu := (I - (K_2 - \nu M) P^j GE^i)(I - (K_1 + \nu M) P^j GE^i)^{-1},
\]
it is clear that the map \([0, \nu^*] \to H^\infty(\mathcal{L}(U)), \nu \mapsto \mathbf{H}_\nu\) is continuous. Combined with the strong positive realness of \(\mathbf{H} = \mathbf{H}_0\), this shows that there exists \(\nu^{**} \in (0, \nu^*]\) such that

\[(4.24) \quad \mathbf{H}_\nu(s) + [\mathbf{H}_\nu(s)]^* \succeq 0 \quad \forall s \in \mathbb{C}, \forall \nu \in [0, \nu^{**}].\]

It is convenient to define, for all \((z_1, z_2) \in Y^j \times Y^j\),

\[S_\nu(z_1, z_2) := \left( f(z_1) - f(z_2) - (K_1 + \nu M)(z_1 - z_2), f(z_1) - f(z_2) - (K_2 - \nu M)(z_1 - z_2) \right).\]

In light of (4.24), the claim will follow from Corollary 4.5, provided that we can show that, for \(\nu \in (0, \nu^{**}]\), there exists \(\varepsilon > 0\) such that

\[(4.25) \quad \text{Re} S_\nu(z_1, z_2) \leq -\varepsilon \|z_1 - z_2\|^2 \quad \forall (z_1, z_2) \in Z_1 \times Z_2.\]

Invoking (4.22), a straightforward calculation shows that

\[
\text{Re} S_\nu(z_1, z_2) \leq -\nu(\nu + 1)\|M(z_1 - z_2)\|^2 \quad \forall (z_1, z_2) \in Z_1 \times Z_2.
\]

By left-invertibility of \(M\), there exists \(\mu > 0\) such that \(\|Mz\| \geq \mu\|z\|\) for all \(z \in Y^j\), and so,

\[
\text{Re} S_\nu(z_1, z_2) \leq -\mu \nu(\nu + 1)\|z\|^2 \quad \forall (z_1, z_2) \in Z_1 \times Z_2,
\]

showing that (4.25) holds with \(\varepsilon := \mu \nu(\nu + 1)\), completing the proof.

The “classical” circle criterion which guarantees global asymptotic stability (see, for example, [9, Theorem 5.1], [10, Corollary 5.8], and [18, Theorem 7.1]) is typically formulated in terms of the concept of strict positive realness of the function in (4.23).

We recall that for a complex Hilbert space \(H\) and \(\alpha > 0\), a function \(\mathbf{H} : \mathbb{C}_{-\alpha} \to \mathcal{L}(H)\) is said to be strictly positive real if there exists \(\beta \in (0, \alpha]\) such that the function \(s \mapsto \mathbf{H}(s - \beta)\) is positive real.

We will show that a faithful infinite-dimensional generalization of the classical circle criterion follows from Corollary 4.7. To this end, we state the following lemma, the proof of which can be found in [8].

**Lemma 4.8.** Let \(\alpha > 0\), let \(H\) be a complex Hilbert space, and assume that \(\mathbf{H} : \mathbb{C}_{-\alpha} \to \mathcal{L}(H)\) is holomorphic with the exception of isolated singularities. Then the following statements hold.

1. **If \(\mathbf{H}\) is strictly positive real,**

\[(4.26) \quad \limsup_{|s| \to \infty, s \in \mathbb{C}_{-\beta}} \|\mathbf{H}(s)\| < \infty \quad \text{for some } \beta \in (0, \alpha],\]

and

\[(4.27) \quad \liminf_{|\omega| \to \infty, \omega \in \mathbb{R}} \left[ \inf_{\|u\|=1} \text{Re} (\mathbf{H}(i\omega)u, u) \right] > 0,
\]

then there exist \(\varepsilon > 0\) and \(\delta > 0\) such that \(\mathbf{H} \in H^\infty_{-\varepsilon}(\mathcal{L}(H))\) and

\[
\mathbf{H}(s) + [\mathbf{H}(s)]^* \succeq \delta I \quad \forall s \in \mathbb{C}_{-\varepsilon}.
\]

In particular, **\(\mathbf{H}\) is strictly positive real.**

2. **If there exist \(\varepsilon > 0\) and \(\delta > 0\) such that** \(\mathbf{H} \in H^\infty_{-\varepsilon}(\mathcal{L}(H))\) **and**

\[
\mathbf{H}(i\omega) + [\mathbf{H}(i\omega)]^* \succeq \delta I \quad \forall \omega \in \mathbb{R},
\]

then **\(\mathbf{H}\) is strictly positive real.**
By way of commentary, if $H$ is of the form $H = (I - K_2P^jGE^i)(I - K_1P^jGE^i)^{-1}$ (cf. Corollaries 4.5 and 4.7), then a sufficient condition for $H$ to satisfy (4.26) and (4.27) is, for example, given by

$$\limsup_{|s| \to \infty, s \in \mathbb{C}_{-\varepsilon}} \|K_k P^j G(s) E^i\| < \sqrt{2} - 1 \quad \text{for some } \varepsilon > 0, k = 1, 2.$$ 

Combining Corollary 4.7 and Lemma 4.8, we obtain the final result of this section, which is a faithful infinite-dimensional generalization of the classical circle criterion.

**Corollary 4.9.** Let $\Sigma$, $f$, $Z_1$, and $Z_2$ be as in Theorem 4.1, let $i, j \in \{1, 2\}$, and let $K_1, K_2 \in \mathcal{L}(Y^j, U^i)$. Assume that $\Sigma^{ji} = (T, \Phi E^i, P^j \Phi, P^j GE^i)$ is optimizable and estimatable, $K_1$ is an admissible feedback operator for $\Sigma^{ji}$, and $K_1 - K_2$ is left-invertible. If $H := (I - K_2P^jGE^i)(I - K_1P^jGE^i)^{-1}$ is strictly positive real and satisfies conditions (4.26) and (4.27) and $f$ satisfies the incremental sector condition (4.22), then statements (1), (2), and (4) of Theorem 4.1 hold.

Interestingly, Corollaries 4.7 and 4.9 show that the conditions of the circle criterion are actually sufficient for ISS. Moreover, it is not difficult to see that if $K_1 - K_2$ is not left-invertible, then, in general, the conclusions of these corollaries do not hold.

5. Convergence properties. The penultimate section concentrates on establishing convergence properties of (3.1). Our main results are Theorems 5.2 and 5.4 which, roughly, state that the hypotheses of the small-gain Corollary 4.3 are sufficient for (3.1) to exhibit the CICS property and convergence to periodic states and outputs which, roughly, state that the hypotheses of the small-gain Corollary 4.3 are sufficient.

The next result shows how this map relates to equilibria of (3.1).

**Proposition 5.1.** Let $i, j \in \{1, 2\}$, $K^{ij} \in \mathbb{S}(P^j GE^i)$, and $K \in \mathcal{L}(Y, U)$ be given by (2.4), and define the map

$$F_K : Y^j \to Y^j, \quad z \mapsto z - P^j G^K(0)(E^i f(z) - E^i K^{ij} z).$$ 

Assume that $\Sigma^{ji} = (T, \Phi E^i, P^j \Phi, P^j GE^i)$ is optimizable and estimatable. Then $T^K = T^{K^{ji}}$ is exponentially stable and the following statements hold.

1. If $(v^e, x^e, y^e) \in U \times X \times Y$ is an equilibrium of (3.1), then

$$x^e = -(A^K)^{-1}B^K v^e, \quad y^e = G^K(0) v^e,$n

where $u^e := E^i(f(P^j y^e) - K^{ij} P^j y^e) + v^e,$

and $F_K(P^j y^e) = P^j G^K(0) v^e$.

2. Let $v^e \in U$, assume that there exists $z^e \in Y^j$ such that $F_K(z^e) = P^j G^K(0) v^e$, and define

$$x^e := -(A^K)^{-1}B^K w^e, \quad y^e := G^K(0) w^e,$n

where $w^e := E^i(f(z^e) - K^{ij} z^e) + v^e$.

Then $P^j y^e = z^e$ and the triple $(v^e, x^e, y^e)$ is an equilibrium of (3.1).

**Proof.** It follows as in the proof of Theorem 4.1 that $T^K = T^{K^{ji}}$ is exponentially stable, and so $\omega(T^K) < 0$. To prove statement (1), let $(v^e, x^e, y^e)$ be an equilibrium of (3.1). By Corollary 3.2, we have that $(v^e, x^e, y^e)$ is also an equilibrium of the Lur'e
system
\begin{equation}
(5.2)
\begin{aligned}
x(t) &= T^K_t x(0) + \Phi^K_t (E^i (f \circ P^j y) - Ky + v), \\
P_t y &= \Psi^K_t x(0) + G^K_t (E^i (f \circ P^j y) - Ky + v).
\end{aligned}
\end{equation}

Since $T^K$ is exponentially stable, we may apply Proposition 3.3 with $\eta = 0$ to the Lur'e system (5.2), yielding the formulas for $x^\infty$ and $y^\infty$. Furthermore,

$$F_K (P^j y^\infty) = P^j G^K (0) u^\infty - P^j G^K (0) E^i (f (P^j y^\infty) - K^{ij} P^j y^\infty) = P^j G^K (0) v^\infty,$$

completing the proof of statement (1).

To prove statement (2), note that

$$P^j y^\infty = P^j G^K (0) (E^i (f (z^\infty) - K^{ij} z^\infty) + v^\infty) = z^\infty - F_K (z^\infty) + P^j G^K (0) v^\infty = z^\infty.$$

Furthermore,

$$A^K x^\infty + B^K w^\infty = 0, \quad y^\infty = C^K (x^\infty + (A^K)^{-1} B^K w^\infty) + G^K (0) w^\infty,$$

and so it follows from Proposition 3.3 that the constant trajectory $(w(t), x(t), y(t)) = (w^\infty, x^\infty, y^\infty)$ satisfies

$$x(t) = T^K_t x(0) + \Phi^K_t w, \quad P_t y = \Psi^K_t x(0) + G^K_t w \quad \forall t \geq 0.$$

Since $P^j y^\infty = z^\infty$, we have that $w^\infty = E^i (f (P^j y^\infty) - K^{ij} P^j y^\infty) + v^\infty$ and it follows from another application of Proposition 3.3 that $(v^\infty, x^\infty, y^\infty)$ is an equilibrium of (5.2).

Finally, invoking Corollary 3.2, we conclude that $(v^\infty, x^\infty, y^\infty)$ is also an equilibrium of (3.1).

We say that the Lur’e system (3.1) has the converging-input converging-state (CICS) property if, for every $v^\infty \in U$, there exists $x^\infty \in X$ such that, for every $(v, x, y) \in S^\infty$ with $v(t) \to v^\infty$ as $t \to \infty$, it follows that $x(t)$ converges to $x^\infty$ as $t \to \infty$.

**Theorem 5.2.** Let $\Sigma = (T, \Phi, \Psi, G)$ be a well-posed linear system, $i, j \in \{1, 2\}$, $K^{ij} \in \mathcal{S}(P^j G^E)$, and let $Z \subseteq Y^j$ be nonempty. Furthermore, let $K \in \mathcal{L}(Y, U)$, and let $F_K$ be given by (2.4) and (5.1), respectively, and let $v^\infty \in U$ be such that $F_K^{-1}(P^j G^K (0) v^\infty) \cap Z \neq \emptyset$. Assume that $\Sigma^{ji} = (T, \Phi E^i, P^j \Psi, P^j G E^i)$ is optimizable and estimatable.

If $f : Y^j \to U^i$ satisfies

\begin{equation}
(5.3)
\begin{aligned}
\sup_{(z_1, z_2) \in Y^j \times Z, z_1 \neq z_2} \frac{\|f(z_1) - f(z_2) - K^{ij} (z_1 - z_2)\|}{\|z_1 - z_2\|} \|(P^j G E^i)^{K^{ij}}\|_{\infty} < 1,
\end{aligned}
\end{equation}

then the set $F_K^{-1}(P^j G^K (0) v^\infty)$ is a singleton and there exists unique $(x^\infty, y^\infty) \in X \times Y$ such that $(v^\infty, x^\infty, y^\infty)$ is an equilibrium of (3.1).

The vectors $x^\infty$ and $y^\infty$ are given by

\begin{equation}
(5.4)
x^\infty := -(A^K)^{-1} B^K w^\infty \quad \text{and} \quad y^\infty := G^K (0) w^\infty,
\end{equation}

where $w^\infty := E^i (f (z^\infty) - K^{ij} z^\infty) + v^\infty$ with $\{z^\infty\} = F_K^{-1}(P^j G^K (0) v^\infty)$, and the equilibrium $(v^\infty, x^\infty, y^\infty)$ is exponentially ISS. Furthermore, the following statements hold.
(1) There exist constants $\Gamma > 0$ and $\varepsilon > 0$ such that for all $(v, x, y) \in \mathcal{B}$, all $\alpha \in [0, \varepsilon]$, and all $t \geq 0$,
\[
\|P_t(x - x^\infty \theta)\|_{L_2^\infty} + \|P_t(y - y^\infty \theta)\|_{L_2^\infty} \leq \Gamma(\|x(0) - x^\infty\| + \|P_t(v - v^\infty \theta)\|_{L_2^\infty}).
\]
In particular, $x - x^\infty \theta \in L_2^\alpha(\mathbb{R}_+, X)$ and $y - y^\infty \theta \in L_2^\alpha(\mathbb{R}_+, Y)$, provided that $v - v^\infty \theta \in L_2^\alpha(\mathbb{R}_+, U)$.

(2) For every $2 \leq q \leq \infty$, there exist constants $\Gamma_q > 0$ and $\gamma > 0$ such that, for all $(v, x, y) \in \mathcal{B}^q$, and all $t \geq 0$,
\[
\|x(t) - x^\infty\| \leq \Gamma_q(e^{-\gamma t}\|x(0) - x^\infty\| + \|P_t(v - v^\infty \theta)\|_{L_2^\infty}).
\]
Here $\Gamma_q$ depends on $q$, but $\gamma$ does not.

(3) Let $(v, x, y) \in \mathcal{B}^q$, where $2 \leq q \leq \infty$, and let $\alpha \geq 0$. If $q < \infty$ and $v - v^\infty \theta \in L_2^\alpha(\mathbb{R}_+, U)$, or if $q = \infty$ and $e^{\delta t}(v(t) - v^\infty) \to 0$ as $t \to \infty$, then $x(t) \to x^\infty$ as $t \to \infty$ if $\alpha > 0$, then the rate of convergence is exponential.

Proof. Let $v^\infty \in U$, $z^\infty \in F_K^{-1}(Pj^jG^K(0)v^\infty) \cap Z$, and $z \in F_K^{-1}(Pj^jG^K(0)v^\infty)$.

To show that $F_K^{-1}(Pj^jG^K(0)v^\infty)$ is a singleton, we need to establish that $z = z^\infty$.

Since $F_K(z^\infty) = F_K(z)$, we have
\[
z - z^\infty = Pj^jG^K(0)E^j(f(z) - f(z^\infty) - K^{ij}(z - z^\infty)).
\]
Thus, if $z \neq z^\infty \in Z$, then it follows from (5.3) that
\[
\|z - z^\infty\| \leq \|Pj^jG^K(0)E^j\|\|f(z) - f(z^\infty) - K^{ij}(z - z^\infty)\| < \|z - z^\infty\|,
\]
which is impossible. Hence, $z = z^\infty$.

It is clear from statement (2) of Proposition 5.1 that with $v^\infty$ and $y^\infty$ given by (5.4), $(v^\infty, x^\infty, y^\infty)$ is an equilibrium of (3.1). To show uniqueness of $(x^\infty, y^\infty)$, let $(x^*, y^*) \in X \times Y$ and assume that $(v^\infty, x^*, y^*)$ is an equilibrium of (3.1). Define
\[
u^* := E^j(f(Pj^jy^*) - K^{ij}Pj^jy^*) + v^\infty \quad \text{and} \quad \nu^\infty := E^j(f(Pj^jy^\infty) - K^{ij}Pj^jy^\infty) + v^\infty.
\]
By statement (1) of Proposition 5.1,
\[
F_K(Pj^jy^*) = Pj^jG^K(0)v^\infty = F_K(Pj^jy^\infty),
\]
and so, since $F_K^{-1}(Pj^jG^K(0)v^\infty) = \{z^\infty\}$, it follows that $Pj^jy^* = z^\infty = Pj^jy^\infty$. Consequently, $u^* = u^\infty$. Appealing once more to statement (1) of Proposition 5.1, we obtain $y^* = y^\infty$ and $x^* = x^\infty$.

Finally, since $Pj^jy^\infty = z^\infty \in Z$, the constant trajectory $(v^\infty, x^\infty, y^\infty)$ is in $\mathcal{B}_Z$, and the remaining claims follow from Theorem 4.1.

**Corollary 5.3.** Using the notation of Theorem 5.2, assume that $Z = Y^j$. Then, under the assumptions of Theorem 5.2, the map $F_K$ is a bijection and the Lur’e system (3.1) has the CICS property.

Note that, by (5.3) with $Z = Y^j$, Proposition 3.1, and Corollary 3.2, for every pair $(x^0, v) \in X \times L_2^\infty(\mathbb{R}_+, U)$, there exists a unique trajectory $(v, x, y) \in \mathcal{B}$ such that $x(0) = x^0$.

Under the assumptions of Corollary 5.3, the map $F_K$ is a bijection and so, setting
\[
S_K(w) := E^j(f(F_K^{-1}(Pj^jG^K(0)w)) - K^{ij}F_K^{-1}(Pj^jG^K(0)w)) + w \forall w \in U
\]
results in a well-defined map \( S_K : U \rightarrow U \). Given \((v, x, y) \in \mathcal{B}\) such that \( v(t) \rightarrow v^\infty \) as \( t \rightarrow \infty \) or \( v - v^\infty \theta \in L^2_\alpha(\mathbb{R}_+, U) \), we have that

\[
\lim_{t \rightarrow \infty} x(t) = -(A^K)^{-1}B^K S_K (v^\infty) \quad \text{or} \quad y - G^K (0) S_K (v^\infty) \theta \in L^2_\alpha(\mathbb{R}_+, U),
\]

respectively. The nonlinear maps

\[
(5.5) \quad U \rightarrow X, \; w \mapsto -(A^K)^{-1}B^K S_K (w) \quad \text{and} \quad U \rightarrow Y, \; w \mapsto G^K (0) S_K (w)
\]

provide natural generalizations of the concept of “steady-state gains” for stable linear systems. Finally, invoking (5.3) with \( Z = Y^j \), it is easy to show that \( F_K^{-1} \) is globally Lipschitz (with minimal Lipschitz constant less than or equal to \( 1/(1 - \mu) \), where \( \mu \) is equal to the left-hand side of (5.3)). This implies that \( S_K \) is globally Lipschitz, and hence, the steady-state gain maps (5.5) are globally Lipschitz.

We mention that Corollary 5.3 could be given a circle-criterion interpretation: in this sense, Corollary 5.3 is reminiscent of the main result in the paper [31] which provides a description of the steady-state error of finite-dimensional single-input single-output Lur’e systems in response to a class of polynomial inputs (including unbounded signals such as ramps) under the assumption that the conditions of the SISO circle criterion are met. Whilst the CICS property is not mentioned in [31], part (1) of [31, (unnumbered) Theorem] can be interpreted in CICS terms. Furthermore, CICS properties of finite-dimensional Lur’e systems have been investigated in some detail in [3]: Theorem 5.2 and Corollary 5.3 can be viewed as partial extensions to infinite dimensions of some of the results in [3].

**Proof of Corollary 5.3.** Injectivity of \( F_K \) can be proved by an argument similar to that used in the proof of Theorem 5.2 to establish that \( z^\infty \) is the only element in \( F_K^{-1}(P^jG^K (0)v^\infty) \). To show surjectivity of \( F_K \), let \( \zeta \in Y^j \). It follows from (5.3) with \( Z = Y^j \) that the map \( z \mapsto z - F_K (z) + \zeta \) is a contraction and thus, by the Banach fixed point theorem, there exists \( z^* \in Y^j \) such that \( F_K (z^*) = \zeta \), showing that \( F_K \) is surjective. In particular, we have that \( F_K^{-1}(P^jG^K (0)w) \neq \emptyset \) for every \( w \in U \), and the CICS property follows now from an application of Theorem 5.2.

The remainder of the section is devoted to considering convergence properties of the Lur’e system (3.1) when subject to periodic or asymptotically periodic forcing. As usual, for a positive number \( \tau \), a function \( v \in L^2_\text{loc}(\mathbb{R}_+, U) \) is said to be \( \tau \)-periodic if \( L_\tau v = v \). A trajectory \((v, x, y) \in \mathcal{B}\) is called \( \tau \)-periodic if \((L_\tau v, L_\tau x, L_\tau y) = (v, x, y)\).

The next result shows that, given an essentially bounded \( \tau \)-periodic input \( v^p \), then, under suitable conditions, there exists a unique \( \tau \)-periodic trajectory \((v^p, x^p, y^p) \in \mathcal{B}\), such that, for every trajectory \((v^p, x, y) \in \mathcal{B}\) generated by \( v^p \), the pair \((x, y)\) approaches \((x^p, y^p)\) in a certain sense.

**Theorem 5.4.** Let \( \Sigma = (\mathcal{T}, \Phi, \Psi, \mathcal{G}) \) be a well-posed linear system, \( i, j \in \{1, 2\}, K^{ij} \in S(P^jG^E) \), let \( Z \subset Y^j \) be a nonempty and closed subset, \( \tau > 0 \), and let \( v^p \in L^\infty(\mathbb{R}_+, U) \) be \( \tau \)-periodic. Assume that \( \Sigma^p = (\mathcal{T}, \Phi E^i, P^j\Psi, P^jG^E) \) is optimizable and estimatable, \( f : Y^j \rightarrow U^i \) satisfies the incremental small-gain condition

\[
(5.6) \sup_{(z_1, z_2) \in \mathbb{Z} \times \mathbb{Z}, z_1 \neq z_2} \left( \frac{\|f(z_1) - f(z_2) - K^{ij}(z_1 - z_2)\|}{\|z_1 - z_2\|} \right) \|(P^jG^E)K^{ij}\|_{H^\infty} < 1,
\]

and there exist \( \hat{v} \in L^\infty(\mathbb{R}_+, U), \hat{x}, \hat{\dot{x}} \in C(\mathbb{R}_+, X), \) and \( \hat{y}, \hat{\dot{y}} \in L^2_\text{loc}(\mathbb{R}_+, Y) \) with \( \hat{x} \) bounded and such that \((\hat{v}, \hat{x}, \hat{y})\) and \((v^p, \hat{x}, \hat{y})\) are in \( \mathcal{B}_\mathcal{G}^2 \).
Under these conditions there exist a unique \( \tau \)-periodic trajectory \((v^p, x^p, y^p) \in B^\infty_Z\) and \( \varepsilon > 0 \) such that, for all \((x^p, y^p) \in B^\infty_Z\),

\[
\lim_{t \to \infty} \| (x(t) - x^p(t)) e^{\gamma t} \| = 0, \quad x - x^p \in L^2_x(\mathbb{R}_+, X), \quad \text{and} \quad y - y^p \in L^2_y(\mathbb{R}_+, Y).
\]

The following remark focuses on the important case wherein \( Z = Y^j \).

**Remark 5.5.** Assume that (5.6) holds with \( Z = Y^j \). Then the existence of trajectories \((\tilde{v}, \tilde{x}, \tilde{y})\) and \((v^p, \tilde{x}, \tilde{y})\) with the required properties is guaranteed. Indeed, by Corollary 5.3 and statement (2) of Proposition 5.1, for every \( v^e \in U \), there exist \( x^e \in X \) and \( y^e \in Y \) such that \( (v^e, x^e, y^e) \) is an equilibrium of (3.1). Furthermore, the existence of a pair \((\tilde{x}, \tilde{y}) \in C(\mathbb{R}_+) \times L^2_{loc}(\mathbb{R}_+, Y)\) such that \((v^p, \tilde{x}, \tilde{y}) \in B^\infty\) follows from Proposition 3.1 and Corollary 3.2.

**Proof of Theorem 5.4.** The assumptions of Theorem 4.1 hold with \( Z_1 = Z_2 = Z \) and \( r = 1/\|(P^1 G E)p\|^K \in \mathbb{H}^{-} \), and thus it follows from Theorem 4.1 that there exist constants \( \Gamma > 0 \) and \( \gamma > \varepsilon > 0 \) such that, for all \((v_1, x_1, y_1), (v_2, x_2, y_2) \in B^\infty_Z\) and all \( t \geq 0 \),

\[
\| x_1(t) - x_2(t) \| \leq \Gamma (e^{-\gamma t} \| x_1(0) - x_2(0) \| + \| P_t (v_1 - v_2) \|_{L^\infty})
\]

and

\[
\| P_t (x_1 - x_2) \|_{L^2_x} + \| P_t (y_1 - y_2) \|_{L^2_y} \leq \Gamma (\| x_1(0) - x_2(0) \| + \| P_t (v_1 - v_2) \|_{L^2}).
\]

Let \((v^p, x, y) \in B^\infty_Z\) (such a trajectory exists by hypothesis). Invoking (5.8) with \((v_1, x_1, y_1) = (v^p, x, y)\) and \((v_2, x_2, y_2) = (\tilde{v}, \tilde{x}, \tilde{y})\) and using the boundedness of \( \tilde{v} \) and \( \tilde{x} \) shows that \( x \) is bounded. We deduce that there exists \( \mu > 0 \) such that

\[
\| x(t) \| \leq \mu \quad \forall t \geq 0.
\]

Furthermore, since \((L_\sigma v, L_\sigma x, L_\sigma y) \in B^\infty_Z\) for every \( \sigma \geq 0 \), the inequalities (5.8) and (5.9) yield

\[
\| (L_\sigma x)(s) - (L_{\sigma + k\tau} x)(s) \| \leq \Gamma e^{-\gamma s} \| x(\sigma) - x(\sigma + k\tau) \| \quad \forall s, \sigma \geq 0, \forall k \in \mathbb{N}_0
\]

and

\[
\| L_\sigma y - L_{\sigma + k\tau} y \|_{L^2_y} \leq \Gamma \| x(\sigma) - x(\sigma + k\tau) \| \quad \forall \sigma \geq 0, \forall k \in \mathbb{N}_0,
\]

where we have used that \( L_\sigma v^p - L_{\sigma + k\tau} v^p = 0 \) since \( v^p \) is \( \tau \)-periodic.

To construct the periodic "limit" \( x^p \) of the state trajectory \( x \), we use an argument from [1, Proof of Proposition 4.4]: for arbitrary \( t \geq 0 \) and arbitrary positive integers \( n \leq m \), it follows from (5.10) that

\[
\| (L_{n\tau} x)(t) - (L_{m\tau} x)(t) \| = \| (L_{n\tau} x)(n\tau) - (L_{(m-n)\tau} x)(n\tau) \| \leq 2\mu \Gamma e^{-\gamma n\tau}.
\]

Consequently, \((L_{n\tau} x)_{n \in \mathbb{N}}\) is a Cauchy sequence in the Banach space of bounded continuous \( X \)-valued functions defined on \( \mathbb{R}_+ \) and hence converges to a bounded continuous function \( x^p \). Moreover, invoking (5.11) with \( \sigma = n\tau \) and \( k = m - n \), \( n \leq m \), and using that \((x(n\tau))_{n \in \mathbb{N}}\) is a Cauchy sequence in \( X \), yields the existence of a function \( y^p \in L^2_{loc}(\mathbb{R}_+, Y)\) such that

\[
\lim_{n \to \infty} \| P_t (L_{n\tau} y - y^p) \|_{L^2_Y} = 0 \quad \forall t \geq 0.
\]
We proceed to show that \( x^p \) and \( y^p \) are \( \tau \)-periodic. For \( t \geq 0 \), we have that
\[
x^p(t) = \lim_{n \to \infty} x(t + n\tau) = \lim_{n \to \infty} x(t + (n + 1)\tau) = \lim_{n \to \infty} x(t + \tau + n\tau) = x^p(t + \tau),
\]
showing that \( x^p \) is \( \tau \)-periodic. To establish \( \tau \)-periodicity of \( y^p \), we note that, for arbitrary \( \sigma > 0 \),
\[
\int_0^\sigma \|y^p(t + \tau) - y^p(t)\|^2 dt \leq \int_0^\sigma \|y^p(t + \tau) - (L_{n\tau}y)(t + \tau)\|^2 dt + \int_0^\sigma \|y^p(t) - (L_{(n+1)\tau}y)(t)\|^2 dt.
\]
Now the right-hand side of the above estimate converges to 0 as \( n \to \infty \), showing that \( y^p(t + \tau) = y^p(t) \) for a.e. \( t \in [0, \sigma] \). Since \( \sigma > 0 \) is arbitrary, we conclude that \( y^p \) is \( \tau \)-periodic.

The next step is to verify that \((v^p, x^p, y^p)\) belongs to \( \mathcal{B}^\infty_Z \). To this end, set \( x_n := L_{n\tau}x \) and \( y_n := L_{n\tau}y \), where \( n \in \mathbb{N} \). We start by showing that
\[
(5.13) \quad P^j y^p(t) \in Z \quad \text{for a.e. } t \geq 0.
\]
Let \( \sigma > 0 \) be fixed, but arbitrary, and note that by (5.12), \( P_\sigma y_n \to P_\sigma y^p \) in \( L^2(\mathbb{R}_+, Y) \) as \( n \to \infty \). Consequently, there exists a strictly increasing function \( \varphi : \mathbb{N} \to \mathbb{N} \) such that \( y_{\varphi(\sigma)}(t) \) converges to \( y^p(t) \) as \( n \to \infty \) for a.e. \( t \in [0, \sigma] \). Now \( P^j y(t) \in Z \) for a.e. \( t \geq 0 \), and so, by the closedness of \( Z \), \( P^j y^p(t) \in Z \) for a.e. \( t \in [0, \sigma] \). Since \( \sigma \) was arbitrary, it follows that (5.13) holds.

We proceed to show that \((v^p, x^p, y^p)\) is continuous. Using the periodicity of \( v^p \), it is clear that \((v^p, x_n, y_n)\) is in \( \mathcal{B}^\infty \), and so, for every \( t \geq 0 \),
\[
x_n(t) = T_t x_n(0) + \Phi_t u_n, \quad P_t y_n = \Psi_t x_n(0) + \mathcal{G}_t u_n, \quad \text{where } u_n = E^i f(P^j y_n) + v^p.
\]
The functions \( x_n \) converge uniformly to \( x^p \) as \( n \to \infty \), and, for every \( t \geq 0 \), \( u_n \) converges to \( v^p := E^i f(P^j y^p) + v^p \) in \( L^2([0, t], U) \) as \( n \to \infty \), where we have used that \( f \) is globally Lipschitz (as follows from (5.6)). Consequently, letting \( n \to \infty \) in the above equations for \( x_n \) and \( y_n \) and using the continuity properties of the well-posed linear system \( \Sigma \), we see that the triple \((v^p, x^p, y^p)\) satisfies, for all \( t \geq 0 \),
\[
x^p(t) = T_t x^p(0) + \Phi_t v^p, \quad P_t y^p = \Psi_t x^p(0) + \mathcal{G}_t u^p, \quad v^p = E^i f(P^j y^p) + v^p,
\]
establishing that \((v^p, x^p, y^p)\) is in \( \mathcal{B}^\infty_Z \). Combining this with (5.13) yields that the trajectory \((v^p, x^p, y^p)\) is in \( \mathcal{B}^\infty_Z \).

Invoking the estimates (5.8) and (5.9) with
\[
(v_1, x_1, y_1) = (v^p, x, y) \quad \text{and} \quad (v_2, x_2, y_2) = (v^p, x^p, y^p)
\]
shows that (5.7) holds. Finally, we note that, by (5.7), if \((v^p, x^p, y^p)\) is a \( \tau \)-periodic trajectory, then \( x^\dagger = x^p \) and \( y^\dagger = y^p \), showing the uniqueness of \((v^p, x^p, y^p)\) and completing the proof.

Our final result provides information about the response of the Lur’e system (3.1) to inputs which are asymptotically periodic in a certain sense.

**Corollary 5.6.** Let \( \Sigma, Z, \tau, \) and \( v^p \) be as in Theorem 5.4. Then, under the assumptions of Theorem 5.4, there exists a unique \( \tau \)-periodic trajectory \((v^p, x^p, y^p)\) in \( \mathcal{B}^\infty_Z \) such that the following statements hold.
(1) For every \((v, x, y) \in \mathcal{B}_2^n\) such that \(v - v^p \in L^2(\mathbb{R}, U)\), we have that \(y - y^p \in L^2(\mathbb{R}, Y)\), \(x - x^p \in L^2(\mathbb{R}, X)\), and \(x(t) - x^p(t) \to 0\) as \(t \to \infty\).

(2) For every \((v, x, y) \in \mathcal{B}_2^n\) such that \(v - v^p \in L_q(\mathbb{R}, U)\), where \(2 \leq q < \infty\) and \(\alpha \geq 0\), \(x(t) - x^p(t) \to 0\) as \(t \to \infty\), and if \(\alpha > 0\), then the rate of the convergence is exponential.

(3) For every \((v, x, y) \in \mathcal{B}_2^n\) such that \(e^{\alpha t}(v(t) - v^p(t)) \to 0\) as \(t \to \infty\), for some \(\alpha \geq 0\), we have that \(x(t) - x^p(t) \to 0\) as \(t \to \infty\), and if \(\alpha > 0\), then the rate of the convergence is exponential.

Proof. By Theorem 5.4 there exists a unique pair \((x^p, y^p)\) such that \((v^p, x^p, y^p)\) is a \(\tau\)-periodic trajectory in \(\mathcal{B}_2^n\). Statements (1), (2), and (3) now follow from an application of Theorem 4.1 with \(Z_1 = Z_2 = Z\).

Earlier papers which study the response of Lur'e systems to (asymptotically) periodic inputs include [29, 30, 44]: whilst [29, 30] adopt an input-output approach, [44] focusses on finite-dimensional state-space systems. Corollary 5.6 can be viewed as a far-reaching generalization of [29, Theorem 4], [30, Theorem 2], and the first part of [44, Theorem 1].

6. Examples. In this section, we consider two elementary examples which serve to illustrate the theory. Both are examples of controlled and observed heat equations: the first illustrates Theorem 4.1, and the second serves to illustrate two of the three circle criteria derived in section 4, namely Corollaries 4.5 and 4.7. Throughout this section, we consider real input and output spaces (so that complex ball conditions are defined in terms of complexifications); see part (1) of Remark 4.2. In what follows, recall that, as in (1.1), superscripts on state, input, and output variables refer to components within a decomposition of their respective spaces.

Example 6.1. Consider the following equations modelling the dissipation of heat in a unit rod, with temperature \(w(\xi, t)\) at position \(\xi\) and time \(t\):

\[
(6.1a) \quad \frac{\partial w}{\partial t} = \frac{\partial^2 w}{\partial \xi^2}, \quad \frac{\partial w}{\partial \xi}(0, t) = 0, \quad \xi \in (0, 1), \quad t \geq 0.
\]

The PDE (6.1a) becomes a controlled and observed system when subject to

\[
(6.1b) \quad u(t) = \frac{\partial w}{\partial \xi}(1, t), \quad y(t) = w(1/6, t), \quad t \geq 0,
\]

with single input \(u\) and single output \(y\) denoting an applied flux at the right end of the rod and an interior point temperature observation, respectively. We let (6.1) denote the conjunction of (6.1a) and (6.1b). Note that the above SISO example can be trivially embedded in the four-block framework (by choosing \(U^1 = \mathbb{R}, U^2 = \{0\}, Y^1 = \mathbb{R}, \) and \(Y^2 = \{0\}\)). The transfer function of (6.1) may be calculated similarly as in [4] and is given by

\[
G(s) = \frac{\cosh(\sqrt{s}/6)}{\sqrt{s} \sinh(\sqrt{s})} \quad \forall s \in \mathbb{C}_0.
\]

The controlled and observed PDE (6.1) may be written as a well-posed linear system \(\Sigma\) with state space \(X = L^2(0, 1)\), input space \(\mathbb{R}\), and output space \(\mathbb{R}\) (which follows from [38, Theorem 5.7.3] and standard properties of the Laplacian). We note that \(G\) has a simple pole at 0, and so \(\Sigma\) is not exponentially stable.
Consider the forced nonlinear output feedback

$$u = f(y) + v,$$

for locally Lipschitz $f$, where $v$ is a forcing function. We shall identify conditions on $f$ which will guarantee that the zero equilibrium triple of the resulting Lur'e system is exponentially ISS. To this end, we define $L(s) := sG(s)$ and note that, for every $\alpha > -\pi^2$, the function $L$ is holomorphic and bounded on $\mathbb{C}_\alpha$, and, furthermore, $L(0) = 1$. Setting

$$\lambda := 2\sup_{\omega \in \mathbb{R}} \left| \text{Re} \left( \frac{L(i\omega) - L(0)}{i\omega} \right) \right| > 0,$$

an application of [20, Lemma 3.1 and Corollary 3.4] yields that

$$\|G^{-k}\|_{H^\infty} = \frac{1}{k} \quad \forall k \in (0, 1/\lambda).$$

A numerical computation shows that $\lambda \approx 0.6638$ and so $1/\lambda > 3/2$. Invoking Lemma 2.2, it follows that the disk $\mathbb{B}(-3/2, 3/2)$ is contained in $\mathbb{S}(G)$, and thus, if $f : \mathbb{R} \to \mathbb{R}$ satisfies

$$\sup_{z \in \mathbb{R}, z \neq 0} \left| \frac{f(z) + 3z/2}{|z|} \right| < \frac{3}{2},$$

then the hypotheses of Theorem 4.1 are satisfied with $i = j = 1, Z_1 = \mathbb{R}, Z_2 = \{0\}, K^{11} = -3/2, r = 3/2$. Statement (2) of Theorem 4.1 now ensures that the zero equilibrium triple of the Lur'e system given by (6.1) and (6.2) is exponentially ISS (we let (6.1) denote the conjunction of (6.1a) and (6.1b)). Moreover, if $f$ is such that $z \mapsto f(z) + 3z/2$ is Lipschitz with Lipschitz constant less than $3/2$ (which, for example, is the case if $f$ is continuously differentiable with $\sup_{z \in \mathbb{R}} f'(z) < 0$ and $\inf_{z \in \mathbb{R}} f'(z) > -3$), then an application of Theorem 4.1 (now with $Z_2 = \mathbb{R}$) shows that the Lur'e system enjoys various incremental stability properties, including exponential $\delta$ISS.

**Example 6.2.** Consider the following equations modelling the dissipation of heat in a unit rod, with temperature $w(\xi, t)$ at position $\xi$ and time $t$:

(6.3a) \[ \frac{\partial w}{\partial t} = \frac{\partial^2 w}{\partial \xi^2}, \quad w(0, t) = 0, \quad \xi \in (0, 1), \quad t \geq 0. \]

The PDE (6.3a) becomes a controlled and observed system when subject to

(6.3b) \[ u^1(t) = \frac{\partial w}{\partial \xi}(1, t), \quad y^1(t) = w(1/4, t), \quad y^2(t) = w(1/2, t), \quad t \geq 0, \]

with single input $u^1$ and two outputs $y^j, j = 1, 2$, denoting an applied flux at the right end of the rod and two interior point temperature observations, respectively. We let (6.3) denote the conjunction of (6.3a) and (6.3b). The transfer function of (6.3) may be calculated similarly as in [4] and is given by

$$G(s) = \begin{bmatrix} \sinh(\sqrt{5}/4) & \sqrt{5} \cosh \sqrt{5} \\ \sqrt{5} \sinh \sqrt{5}/2 & \sqrt{5} \sinh \sqrt{5}/cosh \sqrt{5} \end{bmatrix} \quad \forall s \in \mathbb{C}_0.$$
space $\mathbb{R}^2$ (which follows from [38, Theorem 5.7.3] and standard properties of the Laplacian). In our four-block framework we choose $U^1 = \mathbb{R}, U^2 = \{0\}, Y^1 = Y^2 = \mathbb{R}$.

For purposes of illustration, we seek to apply Corollaries 4.5 and 4.7 to the feedback connection of (6.3) and

(6.4) \[
    u = \begin{pmatrix} u^1 \\ 0 \end{pmatrix} = \begin{pmatrix} f(y^2) + v^1 \\ 0 \end{pmatrix},
\]

with $Z_1 = \mathbb{R}, Z_2 = \{0\}, i = 1$, and $j = 2$. To this end, we consider two cases in terms of the gains $K_1$ and $K_2$ and provide sufficient conditions for the (strong) positive realness of the function

$$H := \frac{1 - K_2 P^2 G E^1}{1 - K_1 P^2 G E^1}$$

in each of these cases.

(a) $K_1 < 0 < K_2$: $H$ is positive real if the Nyquist plot of $P^2 G E^1$ is contained in the closed disc with center $\frac{1}{2} \left( \frac{1}{K_1} + \frac{1}{K_2} \right)$ and radius $\frac{1}{2} \left( \frac{1}{K_2} - \frac{1}{K_1} \right)$; see, for example, [16, Lemma 10].

(b) $K_1 < 0 = K_2$: $H$ is strongly positive real if the Nyquist plot of $P^2 G E^1$ is to the right of, and bounded away from, the vertical line passing through $1/K_1$.

Consequently, in the specific case wherein $K_1 = -2$ and $K_2 = 2$, it follows from Figure 6.1(a) that $H$ is positive real, and hence, Corollary 4.5 guarantees that the zero equilibrium triple of the feedback interconnection of $\Sigma$ and (6.4) is exponentially ISS, for any $f : \mathbb{R} \to \mathbb{R}$ for which there exists $\varepsilon > 0$ such that

$$(f(\zeta) + 2\zeta)(f(\zeta) - 2\zeta) \leq -\varepsilon \zeta^2 \quad \forall \zeta \in \mathbb{R}$$

(see Figure 6.1(b) for an illustration) or, equivalently,

$$(-2 + \varepsilon)\zeta^2 \leq f(\zeta)\zeta \leq (2 - \varepsilon)\zeta^2 \quad \forall \zeta \in \mathbb{R}.$$  

Alternatively, if $K_1 = -27$ and $K_2 = 0$, then, by Figure 6.2(a), the function $H$ is strongly positive real, and thus, invoking Corollary 4.7, we conclude that the zero equilibrium triple of the feedback interconnection of $\Sigma$ and (6.4) is exponentially ISS, for any $f : \mathbb{R} \to \mathbb{R}$ satisfying

$$(f(\zeta) + 27\zeta)f(\zeta) \leq 0 \quad \forall \zeta \in \mathbb{R} \text{ or, equivalently, } -27\zeta^2 \leq f(\zeta)\zeta \leq 0 \quad \forall \zeta \in \mathbb{R}$$

(see Figure 6.2(b) for an illustration).
Fig. 6.1. Application of Corollary 4.5. (a) Nyquist plot of $P^2G E^1$ and circle with center $\frac{1}{2} \left( \frac{1}{K_1} + \frac{1}{K_2} \right)$ and radius $\frac{1}{2} \left( \frac{1}{K_2} - \frac{1}{K_1} \right)$ for $K_1 = -2$ and $K_2 = 2$. (b) Accompanying sector.

Fig. 6.2. Application of Corollary 4.7. (a) Nyquist plot of $P^2G E^1$ and vertical line passing through $1/K_1$ for $K_1 = -27$ and $K_2 = 0$. (b) Accompanying sector.
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