INTRODUCTION TO ABELIAN VARIETIES

Let us begin with some general chat about what abelian varieties are and why they are interesting.
Anything significant said before the start of section 1 will be repeated later.

I'm going to work over C. This doesn’t in the least mean that you can’t do anything without complex
analysis. On the contrary, abelian varieties, especially elliptic curves, over number fields are the main objects
of study in large areas of number theory. But I am a complex geometer and the study of abelian varieties
over this one very special field contains quite enough to be getting on with, as well as being beautiful. Before
all the number theorists lose interest, I should point out that complex abelian varieties and number theory
are also inextricably linked and no-one can study either without some knowledge of the other.

There are lots of books. The one that I have come to regard as the standard handbook is:

H. Lange & Ch. Birkenhake, Complex Abelian Varieties (Springer)
but this covers a lot of material and assumes rather more knowledge of algebraic geometry than most recent
graduates have. A surprisingly accessible introduction can be found in the first 80 pages or so of

D. Mumford, Abelian Varieties (OUP, Bombay).

I should mention two other books by the same author, which explore related topics; the first one could serve
as a text for some parts of the course, the second is just an object of beauty:

D. Mumford, Curves and their Jacobians (Ann Arbor, Mich)

D. Mumford, Tata Lecture Notes on Theta I (Birkhauser)
Another fairly modern book on abelian varieties is

G.R. Kempf, Complex Abelian Varieties and Theta Functions (Springer)
which is not bad, though it is not error-free and the approach taken is not the one I propose to take. There
are two older books:

H.P.F. Swinnerton—Dyer, Analytic Theory of Abelian Varieties (CUP)
and, inevitably

S. Lang, Abelian Varieties
of which the first can be recommended. One or another of these books will have the answer to most questions.

So what are abelian varieties and why are they interesting? The most basic example is a smooth cubic
curve in P2, for instance

E={y’z = 42° — gow2® — g32°}

for general go, g3 € C. (Any smooth cubic can be put in this form by a change of coordinate, as long as the
characteristic of the ground field is not 2.) This is the simplest kind of non-rational variety you can have, so
if we don’t understand it we are not going to get very far. And indeed it stopped you in your tracks in your
schooldays, when you thought mathematics meant doing more difficult integrals, because you couldn’t do

/(43:3 — go — gg)_1/2 dx

or indeed [ y~ldzx if y? was given by any polynomial in z of degree > 3.

Another basic thing that we are going to have to understand if we are to make any progress at all with
complex manifolds is C/A, where A C C is a lattice of rank 2: say A = Z + 7Z. After all, this object has
complex dimension 1, so it has real dimension 2, and we know what it is as a real manifold: it’s a torus,
next to the sphere the simplest kind of compact surface there is.

In fact these are the same objects. Given A we define the Weiersrtrafl p-function
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so that p'(2) = > cp —2(2 — w)~3. Among the good properties of g is that it is a doubly periodic — that
is, A-invariant — meromorphic function on C and that if

g2=60 > wt gg=140 > w O

weA\{0} weA\{0}



then ¢(2)% = 4p(2)® — g2p(2) — g3. So the map u: C/A — P? given by u(z + A) = (p(2) : ¢/(2) : 1) for
z¢ Aand u(0+ A) = (0:1:0) actually maps C/A onto Ex = {y*z = 42® — goaz® — g323} C P2, With
a certain amount of work (nothing too strenuous) you can show that w is a biholomorphic map; moreover,
every smooth cubic curve in P? is projectively equivalent to E, for some A. So if we are only interested in
complex analysis, plane cubic curves and 1-dimensional complex tori are the same things.

But C/A has more structure than that: it’s an abelian group. That makes Fj into a group, too, by
P+Q=u(u"'(P)+u'(Q)), and the identity element is (0 : 1 : 0). We should like to have a geometric
picture of the addition: that is, we should like +: Ex X Ejx — Ej to be a morphism of algebraic varieties,
and one that we can describe in terms of projective geometry. The answer is well-known: P 4+ Q + R = 0 if
P, @Q and R are collinear. Of course you could just write that down and use it as the definition of addition,
first choosing some inflexion point to be 0. If you do, you have a rather messy job proving that what you
have defined is associative. Historically at least, it’s better to do what we were doing and start with C/A,
and then we need to understand u~!, so as to reconstruct A from Ej.

Consider n = u*(y~'dz), a meromorphic differential on C/A. Let m:C — C/A be the projection: then
7' = (ur)*(y~tdz) = (p')"'dp = dz, which is holomorphic. So y~'dx is actually a global holomorphic
differential form on Ej. Moreover, elements of A are just the periods of this form: if v is a closed path in
C/A and 4 is a path in C which lifts v then fv n= fﬁ dz = (1) —~v(0) € A, and obviously every element
of A can be got in this way.

From this it follows that u=1(P) = f(I(;l:O) y~tdz + A € C/A, and the statement that P+ Q + R = 0 if
and only if they are collinear comes down to Abel’s Theorem: if P, @, R € Fp then

P Q R
/ y tdx +/ y ldx +/ y ldr =0 mod A
(0:1:0) (0:1:0) (0:1:0)

if and only if P, @ and R are collinear. This is an addition formula for elliptic integrals (and that is of
course the form in which Abel proved it). It is quite easy now that we know all about complex analysis but
it made Abel a Norwegian national hero. It is this connexion that gave rise to the name “abelian variety”.

One other thing that we have learned is that E, has a global holomorphic differential 1-form, which
has no zeros either. This is pretty unusual and is something to celebrate: global forms are as common
as mud but only a few privileged varieties are accorded nowhere vanishing ones. It’s only got one global
holomorphic form, though, up to a constant: otherwise, we could divide another form by this one and get a
global nonconstant holomorphic function, which is against the rules. This is the differential geometer’s way
of saying that F, has genus 1.

If we want to generalise we could try several things:

a) Curves of higher genus
b) Quartics in P? and quintics in P*
c) C9/A for g > 1.

All these things are sensible: we are going to do (c). Doing (a) leads you straight back to (c) anyway,
as I will explain in a moment. Doing (b) leads you to K3 surfaces and Calabi-Yau manifolds, which are
fascinating objects but not quite of such universal occurrence as abelian varieties. Mind you, if you believe
some physicists there is a Calabi-Yau in the room you are in, or perhaps the room you are in is in a
Calabi-Yau.

Why do curves lead you straight back to things like C9/A? Because if you have a curve of genus g then
it has ¢ differentials and you integrate each one of them against each of the 2¢g loops, getting 2¢g points in C9
which generate A. It turns out that the quotient C9/A, called the Jacobian, captures all information about
the curve and is easier to study in some ways.

But actually @ is something of a miracle. If you just write down 2g elements of C9 generating a lattice A
then there will probably be no meromorphic functions at all whose periods are exactly those 2¢g numbers,
so if you consider CY9/A it won’t have any meromorphic functions and in particular won’t embed in any
projective space. If it will embed in projective space it is called an abelian variety. The abelian varieties of
dimension g form a family of dimension g(g — 1)/2 and as this is bigger than the dimension of the family of
curves of genus g, which is 3g — 3 for g > 2, most abelian varieties cannot be Jacobians. It is a hard question
(called the Schottky problem) to determine which ones are Jacobians. But there are other ways as well in



which abelian varieties (and even things of the form C9/A that are not abelian varieties) arise in geometry,
such as Albanese varieties and intermediate Jacobians, so that abelian varieties which are not Jacobians are
still important.

One warning is useful. The word “torus” is used to mean three different things. It is used by topologists
to mean a topological space that is a product of S's. As a topological space, C9/A is a torus so it is often
called a torus even when one is thinking about the complex structure. But the algebraic group (C*)™ is
also referred to as a torus. Ideally, C9/A should always be referred to as a complex torus and (C*)™ as an
algebraic torus, to avoid confusion. Alas, this is not always done. Beware!



1. Complex tori and line bundles.

In giving a course on abelian varieties, it is best to say what an abelian variety is. There are several
possible definitions, depending on one’s point of view.

Definition: A complex torus is a quotient V/A of a complex vector space V' by a cocompact lattice A of
rank 2¢g, where g = dimc V (so AQR =V).

Definition: A complex torus 7T is called an abelian variety if there exists a holomorphic embedding of T'
into I%V for some positive integer N.

Not every complex torus has such an embedding. So we had better see how far we can get just thinking
about complex tori and then try to decide which complex tori are in fact abelian varieties. It is possible to
do all this without mentioning line bundles (Swinnerton-Dyer’s book does), but I think it is worth the extra
effort because modern books do use bundles and you will need them soon.

Warning. The word “torus” is used to mean three things: topological torus, algebraic torus and complex
torus. In books on algebraic geometry the word “torus” tends to mean “algebraic torus”, because complex
tori are mostly only interesting if they are abelian varieties, and then we call them that.

Let V' = C9 have basis eq,...,e, and suppose A = @fil MNiZ (so A; € V): write

)\1‘ = i )\jie]‘.
j=1

The matrix IT = (\;;) € Mgyx24(C) is called the period matrix of the complex torus T' = V/A. Given
a matrix II € My 24(C) we can easily check whether it is the period matrix of a complex torus or not.

Lemma 1.1. II € M,y2,4(C) is the period matrix of a complex torus if and only if (g) € Mogxag(C) is

nonsingular.
Proof: To say that II is a period matrix is to say that its columns span a lattice A in V' = C9. This means

that A ® R should be the whole of V' as a set, i.e. that the columns of II should be linearly independent

over R. If they are not then IIx = 0 for some non-zero x € R?9, so IIx = [Ix = 0, and thus <g) x =0 so

II
So IIx + illy = 0 and I(x + iy) = [Ix — illy = 0. So IIx = Ily = 0 and the columns of II are linearly
dependent over R. m

(g) is singular. Conversely, if (H> is singular then for some x, y € R29, not both zero, (g) (x+1iy) = 0.

Having described our objects — complex tori — in terms of linear algebra, which is always a good thing
to do, we should like to do the same for morphisms, i.e. for holomorphic maps between complex tori. Here
the picture is very nice. It’s just like affine space: an isometry of linear spaces is got by moving the origin to
the right place and then using a linear map, and the following result is similar. First we need a definition.
Definition: If y € T the translation ¢,:T — T by y is just z — z + y. If T” is another complex torus, a
homomorphism f:T — T’ is a holomorphic group homomorphism.

Proposition 1.2. If h: T — T’ is a holomorphic map then there is a unique homomorphism f:T — T’ and
a unique y € T" such that h = t, f. Furthermore there is a unique C-linear map F:V — V' with F(A) C A/,
inducing f.

Proof: Obviously we want to take y = h(0) and f = ty’lh =t_yh. Look at fpr:V — T, where pr:V — T
is the quotient map. By the universal property of the map pr’: V' — T’ it lifts to a holomorphic map
F:V — V’'. F is not unique but it is unique modulo the action of A’, so if we specify that F(0) = 0 (we
know that F(0) € A’) then we fix F. But F(v+ A) = F(v) mod A’ if A € A, so g%:(v +A) = %(V) for
all A € A. So by Liouville’s theorem all partial derivatives of F' are constant, so F' is linear. So F'is a
homomorphism and therefore f is. m

We also want to know about kernels and images.



Proposition 1.3. If f:T — T’ is a homomorphism then Im f is a subtorus of T' and Ker f is a closed
subgroup of T': the connected component (Ker f)? is a subtorus and is of finite index in Ker f.

Proof: With F as in the proof of (1.2), we have Im f = F(V)/(F(V) N A’). Since F(A) C A, the discrete
subgroup F(V) N A’ generates F'(V') as an R-vector space, so F'(V) N A’ is a lattice in F(V), so Im f is a
torus. The kernel, on the other hand, consists of the image in T of {v € V | F(v) € A’} = F~1(A’). The
component F~*(A)% is a C-vector space because F is linear, so (Ker f)° = F~'(A")?/(F~'(A)° N A). But
F~1(A)°NA is a discrete subgroup of F~1(A’)? and it must have maximal rank because (Ker f)° is compact.
Since Ker f is compact it can have only finitely many components, so (Ker £)° is of finite index m

A particularly interesting and important case is when Im f = T" and (Ker f)? is trivial, i.e. # Ker f < oc.
Such an f is called an isogeny. You get isogenies by taking the quotient of 7" by a finite subgroup I' C T"
the only thing to be checked here is that T/T is a torus, but it is V/pr=}(T') and pr=1(I") C A is discrete
and therefore a lattice.

What takes a bit of getting used to is that isogeny is an equivalence relation.

Proposition 1.4. Suppose f:T — T’ is an isogeny and # Ker f = n (n is called the exponent of the
isogeny). Then there is a unique isogeny g: T’ — T such that gf = ny and fg = ny/, where np: T — T is
the map x +— nzx.

Proof: Ker f C Kernyp, because if z € Ker f then nx = 0 as #Ker f = n. So there is a unique map
g:T" — T such that gf = ny. This is just group theory: you define g by its kernel, which is Ker ny/Ker f.
Obviously g is an isogeny: we have fixed it so as to have finite kernel and it must be surjective simply because
dim7’ = dimT. Suppose y =z + Ker f € Kerg. Then ny = nx + Ker f =0+ Ker f € T, so y € Kerng.
So by the same as before there is an isogeny f: T — T’ such that f'g = np.. Now f'ny = f'gf = np/ f, but
np f(z) = nf(z) = f(nz) = fnr(z), so this shows that f'ny = fnr. Since nyp is surjective (we can divide
by n in V and thus also in T'), we must have f = f'. m

So it makes sense to talk about two complex tori being isogenous, meaning there is an isogeny between
them, and this is an equivalence relation. It’s nearly isomorphism for some purposes. Number theorists
usually find it just as good as isomorphism but it frequently wrecks geometric structures. This isn’t all that
surprising: we constructed it by essentially group-theoretic methods and we are still at the level of complex
tori where there isn’t really any geometry. But it’s not too bad an equivalence relation even for geometers
— a complex torus isogenous to an abelian variety is again an abelian variety, for instance.

We are now going to try to find an analogue of g, i.e. find some periodic functions whose periods are A.
It doesn’t work to write down hopeful-looking infinite sums: they all diverge. You have to do it, if at all,
by getting at two functions on V' which are not periodic but which do have some regular behaviour relative
to A, and fix up periodic functions by taking the quotient of one by the other. These not-quite-periodic
functions are examples of theta functions, though because we are still looking at complex tori one at a time
we see them only as in a glass, darkly.

Another way to look at theta functions is to think of them as sections in some line bundle on 7. This
is how I want to introduce them, but to do that I'm going to have to introduce (holomorphic) line bundles.
Some people may already be familiar with vector bundles (of which line bundles are a special case) from
differential geometry, but I won’t assume that. Let’s have a digression.

Definition: Suppose X is a complex manifold. A holomorphic line bundle on X is a manifold £ together
with a surjective holomorphic map 7: £L — X such that
i) 771(z) 2 C for any x € X;
ii) there is an open cover (Ua)aeA of X such that m:7~1(U,) — U, is the projection of a product, that
is, there is a biholomorphic map ¢q: 7' (Us) — Uq x C such that pry¢q = |r-1(,)
ili) the transition functions are well-behaved: if U, NUg # () then

bap = Pady : (Ua NU) x C— (Ua NU) x C
is biholomorphic and if U, NUg N U, # 0 then ¢op¢py = ¢a where these make sense.

In particular, if € U, N Up then ¢paglr-1(z):C — C is an element of GL(C) = C*. So the idea is that
L isn’t necessarily trivial but is locally trivial.



A section in a line bundle is a map o: X — L such that 7o = id. In other words, it’s a twisted function.
If £ is, in fact, trivial, then o really is a global holomorphic function. There is always one section, namely
the zero section, but there need not be any more. The space of sections (it’s obviously a C-vector space) is
denoted I'(£) or H°(L). In general it will be infinite-dimensional but in many important cases it isn’t. In
particular if X is compact then dim H°(L) < oo for any line bundle L.

If 0y and o1 are non-zero sections of £ then og/cy is a meromorphic function. More generally, if
00,-..,0n € H(L) are linearly independent then we get a map X — PV by z — (0o(z) : ... : on(2)), as
long as the o; don’t all vanish at once. So if we want to embed X in some projective space a good place to
start looking is at line bundles.

A line bundle on X is said to be trivial if it is biholomorphic to C x X. If ¢: Y — X is a holomorphic
map of manifolds and £ is a line bundle on X then there is a line bundle ¥*£ on Y, given by a cover
Uy =91 (Uy,) of Y.

Proposition 1.5. Every line bundle on CY is trivial.
Proof: (Optional: if you don’t know what it means, ignore it for now.) The sequence

0—>Z—>(9€27r—i(>)(’)*—>0

gives a long exact sequence
- — HY(CY,0) — H*(CY,0*) — H*(CY,Z) — ---

and both H*(C9,0) and H?(CY,Z) are trivial. m

We can use this to describe holomorphic line bundles on T'= V/A. If we have a line bundle £ on T
then pr* £ is a line bundle on V = C9 and thus trivial. So A acts, not just on V', but on V' x C = pr* L, in
such a way that (V x C)/A = L. The action is given by

A (v,a) — (V + )\7af()\,v))

and the function v — f(A,v) is a holomorphic nowhere vanishing function on V. The condition for this to
define an action of A is

FO A+ v) = F v+ @) f(u,v) (%)

and a thing satisfying this relation is called a 1-cocycle (for A, with coefficients in the nowhere vanishing
functions on V') or, in this particular case only, a factor of automorphy. Thus every line bundle on T is
determined by a factor of automorphy. However, different factors of automorphy may determine the same
line bundle. The reason is that if we pick a different isomorphism pr* £ — V x C our factor of automorphy
will be twisted by an automorphism of V' x C, i.e. by a nonvanishing holomorphic function h: V — C*. In
fact the change to f(\,v) is that it is multiplied by a coboundary, namely h(\ + v)h(v)~L.

Again we want to get back to linear algebra. Since I do not want to teach you group cohomology either
I shall produce a map out of thin air: we can write f: A x V — C* as

(A, v) = exp{2mig(A, v)}
where g: A X V' — C is holomorphic in v, and we put
Of (A ) = g(p, v+ A) + g(A+ 1, v) = g(A,v)

for \, 4 € A, v € V. This makes sense (that is, §f(\, 1) does not depend on v) and in fact §f:A? — Z,
because () gives
gA+u,v) +g(A\v) —g(p, v+ A) =0 mod 1.

df is an example of a 2-cocycle: a map F: A2 — Z is called a 2-cocycle if
8F()\’ILL7V) :F(M7V) _F()‘+N»V)+F()‘7N’+V) _F()‘vlj) =0
for all A, u, v € A. If F is a cocycle we define aF'(\, ) = F(A\, pt) — F (s, A).

6



Proposition 1.6. oF:A%? — Z is an integer-valued alternating bilinear form.

Proof:
aF(/\—|—u,1/)—aF(/\,z/)—aF(u,V):3F(/\,,u,u)—8F(y,)\,u)—8F()\,,u,V)

which is zero. m

In particular a factor of automorphy gives rise to an integral alternating bilinear form £ = adf on A,
so a line bundle on T does likewise. This form is actually ¢1 (L), or to be precise the image of ¢;(£) under
an isomorphism H?(T,Z)—> Alt?(A,Z). There are lots of things that we ought to do, such as check that
different factors of automorphy for the same £ do give the same value of ¢1(L£).

Note that E(A\, pu) = adf(A, ) is given by

E\p) =g, v+A) + g\ v) =g\ v+ p) — gy, v).

In fact this form, after being extended R-linearly to V', satisfies E(ix,iy) = F(x,y) (by a type argument
which T won’t do) and is thus the imaginary part of a Hermitian form H.
We summarise the above (which we haven’t really proved) as follows.

Theorem 1.7. Every line bundle on T is determined by a factor of automorphy f. There is a well-defined
map ¢, from Pic(T) (the set of line bundles on T) to Alt*(A,Z) given by

c (L)Y 1) = g(p, A) + g(A,0) — g(A, 1) — g(,0)

where g = 7-log fr:A x V. — C. The image of ¢y, called the Néron-Severi group NS(T), is the set of
imaginary parts of Hermitian forms whose imaginary part is integral on A.

Pic(T) is in fact a group, but we don’t know that yet. But in fact it’s easy to see: we just define the
product £1L5 to be the bundle given by the factor of automorphy fr, fr,, so that £L=1 corresponds to fgl.
It is not hard to see that it is equivalent to take £1Ly = £1 ® Lo (which suggests how to make Pic(X) a
group for general X, where the theory of factors of automorphy fails). The existence of £~! is the reason
why line bundles are sometimes called invertible sheaves. Since the group Pic(X) is abelian it is sometimes
written additively, but usually not if one is actually thinking of its elements as being line bundles (we shall
see another way of thinking of them later). Still, this does serve to remind us that O, the trivial line bundle,
corresponding to (untwisted) functions, is the identity element.

In order fully to describe line bundles on 7" in terms of linear algebra we need to understand the kernel
of ¢1, which is called Pic®(T).

Definition: A semicharacter for H € NS(T') (think of H as a Hermitian form) is a map x: A — U(1) (U(1)
is the circle group) such that

XA+ 1) = x(N)x(p) exp{im Im H (A, 1) }

so that if H = 0 then x is a character.

Let P(A) be the set of all pairs (H, x) with H € NS(T') and x a semicharacter for H. P(A) becomes a
group if we define (Hy, x1)(Ha, x2) = (H1 + H2, X1X2), since x1x2 is a semicharacter for Hy; + Hs.

The following theorem is one of the things that is called the Appel-Humbert Theorem (Mumford uses
the term for a slightly different result).

Theorem 1.8. There are maps L giving a commutative diagram with exact rows

1 — Hom(AU(@) - P{A) - NS(I) — 0
L Ll |
0 — Pic’(T) — Pic(T) = NS(T) — 0

Proof: The top row is exact by definition of ¢ and pr: (H, x) — H. The bottom row is exact by the definitions
of NS and Pic’. We need to define L: P(A) — Pic(T), show that the diagram commutes and check that
L:Hom (A, U(1)) — Pic’(T) is iso.



If D= (H,x) € P(A), define a factor of automorphy by
ap(\v) = X(N) exp{rH (v, \) + ZH(\, N}
so ap: A x V — C*. Then ap is a cocycle, since

ap(AN+ p,v) = x(A + p) exp{wH v,/\+u)+zH(/\+u,>\+u)}

XN x(p) exp {mH(v,\) + mH(v, p) + H(/\ )\)—|—7TH( )+gH()\,u)—|—1H(u,)\)}

2 2
M) x (e exp{va)\)+2H()\ A) + mH (v, u)+72TH( 1) +mRe H(A, p) }

I
=

(
(
(
x(A
(

)
)
)exp{ﬂH v+, A) + 7;H(/\ A) —imIm H (p, )}X i exp{wH(v,u)—FgH(u,u)}
)

xX(A) exp {TH (v + p, A) + gH(/\7 M) px(p) exp {mH (v, 1) + §H(,u,u)}

ap(v+ p,Nap(v,p).
From this we get a line bundle £ = L(D) = L(H, ) given by (V x C)/A, where A acts by
A (v,a) — (V4 A ap(v, N)a).

Obviously D +— ap is a homomorphism.
The right-hand square commutes if ¢; (L(D)) = pr(D), that is, if ¢; (L:(H7 X)) = H. To check this, put
x(A) = exp {2mith(N) }, so that
ap = exp {2migp(A, v)}

where . .
90\ V) = ¥(N) = SH(v, ) = TH(AN).
Then
Im 1 (L(D)) = gp(p, A) + gp(X,0) — gp (A, 1) — g(1,0)
= 2l2 [H(Av /1') - H(Nv )‘)]
=ImH

and since a Hermitian form is determined by its imaginary part it follows that c; (L(D)) = H. This also
implies that L maps Hom (A7 U (1)) into Pic’(T) and the left-hand square commutes automatically.

It remains to check that L: Hom (A, U(1)) — Pic’(T) is an isomorphism. We need to recall something
mentioned briefly earlier: two factors of automorphy define the same line bundle if they differ by coming
from different trivialisations on V x C, i.e. by a nonvanishing function on V. More precisely, f; and f> define
the same bundle if there is a holomorphic function F:V — C* such that fo(\,v) = fi(\,v)F(v)F(v+A)~!

I want to show that L:Hom (A, U(1)) — Pic?(T) is surjective, that is, that I can get any line bundle
whose Chern class (c) is zero from a homomorphism A — U(1). Suppose £ € Pic’(T) and f is a factor of
automorphy defining £. Take g = ﬁ log f as usual. I claim that f might as well be independent of v € V|
because I can find fy: V — C* such that f1(\,v)fo(v)fo(v 4+ A)~! is independent of v. We have the cocycle
condition

gA+ 1, v) = g(A, v+ p) + g(p, v)

and the condition that ¢; =0

9(k A) — g(11,0) — g(A, 1) + g(X,0) =0



both holding for all A, u and v. Take h(v) = —g¢(0,v). Then

g\, v) = h(A+v) + h(v)

9\ v) +9(0A +v) —9(0,v)
g(A,v) —g(0,v) as g(0, A +v) = 0 by cocycle condition
g(0,A) — g(A,0) by ¢1 = 0 condition

and this is independent of v, so we can take F(v) = exp {2mih(v)}.

If f is independent of v then the cocycle condition says f: A — C* is a homomorphism, so arg f: A —
U(1) is a character. Moreover, arg f and f define the same line bundle, because, since f is a homomorphism,
log |f]: A — R is an additive homomorphism, i.e. an R-linear map. So if we extend it to a function £: V — R
by R-linearity, we can also define £: V' — C by #(v) = £(iv) + il(v) and then take F' = exp{il}, making f
and arg f cohomologous. This proves that L is surjective.

Finally, we must show that L is injective on Hom (A, U(l)). Suppose x € Hom (A, U(l)) and £(0,x) is
trivial, i.e. £(0,x) = £(0,1). Then there is an F:V — C* such that x(\) = F(v + \)F(v)~! for all A € A,
v € V. As |x(A)] = 1 this implies that |F(v + A)| = |F(v)| and hence that F is bounded. So F must be
constant, and y = 1. m

Corollary 1.9. Any line bundle £ = L(H,x) has a canonical factor of automorphy ar, which is the ap
occurring above.

Summary. We have introduced the following general objects:

e Line bundles

e The Picard group Pic(X) = { line bundles on X} /isomorphism with multiplication given by ®.
and in the special case of complex tori we have also introduced

e The first Chern class ¢1(£) of a line bundle £

e The Néron-Severi group NS(X) = {c1(£) | £ € Pic(X)}

e Pic’(X) = Kercy.
I have not said, and we do not need to know, what these are in general. But they do exist in general.

We have also introduced

e Factors of automorphy

e Semicharacters and Hermitian forms integral on A
as ways of describing Pic(X). If X isn’t a complex torus then Pic(X) doesn’t have such a nice description.
Since our definitions of ¢1, NS and Pic” used these descriptions we have defined them only for complex tori.

Twice I have asserted things without proof:

e All line bundles on C9 are trivial

e The alternating form F is the imaginary part of some Hermitian form H

Our original motivation for introducing line bundles was to get embeddings of abelian varieties, i.e.
complex tori in projective space. So we want to get at sections of line bundles: the idea is that these will
serve as coordinate functions on the complex torus 7. There is another reason why line bundles are good:
once you've got varieties you can go from line bundles to divisors (formal sums of codimension 1 subvarieties)
and back, thus getting a much more geometric description of what is going on.

If £ is a line bundle on some compact complex manifold X and oy, ...,y are a basis for H(L£) (which
we assume to be finite dimensional — actually it always is) then we can define a map

br: X — PN

by ¢z(z) = (oo(z) : ... : on(z)), as long as the o; don’t all vanish at once. We say that £ is very ample if
¢ is an embedding, that is ¢, (X) = X. We say that £ is ample if LZ* is very ample for some k > 0. You
should think of a very ample line bundle as specifying what a hyperplane section will be.

We are going to identify the ample line bundles on T: in particular we are going to find out when
there are any, i.e. when T is an abelian variety. In the process we shall find out that H°(L) is always
finite-dimensional on a complex torus, though in fact this is true for any compact complex space. Recall
that if £ has a factor of automorphy f, then £®* is given by the factor of automorphy f,’j: equivalently if
L= L(H,x) then LZ* = L(kH,x*).



Definition: If f is a factor of automorphy, a theta function for f is a holomorphic function 8: V' — C such
that

O(v+ )= f(Av)0(v)

Clearly, if f defines £ then 6 gives a section of £ and every section of £ comes from a theta function.
A canonical theta function for £ = L(H, x) is a theta function for the canonical factor of automorphy for £,

FOLV) = x(N)exp {mH(v,\) + gH()\, A}

Lemma 1.10. Suppose H is degenerate. Then £ = L(H, ) is not ample.

Proof: Put N = Kery H = {v € V | H(v,w) = Oforallw € V}. If E = ImH then H(v,w) =
E(iv,w) +iE(v,w) so v € N if and only if E(v,w) =0 for all w € V. So N is a complex subspace of V
and N N A is a lattice in N, since E is integral on A. If 6 is a canonical theta function then for any v € V

O(v+ ) =xNo(v) if e NnA.

Thus |§(v + w)| is a periodic function of w € N and hence constant: that is to say, §(v) depends only on
the coset v+ N. (So (v+ ) =0(v)if A€ NNA,so x(A) =1if A € NN A: this means that actually we
might as well work with a nondegenerate H on V/N and A/(NNA)). In particular, £ cannot be very ample
as o;(z) = o;(x +y) if y € x + N/(N N A), so the o; don’t separate points. Since N is the same for L& as
for L it follows that £ is not ample. m

Lemma 1.11. Suppose H(w,v) < 0 for some w. Then h°(L) = 0: in particular L is not very ample or
even ample.

Proof: We can write w = z + \ for some A\ with z € K, K compact. Then
HH(V-FW)H = HQ(V-FZ-F/\)H
- Ha(v+z)H HX(A)H Hexp{wH(v YA+ gH()\,/\)}H
_ He(v + z)H exp{mRe H(v +2,\) + gH()\,)\)}.

But

1 1
ReH(v+z,)\)+§H(/\,)\):ReH(v—i—z,w—z)—i—§H(w—z,w—z)

1 1
:ReH(v+z,w)—ReH(V+z,Z)—|—§H(w,w)+§H(z,z)—ReH(w,z)

1
=ReH(v,w) + §H(W,W) + a function of z and v

so for fixed v we have a linear term in w + a negative quadratic term in w + something bounded, and this
tends to —oo as w — 00. So ||f(v + w)|| — 0 as w — oo, and so § = 0. Thus ~°(£) =0. m
Corollary 1.12. If £L = L(H, x) is ample then H is positive definite. m

To get at the converse to this (and more) we need a supply of sections.
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Theorem 1.13. Suppose H is positive definite and write E as a matrix relative to a Z-basis of A. Then
dim H° (L(H, X)) = Vdet E.

Proof: The idea is to use a slightly different factor of automorphy and hence slightly different theta functions
— classical theta functions — which are actually periodic with respect to about half of A. This enables us
to write down Fourier expansions for the theta functions and then see how many coefficients we can choose

before the behaviour with respect to the rest of A fixes everything else.
7]0) g) Let Ay and Ay be the Z-spans
of the first and second g elements and let V; and V5 be the R-spans. Thus E|s,xa, =0 and V; NA = A;.
Certainly Vo NiV, = 0 because H = 0 there and H is nondegenerate, so Ao ® C = V. The restriction of H to
V43 is real symmetric (because E = 0 there), so there is a unique complex symmetric extension B of H |y, xv,
to the whole of V.

Put 6*(v) = exp{ 3 B(v, V) }0(v), so that

0" (v + \) = x(\) eXp{W(H —B)(v,A\) + g(H ~ B)(\, A)}G*(v)
— V)8 (V).

Since f*(\,v) = f(\,v)exp{ZB(v,v)}exp{FB(v+ A, v+ )\)}_1, we see that f* is also a factor of au-
tomorphy for £ and 6* is a theta function for it: these are the classical factor and theta functions. It
isn’t quite true that 6* is periodic for Ay, but very nearly: the map x:As — U(1) is a homomorphism so
x(A) = exp{2mil(\)} with I: As — R being Z-linear. Extend ! to a C-linear map I:V — C (recall that
Ay ® C=1V) and consider

I can certainly choose a basis of A such that E has matrix

0(v) = exp{—2mil(v)}6*(v).
Then O(v + A) = 0(v) for all A € Ay, because (H — B)(X,A) =0 for A € As.
By Fourier analysis, with A5 = Hom(A2,Z) C Hom(V,C)
O(v) = Z am exp {2mim(v) }
meA}
0

0*(v) = Z am exp {2mi(m(v) +1(v)) }.

meA}

What conditions do the a,, satisfy? We need to look at 60*(v + ) for p € A.
* ™ *
0" (v + p) = x(p) exp {W(H —B)(v,p) + 5 (H - B)(u,u)}9 (v)

— () exp {2mif(v) + Tif(p) }° (V)
where ji(A) = E(\, p) if X € Ag and fi is the C-linear extension of E(e, i) to A; ® C = V. This is because
(H=B)(A\p) = H(u,A) — B(p, A) = =2iIm H(p, \) = 2iE(\, p) if p € A and X € As.
Comparing coefficients in the Fourier series gives

am = x(p) exp {miji(p) — 2mi(m(p) —U(p)) fam—p-

So we only need to know a,, for one m in each coset of the image in A3 of A: call this image A. There is a
little well-definedness to be checked here, for instance that Ker(u — i) C Ag, so that if iy = fi2 we get the
same equation for both a,,—;, and ap—p,, but subject to that we have proved that

(L) < A3 - Al

In fact h°(£) = ||A} : A||. To show this is a matter of showing that the Fourier series converges if the
a., satisfy the right equation. It is enough to do so for m € A + my for each myg, as that splits the series
into finitely many convergent bits. But ||ap,—a|| ~ exp {Im (4(u))} and if 4 € Ay (which it might as well
be as we are only concerned with i) then Im (ﬂ(u)) = —H(p,p), so fr — Im (ﬂ(,u)) is a negative definite

quadratic form on [X
Finally, ||A3 : Al is the index of the sublattice of Ay spanned by the rows of D, which is det D, and this
is equal to the Pfaffian v/det E. m
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Theorem 1.14. (Lefschetz) Suppose H is positive definite. Then L(H, ) is ample: in fact L(H,x)®3 is
very ample.

Proof: We need to show that £%3 defines an embedding. That means three things:
i) It defines a map: for any x € T there is a 0 € H°(L®3) such that o(x) # 0.
ii) The map ¢,es separates points: for all z, y € T we have ¢ ez(x) # dres(y).
iii) The map ¢,es separates tangent directions: d¢,es is injective at x.
It is (ii) that is difficult: the idea is that if ¢ s fails to separate points then all the sections actually
come from some quotient torus, but there aren’t enough such sections.
Suppose 6 is a canonical theta function for £ = L(H,x). If a, b € V then we can get a theta function
for L(3H,x3) = L®3 = L3 by considering

O(v)=60(v—a)d(v—Db)d(v+a+b)
O(v +\) = 0(v)x(\)? exp {rH(v—a,\)+7H(v—b,\)+7H(v+a+b)+ 3?WH()\, N}
= 0(v)x(\)® exp {3mH(v,\) + 3%TH()\, M}

So if we choose a nontrivial theta function 6 for £L(H ), which we can do if H > 0, and a point vo € V, then
we can certainly find a, b € V such that (v — a), 6(vo — b) and 6(vo + a + b) are all nonzero. Then §(v)
is a theta function for £3 such that 6(vo) # 0, and it gives a section o € H°(L3) with o(A + vo) # 0. This
proves (i).

Now for (ii). Suppose ¢zs: T — PV, given by ¢3(x) = (ao(x) U UN(SC)) where og,...,oN is a basis
for HY(L?), is not injective. Then there exist vy, vo € V such that u = v; — vy ¢ A and there is a constant
k € C* such that ¥ (va) = ki(vy) for every theta function ¢ for £3. In particular this means that if a,
b €V and 6 is a theta function for £ then 0(vy) = kf(vy), ie.

O(vi —a)f(vy —v)8(vi +a+b) =kb(ve —a)d(vy — v)i(va + a+b).

So, taking logarithmic differentials

0 0 0 0
—alogﬁ(vl —a)+ %logG(vl +a+b)= —aloge(vQ —a)+ alogﬁ(vl +a+b)

and, writing w for the meromorphic differential df/6,
—w(vi—a)t+w(vi+a+b)=—-w(vo—a)+w(vi+a+b)

so that n(v) = w(ve — v) — w(vy — v) is independent of v.
Therefore n = d¢(v), where ¢: V — C is linear. But

O(vy +v)

— dlog Y2 V)
K Og@(vl +v)

50 O(vy +v) = e/ ™MP(vy + v), and so f(u+ v) = "€/ G(v). Using the fundamental equation for 6 we
obtain

emHWA) — ot for all A € A.
So mH(u,\) — £(\) € 2miZ and in particular it is imaginary. Therefore wH (A, u) — £()\) is imaginary (as
wh(A,u) —mH(u\) € R) for all A € A. T claim that in fact 7H (A, u) — ¢(A) = 0 for any A € A. Suppose not.
Then A # 0 and we can find X € A such that M = k) for some k ¢ R. Then

TH(N u) — ((\) = H (kX u) — £(k))
k(mH(\u) — £(A)) & iR.
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If tH(A,u) —£(X\) =0 for all A € A then

2miZ > wH(u, \) — £(\)
=rH(M\u) —¢(\) + 7H(u,\) — tH(\ u)
=0+ 2miIm H(u, \)
— 2miB(u, \)

so E(u,\) € Z for all A € A. Consider At = {v € V| E(v,\) € Z VA € A}. It is a discrete subgroup of V
and it contains A (necessarily as a subgroup of finite index), so it is a lattice in V. Put A’ = A + Zu C A*:
clearly A’ is also a lattice, and A’ strictly contains A. However

O(u+v) = k"' Mo(v)

— K///e‘n-H(v,u)+%H(u,u)9(v)

where k"' = k"2 H(u,u), since if 7H(X,u) = £()\) then 7H(v,u) = {(v), by R-linearity. Now if we put
x'(u) = £ then x’ € Hom (A’,U(1)), and we have shown that 6 is actually a theta function for £(H,x’) on
the torus 77 = V/A’. But the dimension of the space of such theta functions is dety, E, which is strictly less
that detp F/ which is the dimension of the space of all theta functions: so this cannot be true for all theta
functions, contradicting our assumption.

Finally, for (iii), suppose vo € V and that there is a non-trivial tangent vector

g
0

7

S TV7V() = TT,V[)

Vo
that is mapped to zero by ¢. Then there is an ag € C such that for all theta functions ¢ for L(3H, x?) = £®3

g9
0
ao(vo) = Y @i 5 (vo),

i=1

that is,
g
(D0t ) ogw)(vo) = 0
i=1 v

(remember logy: T — £®3). Take a,b € V and 6 a theta function for £: put ¢ = 6 and t(v) =
7. aia%i(log 0)(v). Then
t(Vo—a)+t(Vo—b)—f—t(Vo—i-a—l—b) = &p

so t is linear in v. Thus )
O(v + cu) = e % TeHWg(v)

for all ¢ € C and some u € V, ¢ € C. So cu € A+ for all ¢ € C, but this is impossible because At is
discrete. m

Let us take another look at the view. We started out with complex tori and we have got as far as
determining which ones are in fact abelian varieties: we were able to embed 7' = V/A in PV if we could find
a positive definite Hermitian form H on V such that the imaginary part E takes integer values on A. This
is an arithmetic condition, and a highly nontrivial one: most lattices will not satisfy it.

We get the embedding by taking a line bundle constructed out of H and some extra data y and looking
at sections. We describe line bundles by means of factors of automorphy, i.e. by specifying an action of A
on V x C, and we describe sections by means of theta functions, i.e. A-invariant functions on V.

In two places I have asserted things without proof:

e V x C is the only line bundle on V' = C9, so we haven’t missed anything;
e the form F = ¢;(£) that you get from a line bundle £ via a factor of automorphy in in fact Im H.
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Actually, I haven’t really used the first of these yet. All the constructions — factor of automorphy, ¢y,
theta functions, ampleness — have been made for bundles coming from V' x C, and it is conceivable that
there are more bundles on V' and hence on T that I haven’t told you about. But in fact that is not the case.
Moreover — and this I haven’t said, though it’s not hard — there aren’t any other ways of embedding 7" in
PV apart from using a line bundle: given any smooth compact complex manifold X C PV I can find a line
bundle called Ox (1) which determines the embedding. So the only tori that embed in PV are the ones for
which a positive definite H is available.

This fact is a special case of something much more general which I'm going to want anyway: the
correspondence between line bundles and divisors, mentioned in passing earlier. It provides an interpretation
of line bundles (not just very ample ones) in geometric terms.

A divisor D is a sum of codimension 1 subvarieties with multiplicity. We can get a divisor D from a line
bundle £ by taking o to be a meromorphic section of £ and then taking D to be (o) =(zeros of o)—(poles
of o). Suppose I have two different meromorphic sections of £, o1 and o2: then f = o1/02 is a global
meromorphic function so (f) = (01) — (02). We say the two divisors (o1) and (o3) are linearly equivalent if
this happens.

To go from D back to £, define D locally as being given by (f, = 0) on an open set U, and take as
transition functions fo/f3 on Uy NUg. In particular if D = (f) then £ is trivial, as then f, = fg = f. Call
the bundle constructed in this way O(D). If D > 0 then f, is holomorphic.

If X is a curve and D is a divisor on X then D = Y a;P;, where P, € X are points and the a; are
the multiplicities. The degree deg D is defined to be > a;: note that deg D = 0 is not at all the same as
saying that D is trivial. For instance the divisor P — @), where P and () are distinct points on an elliptic
curve, has degree zero but is not trivial as then f would give a one-to-one map from a torus to the sphere.
The collection of all degree zero divisors is called Pic?(X): it turns out to be an abelian variety called the
Jacobian Jac(X).

2 Curves and Jacobians

From now on we are going to be using abelian varieties and algebraic varieties in general, and the first thing
we do is give, rather more precisely than before, the correspondence between line bundles and divisors.

Let X be a smooth (this is important) projective variety. There is a general principle, known as
GAGA (“géométrie algébrique et géométrie analytique”) to the effect that on projective varieties over C
holomorphic=algebraic and meromorphic=rational, and I intend to be careless about the distinctions.
Definition: A divisor on X is a finite formal sum > a;D; of irreducible codimension 1 subvarieties with
multiplicities a; € Z.

The group Div(X) of all divisors is just the free abelian subgroup on the set of irreducible codimension 1
subvarieties. A divisor D is said to be effective if a; > 0 for all i. Because X is smooth a prime divisor
Dy — that is, an irreducible subvariety of codimension 1 — is necessarily given locally by the vanishing of
some function, so if D is a divisor there are an open cover {U,} of X and rational functions f, on U, such
that ordp, fo = a;: thus D]y, = (f). The line bundle corresponding to D is O(D) and is given by the
transition functions ¢n3 = fo/fg. Conversely if £ is a line bundle with a rational section o (and at least if
X is projective any £ has a rational section), then £ — (o) inverts this.

Definition: Two divisors Dy and Dy are linearly equivalent (denoted Dy ~ Ds) if Dy — Dy = (f) for some
rational function f on X.

Lemma 2.1. There is a one-to-one correspondence between linear equivalence classes of divisors and line
bundles, on smooth projective varieties.

Proof: Two linearly equivalent divisors give the same bundle since fof/fsf = fo/fs. If 01, 02 are rational
sections then oy /09 = f is a rational function so (o1) — (02) = (f). =
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Lemma 2.2. Div(X)/ ~ is an additive group and Pic(X) — Div(X)/ ~ is an isomorphism.

Proof: If Dy, Dy ~ 0 then Dy — Dy ~ 0 as it is the divisor of f1/fa, so [D1 4+ D2 and [—D;] are well-defined
and Div(X)/ ~ is a group.
If £1, L2 € Pic(X) have transition functions ¢iﬁ, iﬁ, then the bundle with transition functions

1
ap
of £;, then o105 " is a rational section of £;£5 ", so Pic(X) — Div(X) is also a group homomorphism. m

(¢25) " is L1£5", s0 Div(X) — Pic(X) is a group homomorphism. Conversely, if o; are rational sections

Clearly D is effective if and only if the f that defines it is actually a section, not just a rational section, in
L. Two elements o; and oy of H° (C’)(D)) define the same divisor if and only if 07 = kos for some constant k.
Hence if we denote by |D| the set of effective divisors linearly equivalent to D, we have |D| = PH°(O(D)),
so dim |D| = h%(O(d)) — 1.

Now suppose that X = C'is a curve, so that a prime divisor is just a point. We define the degree of a

divisor D by
deg Z a;D; = Z a;

so deg D € Z. Since a rational function has as many zeros as poles, the degree is actually defined on Pic(C).
We can introduce Pic’(X) = Kerdeg = {£ | deg £ = 0}. This is of interest two us for two reasons, both
surprising. It’s an abelian variety, and it contains all the information about the curve C.

Let C be a curve. There are various ways of thinking of the genus ¢g(C). You can think of it as being
the number of handles that C has, or the number of independent differential forms. For now, I'm going
to assume that these are the same. So we have 2g paths 71,...,724 starting from some base point Py and
returning there, which generate the fundamental group of C', and g 1-forms wy,...,wy. We put

/\jz:/ wj
Y

and look at the corresponding matrix IT = (};;). Note that Stokes” Theorem tells us that [ ,w; = [ w; if

~; and v, determine the same homotopy class. Please believe, for the moment, that A = >~ \;Z, the integer
span of the columns of II, is indeed a lattice.
Definition: The quotient CY9/A is called the Jacobian, J(C) or Jac(C).

In fact J(C) is an abelian variety and has a natural polarisation.

Now let me beg a few questions. When talking about abelian varieties I feel a duty (not always
performed) to justify my assertions, but when talking about curves I am willing to impose a certain amount
of dogma.

Let C be an algebraic curve of genus g > 1. There is a “very basic but nonelementary” (to quote a
standard book on curves, the one by Arbarello, Cornalba, Griffiths and Harris) fact, that the number of
1-forms (that is, H°(K¢), where K¢ is the cotangent bundle) is equal to the topological genus g.

I also need to be able to use De Rham cohomology. All I need of it is HJ, though the fact above may
be interpreted as De Rham’s theorem for H2?. We define

HlljR(X ) = {Closed differential 1-forms}/{Exact forms}

By a differential 1-form we mean something which is locally of the form

n=> (fidw;+ gidy;)

with f; and g; complex-valued C*° functions. If I prefer, I can write it as
n= Z(¢id2i + idz;)

instead. The De Rham theorem says that Hpg(X) = H'(X;C) or, to be more precise, that Hj (X;R) =
HY(X;R). A similar statement holds for differential g-forms and H? for any ¢, but to prove the case ¢ = 1
you need only the Poincaré Lemma (every closed form on R™ is exact) and a belief in Cech cohomology.
The Hodge decomposition says (for curves) that Hjg(C) = H%(K¢) @ HO(K(¢); that is, that I can
always choose ¢ and v in n = ¢dz = dZz to be holomorphic and antiholomorphic respectively, without
changing the cohomology class of 7. This is a very special case of something far more general.
One other thing you will have to believe is that wedge product of forms agrees with intersection: I will

explain this when I need it.
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Theorem 2.3. The matrix IT € Myy24(C) given by

" w1 ce f’Y2g w1

fVl “g T fvzg Wy
is the period matrix of a complex torus.

Proof: Note first of all that fv w is well-defined for v € H1(C;Z) by Stokes’ Theorem, so the assertion makes

sense. We need to show that the matrix (%) is nonsingular. Suppose that x (%) = 0: then

(where x = (@1,...,Z4,Y1,-..,Yy) € C?9), and therefore

g
Z Tjwi + Yjw; ) =0

j=1

for all i. The isomorphism
Hip(X) — HY(X;C) = (Hi(X;Z)® C)"

77'—>(Z Ci ®%’*—>Zcz‘ / n)

It is clear that this is at least plausible in that if 7 is exact it returns zero, so we have given a well-defined
map from Hpp to H'. Moreover, if we believe De Rham’s theorem, if [ (37, (zjw; + y;@;)) = 0 then
> (xjwj +y;05) = 0 also. But {w;} and {®;} between them span H°(K¢) ® HO(Kc¢) = Hiyg (C), so this
implies x = 0. ®

is given by

Now I want to check that J(C) is in fact an abelian variety, i.e. that there exists a positive definite
Hermitian form H on V = CY taking integer values on A.
Let us now decide which basis of Hy(C;Z) we are talking about. We want one such that the intersection
number ~;7y; (strictly speaking, the dual of the cup product of the Poincaré duals) is given by the matrix
0 -1
()
Define an alternating R-bilinear form E on H°(K¢)* by choosing as R-basis for V = H?(K¢)* the set

{Ai=wr— f )} and declaring E to have matrix <O _1> with respect to this basis. Then define H on

1 0
H°(Kg)* by H(u,v) = E(iu,v) +iE(u,v). Clearly this determines a (not obviously Hermitian) form that
takes integer values on A, because (f,y Wi, f% wg) is just A; expressed in terms of the basis wi,...w, for
HO(Ko).

We need to check that H is Hermitian and positive definite.

Theorem 2.4. Suppose II € Myy24(C) is a period matrix for some complex torus X. Then X is an abelian
variety if and only if the Riemann relations

oA I =0, iMA™YTI >0

are satisfied for some nondegenerate integral skew-symmetric matrix A.

This follows at once from the two lemmas below. Take the basis A1, ... Aay for A obtained from II (that
is, think of A as being spanned by the columns of II) and let E be the alternating form whose matrix with
respect to {\;} is A. Put H(u,v) = E(iu,v) +iE(u, V).
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Lemma 2.5. H is Hermitian if and only if ITA=1 I = 0.

Proof: H is Hermitian if and only if F(iu,iv) = E(u,v) for all u,v € V. Put P = (g) and S =

( 110 7(;1 >, and let I = P~'SP. Thus Il = I1] and —iIl = I1/. The statement that the matrix of E with

respect to {\;} is A means that
E(IIx, IIy) = "xAy

for all x,y € V, so if H is Hermitian exactly when
TxAy = E(IIx, Ily)
= E(illx, illy)
= E(IlIx,111y)
= 'x'IAly,

that is, when A = "x"TAI'y. Hence
A=TPST(P~1AP'SP

which simplifies to
(PATYTP)"l = S(PAT'TP)!S.

() ()= (0 ) () () (7 )

A YT = —T1A~ 11

This says

and hence

as required. m
Lemma 2.6. H is positive definite if and only if illA=! "Il is positive definite.

Proof: In fact the matrix of H is 2i{ITTA~' TII. To see this, put u = IIx, v = [Ty and calculate E(iu,v) and
E(u,v), thus:
E(iu,v) = E(illx, Iy)
= E(IlIx,11y)
= x'1A4y

T(g) TP1TrAP! (i)

T(g) TPl TpTsTp=tap-! <z>
(D) ()

() G ™5™ ()

DA~ 'y — Tai(TTA~ v

—~

= "wi

since ITA™! I = 0; and similarly for E(u,v). m

Now we want to apply the Riemann relations to the Jacobian, in order to show that the Jacobian is
indeed an abelian variety.
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Theorem 2.7. Jac(C) is an abelian variety with a principal polarisation defined by E.

Proof: We need
0 -1\
II (1 O) II=0

. 0 -1\ -~
zH(l 0)1’[>0.

and

The first of these is straightforward:

2g 2g
Z I B Il = Z (/ wiEjk/ w)
Yi Yk

J.k=1 j,k=1
g 29
= / wi/ wy | + E _/ wi/ wi
j=1 Vi Yitg j=g+1 Vi Yi—g

0.

The other needs a fact. As before

V1L, By, = V=1 i </% Wi) </w wz) Ej.

jik=1

Let n1,. .., m24 be the basis of H (C) dual to {f7 }: that is, fv- n; = ;5. Then w; = Z?il (fﬁ/ wi) n; (just
J J J

calculating the coordinates). Because cup products in H}DR(C) are given by A and agree with intersection

numbers

/ni/\nj:'Yi"Yj:Eijy
c

V=1 Ejlly, = V-1 ig: (sz> (/le>/c77j/\77k

jk=1

:\/71/(4)2'/\(.7)1
c

SO

and in particular wy/—1I1E Mo = ifc w A @, which is positive as it is the volume of C' with respect to the
positive real 2-form iw A ©. =

Now we come to something interesting and important: the Abel-Jacobi map. This is one of the most
fundamental tools in the theory of curves (and it has important generalisations to higher-dimensional varieties
as well).

Suppose D is a divisor of degree 0 on a curve C' (we write D € Div’(C)): this means that D =
P+ -+ P.— Q1 — - — Qp, where P; and @ are (not necessarily distinct) points of C. Define the
Abel-Jacobi map

a: Div?(C) — Jac(O)

k Qi k Qi
a:D — /w,..., /w)

Lemma 2.8. The map « is well-defined: that is, it does not depend on the representation of D.

by

Proof: The representation of D is non-unique in two ways: we could add and subtract a point P (thus
0 = P — P) and we could re-order the P; and Q;. Also, [ g ’ w is not well-defined because we have to specify
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a path from P; to @;. Let us deal with the last difficulty first: if gamma,; and +] are two paths from P; to

Q; then
S[o-S[w=[ wer
i i i Y i YT

so the two integrals define the same point of Jac(C). Similarly, any path v from P to P simply gives an
extra term f7 w; which is in A, so adding and subtracting a point P makes no difference either. Finally

Q1 Q2 Q2 Q1 Q1 Py Q2 Py
/ %+/ %—/ %—/ %2/ %+/ %+/ %+/ wj
Py Py Py P Py 1 Py Q2
Py
:/ Wi c€A
Py

So that was easy. However, much more is true. Abel’s theorem states that the kernel of « is precisely the
set of linearly trivial divisors, in other words, that o induces a map a: Pic?(C) — Jac(C), which is injective.
And the Jacobi inversion theorem says that this « is also surjective.

Before proving either of these statements I'd like to think about what they mean. One way of looking
at it is to say that we have classified all line bundles of degree zero, and hence all line bundles, on C'. Note
that there is also a map a(®: Pic?(C) = {line bundles of degree d} — Jac(C), which is also an isomorphism,
though not so natural a one as it depends on the choice of one divisor of degree d, say Dy = dP for some
point P € C. It is given by

and we are done. m

oD (D) = a(D — Dy).

Another useful thing to look at is the symmetric product SC = {P, + ---+ P; | P, € C}. This is
a complex manifold of dimension d, and there is a map v4: S4C — Jac(C) given by ¥g(Py + - + Py) =
D (P4 -+ Py). g is well-defined up to translation by an element of Jac(C): we had to choose an element
Dy € Pic?(C) to start with and if we choose D} instead we move ¢4 by Dy — D}y € Pic’(C) = Jac(C). The
fibre w;l(D), if D € Im1)y, is the linear system |D — Dy| and this turns out to be a good way of thinking
about linear systems. For example, if 14: S?C' — W, = Im1), is an isomorphism then every degree d linear
system is trivial, but if some fibre has dimension at least 1 then there is a d-to-1 map C' — P'. In particular,
1 = a: C — Jac(C) is an embedding.

Theorem 2.9. (Abel’s Theorem) If D € Div"(C) then a(D) = 0 if and only if D is linearly equivalent to
zero.

Proof: First we show that a:Pic’(C) — Jac(C) is well defined, i.e. that if D ~ 0 then a(D) = 0. Suppose,
then, that D = (f) for some rational function f on C. Define

w: Pt — Jac(C)

by w:(zo : 1) +— af(zof — 1)) (here we are thinking of f as a map from C to P* and z¢ and z; as
homogeneous coordinates on P'). Then p must be constant. There are various ways to see this. One
argument is topological: if p is nonconstant it must be open and therefore an injective map from a 2-
sphere to a torus, which is impossible. A better argument, from our point of view, is that p*dz; must be
identically zero as it is a global 1-form on P!, but then du = 0 so p is constant. Since yu is constant, we have
a(D)=p(1:0)=pn(0:1)= a((fl)) =0.

The converse is much harder. We start by translating the problem into one about differential forms
with poles. Suppose that D =Y (P; — Q;) = (f). We can express this by saying that the differential

Lod_ Ldlogf

"Tomi T omi

has simple poles at P; and @Q; and (assuming for the moment that the P; and Q; are all distinct) it has residue 1
at each P, and —1 at each Q;. If the P, and @); are not distinct we simply write D = > a;P; + > b,Q;,
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with the P; and @, all distinct: then n has simple poles at P; and @); with residues a; at P; and b; at Q.
Moreover we have fixed things so that
/ nes
¥
for any loop v C C\ {PF;, Q;}.
Suppose we have an n with all these properties. Then choose a base point O € C'\ {P;,Q;} and put

F(P) = exp{2mif ).

Then f is a well-defined meromorphic function and (f) = D. So if we start with some divisor D and assume
deg D = 0, that is, > a; + >_b; = 0, and produce a differential form 7 with simple poles with the right
residues and such that f7 71 € Z for loops 7 missing P; and @), then we can produce a function f such that
(f) = D and we shall have proved Abel’s Theorem.

We first try to produce a differential with the specified poles and residues, without worrying about
fv n € Z. If you know sheaf cohomology this can be done in two lines: the short exact sequence

0— Q6 — Q(XP+X0Q;) — @ Cra@Co, — 0
P; Qj

induces s
-— HY(26 (P + Q) —C" — H'(Q¢) — -

and h1(C) = 1 so dimcokerd < 1; but Imd C {> a; + > b; = 0}. This, however, uses quite heavy
machinery: I intend to give, essentially, this proof, but in an elementary way.
Observe first that if 7 is a 1-form with (perhaps) poles at P; and @; and residues a;, b; there, then

2wy a; + 2wy b = / n+ / n
> 2.bs Z loops around P; Z loops around Q);

/ \/eW‘ oles 77
¢ .

This is just Stokes’ Theorem. We calculate the residues at each important point by taking a small disc centred
there and integrating n around the boundary of that disc, but we can equally consider the boundaries of the
discs as being the boundary of what is left of the curve after we remove those discs. What we want to know
is that this is the only condition on the a; and b;.

Choose, as above, a small disc A; around each P; and similarly A;- for each @;. Take a 1-form 7; on A;
with just a simple pole at P;, having the right residue: if z; is a local coordinate at P; we can use nﬂ’%‘iz’i:
do the same for ();. In other words, find local solutions to the problem. Use the A; and A;- as part of an
open cover {U,} of C with a 1-form 7, on each U,, holomorphic except for the singularities we have just
described.

Now take a C'*™ bump function f; which is equal to 1 near P; and is zero outside A; (and similarly for
Qj, B}, A}). Let ¢ = 0 outside the A; and A’ and on A; put

0 _

(and similarly on A7%). If there is a global C*° (1,0)-form ¢, that is, something which is everywhere locally
of the form ¢ = gdz with g a local C* function, such that 1 = 9¢, then n = 3 Bin; + > Bin; — ¢ has

the right poles and it also has dn = 0, so it is holomorphic. (Recall that d¢ = %(dz A dZ), and note that
d =0+ 0 so d¢p =dgp.) So we are all right as long as we can find an appropriate ¢.
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All C* (1,1)-forms are d-closed (since there are no nontrivial 3-forms on the 2-manifold C'), so the
statement that ¥ = 0¢ = d¢ amounts to the statement that v is cohomologically trivial: to be precise, that
[] = 0 in HEx(C) = {closed 2-forms} /{exact 2-forms}. But H3y(C) =2 H*(C;C) = (H2(C;Z) ® C)" by

E—s (k:+—>k: Z resP(f))

pPeC

SO Y — (k — k(> a; + sz)) which is zero. Consequently (assuming we believe De Rham’s Theorem, as
usual) such a ¢ does exist.

Next, we need to adjust the n we have found, without changing the poles, so as to arrange for its periods
to be integral, that is, for f% n € Z. We can certainly arrange this for the first g loops: in fact, by adding

on an appropriate holomorphic 1-form (a sum of w;’s) we can arrange for f n=0if 1 <i < g. Suppose we

have done this. We need to be able to tell what the other f 1 are so that we can adjust them. For now I
will simply say what the answer is and prove it later as a separate not especially hard, lemma.

Fact: If we choose a base point O and a form 7 with f% n =0 for i < g (and ~; as usual) and with
residues 1/2mi at a point P and —1/27i at a point @, then

P Q P
Lol Lo
Yitg o o Q

where wy,...,wy is a basis for the space of 1-forms on C such that f'w w; = 0;; (we can arrange this as we

know the corresponding quadratic form is positive definite), and the integrals f(l; and fg are taken along
some paths not depending on i. So if we write our divisor D as P| — Q1 + Po — Q2+ - - - + Py — Q4 we can
assign an 7y to each P, — Q and then take n = > . With this notation (so the points Py and Qj are not
necessarily distinct, but we do not have to think about multiplicity)

Pk
[.=%],
Yitg k k

In fact I might as well assume from now on that D = P — @, since I can add Ds by adding ns or multiplying

fs.
By hypothesis

SO

where v = Z?il m;7yj. Now take o =n —3°9_, mjyqw;. Then fori<g

g
/n’=/n—zmj+g/wj
i i j=1 Vi

= Mjtg € Z
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since f% n =0 and f% wj = d;;. On the other hand

=g Jj=1
Q g
:/ Wi — E mj+q/ Wi
P j=1 Yi+g
29 g
= mJ/ Wi — E :mj+g/ Wi
j=1 REj j=1 Vitg
g g
=m; + E m]+g/ Wi — § :mH—q/ Wi
j=1 Yitg j=1 Yit+g
=m; €7Z

using the fact that fw w; = ¢;; and, from the Riemann relations, f'YjJrg wi = f%H w;.

We still have to find out about residues. We do this by cutting the curve C open and integrating. It
won’t make any difference to the periods of 7 if we assume that all the loops ; start from a common base
point S € C.

Lemma 2.10. Ifn is a 1-form having simple poles only at points Sy, (not lying on any of the ~y;s) then for
any holomorphic 1-form w

>(/

=1 Vi

Sk

TR RICE

k

where the path of the integral [ 5 * w does not cross any of the ~;s.

Proof: Cut C open along all the ;s and call the resulting closed 4g-gon A. Then 0A = 3. v + Yiyg +
o7 ! —i—’y;_lg7 where 7! denotes v with the opposite orientation: we simply go round the edge of A identifying
alternate edges if we want to recover C'. On A we can integrate w and define a function

h(P) :/Spw

as A is simply-connected. Obviously if P and P’ are points of A that are identified in C then h(P) and h(P’)
)

differ by a period of w. In fact it is very easy to see that if P € +; and P’ € ;' then h(P)—h(P’) = — vy @
itg
for i < g and f'y-, w for i > g.

Now we integrate hn around the edge of A:

hn = 2mi resg, (hn
B > ess )

=27 Z resg, (1)h(Sk)
k

Sk
= 2mi Z resg, (1) / w.
P’ s
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But

S—
>
g
I
M«
S~

+ / )
i+ 77+q+wl+g

_ Z / P& 3 (h(P) = H(PD(P) + [ P sy (h(P) ~ b(P)(P))

DO /"+/ “J.0)

which is what is claimed. m

When we used this we were in the special case w = w; and f% n =0, and we solved for f%ﬂ n.

Much of this account follows Griffiths and Harris.

Now we come to the converse result. We are going to see that the injective map o: Pic’(C') — Jac(C)
is in fact an isomorphism. In fact we can prove rather more than that.

Theorem 2.11. (Jacobi Inversion Theorem) Suppose Q € C and w1, ...w, form a basis for H*(K¢). Then
for any point a € Jac(C) there exist points Py, ..., P, € C, not necessarily distinct, such that

a(im—@) =

In particular a: Pic’(C') — Jac(C) is an isomorphism.

If we were interested only in proving the surjectivity it would be enough to show the existence of
Py, ..., P, for k> 0 having this property but we can get this rather handy bound without any extra effort.
Proof: Consider the gth symmetric power SYC. I mentioned this at the start of the section. It is the set
of unordered g-tuples of not necessarily distinct points in C, and an element of S9C' is normally written as
Py +---+ P,. Since we don’t care what order the P; mentioned in the theorem come in it is clear that SIC
rather than the Cartesian product CY is what we should be looking at. It is also clear that « and @ jointly
induce a map

al9):89C — Jac(C)
given by

g P; 9 P;
a(g):p1+...+pg+_>(2/ wl""Z/ wg>.
i=17Q i=1 7@

The theorem asserts that o9 is surjective. This is actually not very hard — not nearly as hard as Abel’s
Theorem, anyway. The first thing to do is to notice that SY9C is a compact complex manifold. Actually we
don’t even need that much. S9C is the quotient of C? by a finite group (the symmetric group on g elements)
so it is certainly compact. Near a point (P, ..., Py) € C9 with all the P; distinct — that is, on a dense open
set — the quotient map is an isomorphism, so SYC is smooth there. That is enough, but with very little more
work one can see that S9C really is smooth everywhere, though we shan’t need it. If there are coincidences
among the P; then there is a nontrivial local isotropy group, which is a product of smaller symmetric groups.
These are generated by transpositions, which act as reflections, so by a theorem of Chevalley the quotient
is still smooth. You can see this directly by writing down charts, using elementary symmetric polynomials
in the local coordinates in CY to get local coordinates on S9C, or (what comes to the same thing) thinking
about the tangent space to S9C.

Let D = Py +---+ P, be a point of S9C with the P; distinct, and take local coordinates z; near P; on C,
so that the z; can also be thought of as local coordinates on S9C. A point near D is thus D' = z1 +--- + 2,
and

wj

dz;
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(Here we are dividing one holomorphic 1-form by another so as to get a function locally: i.e. w; =Y. h;jdz;
in a neighbourhood of D, because every 1-form looks like that, and w;/dz; = h;; by definition.) We can

consider the Jacobian matrix — the other kind of Jacobian, but the same Jacobi — (85‘;) ), which is (w;/dz;)

near D. I claim that it is generically non-singular, that is, that for D in an open dense set it is of maximal
rank g. Choose D such that w; does not vanish at P; (a nontrivial but harmless condition). Since we are
on a curve, w;(P}) is just a number (the cotangent bundle is a line bundle) and for ¢ > 1 we can replace w;
by wi(Py)w; — w;(Py)w;. By doing this, we can assume that w;(P;) = 0 for ¢ > 1. Next we assume that
wa(Py) # 0 and repeat the process, ending up with an upper-triangular matrix with w;(P;)/dz; along the
main diagonal: this is still the Jacobian matrix, though expressed in different coordinates. It clearly has
maximal rank, so the Jacobian matrix has maximal rank generically.

But this implies that a(9) is surjective, because S9C and Jac(C) have the same dimension and a(9)
is proper (in the context of holomorphic maps, that means “compact fibres”). So by the Proper Mapping
Theorem a(g)(Sg () is an analytic subvariety, and it contains an open set since a9 is an isomorphism at
least somewhere, so it must be the whole of Jac(C). m

This is, admittedly, a little unsatisfactory, since the Proper Mapping Theorem, though obvious, is
rather hard (it’s a little easier if you know, as in this case, that the varieties involved are smooth). An
alternative way of finishing is to say this. Let £ be a volume form on Jac(C), so fJaC(C)§ > 0. Then

/. 90 a@*¢ > 0, because o9 is surjective and locally injective almost everywhere. But we can find a real
C™ (29 — 1)-form ¢ on Jac(C) \ {x}, for any point x € Jac(C), such that £ = d(. We can do this because
HIQ)QR(JaC(C) \ {x}) = H?I(punctured torus;R) = 0. If we could do this for an x ¢ a9 (S9C) then we
should find

0< / al9*¢ = d(a9*¢) =0
SaC as9C

which is absurd.
Corollary 2.12. o'9 is generically 1-to-1.

This means that a(9) is birag?nal.
Proof: By Abel’s Theorem, (9 (a) = |a + gQ| = |D| = PH°(O(D)). But since S9C' and Jac(C) have
the same dimension, this fibre is of dimension zero in general, and a zero-dimensional projective space is a
point. m

Corollary 2.13. Every divisor D on a curve C of genus g such that deg D > ¢ is linearly equivalent to
some effective divisor. If deg D = g then for almost all D the effective divisor is unique.

Corollary 2.14. If C is of genus 1 then C = Jac(C). In particular, every curve of genus 1 is C/A for some
lattice A (and therefore has the structure of an abelian group once a base point is given).

Just to establish that something can really be done with this I will use Jacobians to prove Riemann-Roch
for curves, and I will say a lot more about what else can be done.

Theorem 2.15. (Riemann-Roch) Let C' be a smooth curve of genus g > 1. then for any line bundle O(D)
on C
h’(O(D)) — h°(O(K — D)) = deg(D) — g + 1.

Proof: Tt will be enough to show R-R (as Riemann-Roch is frequently abbreviated) for the case |D| # 0
because then we can argue as follows: it must be true for D = K because K > 0 (there are global 1-forms,
indeed g of them), so deg K = 2g — 2. So either deg D > g, or deg(K — D) > g, or deg(K — D) =deg D =
g—1. If deg(K — D) = deg D = g — 1 and neither D nor K — D is equivalent to an effective divisor, so
|D| = |K — D| =0, then h°(O(D)) = h°(O(K — D)) = 0 = deg(D) — g + 1 anyway. Otherwise one of |D|
and |K — D] is nonempty, by assumption if deg D = g — 1 and by Corollary 2.13 otherwise. Without loss of
generality we may assume it is D.

So suppose [D| # . Then h°(O(D)) = dim|D|+ 1 = r(D) + 1 say. We may as well assume that
D = P, + - + Py actually is effective (but the P, may not be distinct). Take local coordinates ti, ...,
in |[D| = PH°(O(D)) = P" near D. Thus D = Do = Py + -+ Py = P1(0) + - -- + P4(0) and a nearby
divisor is Dy = Pi(t) + --- + P4(t). Let z; be a local coordinate at P; on C, so that P;(t) has coordinate
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z;(P;(t)) = zi(t) (and 2;(0) = 0). (Think of t as time: z;(t) is the amount that P;, and hence that bit of D,
strays in time t.) We can also write any form w as w = h;(z;)dz; near P;, with h; holomorphic.

Consider the matrix (gf) It must have rank r at any t because for a suitable choice of dt =
J

(ot1,...,0t,) we have
<azi) 5t = 6z = oD,
at,

and this moves in an r-dimensional space (a time 6t later D could have moved in any of the r directions
in | D).
By Abel’s theorem
P;(t)
/ w = constant mod A
i JQ
SO

P;(t) zi (t)
Z/ w = Z/ hi(z;)dz; = constant mod A
0

i b i

and if we take V we get

We can simply put t = 0 in this equation, as everything is continuous, so

(hia(00), = (), < Ker ().

7

at;
space of vectors {w(Pz)} is at most d — r. But this is precisely the space of all ws modulo the ones that
vanish at P;, which is H°(K)/H"(K — D). So

But dim Ker (azf) = d — r (we calculated that the rank was r a little while ago), so the dimension of the

dim (HO(K)/HO(K - D)) <d-r

and since h?(K) = g this implies h%(K — D) >g—d+r=g—d+ h°(D) - 1. So
h°(D) — h°(K — D) < deg(D) — g + 1.

For D = K this says deg K > 2g — 2. We need to know that in fact deg K = 2g — 2. You can think
of this as GauB-Bonnet if you like. If we accept this we can get the equality for all divisors. Looking at
al®: S§IC — Jac(C) we see that

hO(D) — 1 = dim |D| = dima@ (D — dQ)
= dim SC — dim Jac(C)

(trivially if d < g), so if h9(K — D) = 0 we have h°(D) =d — g+ 1. If h%(K — D) # 0 we can use the above
inequality for K — D to show that

h*(K — D) — h°(D) < deg(K — D) —g+1
=29—2—deg(D)—g+1
=g—1—deg(D)

whence the result. m
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Time for another breather. I want to have a look at what we’ve done, discuss vaguely what we are going
to do, and mention one or two things that don’t fit in elsewhere.

We saw some examples of real-life abelian varieties, namely Jacobians. The first step was to go back
and forth between divisors and line bundles: this is a basic procedure and the fact that it is possible is
one of the reasons why line bundles are easier to understand than other vector bundles and why divisors
are better behaved than other algebraic cycles. We used this to get an isomorphism between an entirely
algebraic object, Pic” (C), and a transcendental object, Jac(C). This in itself is obviously nontrivial. To do
it, we had to spend a lot of time integrating forms with or without poles, and here I assumed two things:
the De Rham theorem

H]SR(X)( = closed i-forms / exact i-forms ) ~ ' (X;R)

and that there are g 1-forms on a curve of genus g. I also used the fact that wedge product of forms agrees
with intersection or cup product, that is, that the De Rham isomorphism is a ring isomorphism. But this we
used in only one place, when we showed that the Jacobian is actually an abelian variety. However, note the
way we did this: we wrote down an explicit and natural H, thereby equipping the Jacobian with a special
ample line bundle (and even a special divisor, ©, the divisor of zeros of the theta function, which we didn’t
need for what we did but is important). One thing we must do is think about this situation, of polarised
abelian varieties, more generally.

A polarised abelian variety is an abelian variety equipped with a member of the Néron-Severi group, that

T
=T 0)’
where T = diag(t1,ta,...,t,). The t; are positive integers, determined by H, and t;|t;+1. The type of
a polarisation is the n-tuple (¢1,...,t,): the most important case, not least because it is what naturally
happens in the case of Jacobians, is t; = 1 for all ¢. This is called a principal polarisation, frequently
abbreviated to p.p.; but other polarisations do arise in nature. Not every abelian variety has a principal
polarisation but every abelian variety is isogenous to one that does.

It turns out that in practice one has to work almost all the time with polarised abelian varieties. In
particular, it is possible to write down a sensible parameter space for polarised abelian varieties but you
really need the polarisation to achieve this. For instance, an elliptic curve can always be thought of as a
plane cubic (and this embedding corresponds to a polarisation — in dimension 1 we don’t need to worry
about type) with equation (in characteristic not 2) Y27 = 4X3 — gy XZ% — g3Z3. The only parameter we
need then is the famous j-invariant

is, with an H. H is determined by F and with a suitable choice of basis for A, E has matrix

1728¢3
J= =353
95 — 2793

which tells you exactly which curve you've got.

It is important to be aware that the canonical divisor of an abelian variety (indeed, the canonical
bundle of any complex torus) is trivial. This just means that there is a global non-vanishing n-form, namely
dz1 N ...Ndz,, where the z; are coordinates in C™ — clearly this is A-invariant and therefore descends to X.
This is quite unlike projective space (where K is negative in the sense that O(—mK) has lots of sections
if m is big) or most other things (in general you expect O(mK), not O(—mK), to have lots of sections —
Mori theory is about trying to arrange for K to be ample). There are other varieties with K trivial, called
Calabi-Yau varieties (or K3 surfaces, for obscure reasons, if they are of dimension 2), and they also hold
endless fascination for geometers.

Another way to associate an abelian variety with a given variety is to look at the Albanese torus Alb(X).
This is a torus with a map a: X — Alb(X) having the property that every map from X to a torus factors
through a. We shall not discuss this here but it is another useful tool, not perhaps quite as fundamental in
its importance as the Jacobian but nevertheless essential.

The theta functions associated with a polarisation actually have a second dimension, literally. Consider
for a moment the case of plane cubic curves E and their j-invariants. Pretend that you could make a surface
by gluing all the curves together, so you had a surface S and a map j: S — C such that j~!(¢) is the elliptic
curve F; whose j-invariant is t. Actually you can’t quite do this satisfactorily, but you so nearly can that it
doesn’t really matter. The theta function on the fibre E; is then just the restriction of a much better theta
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function which really is a function on S, in other words a function of two variables. This is what makes
theta functions really valuable. We shall discuss this in more detail in the next section.

3 Moduli and theta functions.

We begin with the case of elliptic curves, that is, curves which are abelian varieties. By definition we have
X = C/A for some lattice A. Let P € X be the origin. The we put, for z € C

pz) =22+ 3 [(z N2 x?}

AeA\{0}

so that

o(2) = Z —2(z—\)72,

AEA

1, p and @’ are all periodic and hence give meromorphic functions on X. Moreover, they are all sections
of O(3P), that is, they have at most triple poles at the origin and no others. On the other hand, O(P)

1/2
0 1 0 3 B . B
-1 0 3 0 = 3, by 1.13. So H°(O(3P)) =

(1,p,¢'). By 1.14, 3P is very ample, and that proves the following,.

corresponds to F = ( ) and therefore h°(O(3P)) =

Proposition 3.1. Every elliptic curve can be embedded in P? in such a way that P = (0 : 1 : 0) is an
inflexion point. m

In fact we can do better than that, and give an equation.

Proposition 3.2. The Weierstral p-function satisfies
0'(2)? = 4p(2)° — gap(2) — 93

where g = 603,10y A * and g3 = 14035,y oy A0

2

Proof: p(z) — 2z~ is an even function, holomorphic near P and vanishing there. So by Taylor’s theorem

o(2) =272 +az? +bz* + 0(2Y)
O (2) = —2273 + 2az + 4b2°> + O(2°)

so we may consider

q(2) = ¢/ (2)* — 4p(2)® + 20agp(z) + 28b
=425 - 8az7% —16b — 427% — 12b + 20az2 + 28b + O(2)
=0(2)

which is a holomorphic function near z = 0 and vanishes at z = 0. By periodicity g(A) = 0 for all A € A and
is a bounded holomorphic function, so ¢(z) = 0. We can recover g, and g3 by noting that 2a and 24b are the
second and fourth derivatives at z = 0 of E)\GA\{O} ((z -2 - )\_2), and this sum converges absolutely
and uniformly so we can also calculate the derivatives by differentiating term by term. m

Corollary 3.3. Every elliptic curve over C is isomorphic to the plane curve
Y2Z =4X3 — o X 7Z?% — 9373

for some g3, g3. ®

On the other hand, every smooth plane cubic curve has genus 1. You can either prove this directly by
making a projective change of coordinates that transforms a general plane cubic into this special-looking
one or use the adjunction formula to calculate the degree of K. Another argument is to observe that all
the smooth plane cubics form one continuous family (they can all be deformed into one another) and so the
genus must be the same for all of them. The upshot is that if we want to describe all elliptic curves we may
as well describe all smooth plane cubics of this form.
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Theorem 3.4. C/A = C/A’ if and only if j(C/A) = j(C/A’), where

172893
J==3573-
93 — 2793

Proof: Suppose first that ¢: C/A — C/A’ is an isomorphism. Then $:C — C/A’ is a holomorphic function
which is periodic with respect to A. So % is a periodic holomorphic function from C to C and thus constant:

say Z—‘E = a. Then ¢(z) = az mod A’. In particular a\ € A’ if X € A, that is, aA C A’. Similarly a=*A’ C A,
so aA = A’. But then g, = a*gs and g5 = aSg3, so j' = j.
Conversely, if j = j/, then (g5 : ¢2) = (gé3 : ggz) so there exists b € C such that b=12g3 = gé?’ and

b~12¢2 = g4>. Put X’ =bX, Y’ =Y and Z' = b3Z. Then
b3Y"PZ =4 3XP — gob TX' 2 — g3b 02"
SO , , , ,
Y/ Zl — 4X/ _ g2674Xlzl - g3b76zl
— 4X/3 o g/QX/Z/2 o géZ’g
so the two curves are projectively equivalent. m

The significance of the expression g3 — 27¢3 is that it is what is non-zero if the curve is smooth.
What we have found is a parameter space, or moduli space, for the set of all pairs

{elliptic curve E, point 0 € E'}.

(Strictly speaking one ought to reserve the term “elliptic curve” for such pairs and refer to a curve of genus 1
as a curve of genus 1. People who work over C tend to be careless about this, but number theorists, who
work over fields that are not algebraically closed, can’t afford to be because a curve of genus 1 might not
have any points at all over the field in question.) What about abelian varieties of higher dimension? It won’t
be possible to work in the same way because a good projective description won’t be so easy to find. What
we can do, though, is to give some kind of moduli space a priori, without thinking about specific projective
embeddings, essentially by looking at the period matrix. The idea is to choose a basis for A in such a way
that E has a good simple form and then write the period matrix in terms of that basis. Specifically, we can
always choose a basis A1,..., Ag, pi1, ..., ftg of A such that E has matrix (OD ZO)>, where D is a diagonal
matrix. If D = I we say that the abelian variety is principally polarised. There is no guarantee that we
can arrange for a given abelian variety to be principally polarised, but I will accept the loss of generality.
Observe, in any case, that if instead D = diag(ti,...,t,) we can take A’ to be the lattice generated by the
A; and %,ui and then C9/A’ is isogenous to C9/A and does have a principal polarisation.
From now on we shall work with principally polarised abelian varieties.

Lemma 3.5. With respect to the bases A1,...,Ag, l1,..., g for A over Z and p, ...,y for C9 =V, the
period matrix is

n=(Z1)
for some Z € Mgy 4(C).
Proof: Z is just the matrix whose j-th column consists of the coordinates of \; with respect to {;}. m

Lemma 3.6. Z = "Z and Im Z is positive definite.

-1 -1
Proof: These are just the Riemann relations. Note that H has matrix 2i (1:[ (—OI é ) TH) =
(ImZ) . m
The Siegel upper half-plane of degree g is defined to be
Hy = {Z € Myxy(C) | Z= "2, ImZ > 0}.

It is sometimes written §) or &. It is a subset of M,y 4(C) but we can also think of it as being an open (in
the usual topology) subset of C29(9+1),

28



Proposition 3.7. Points of H, are in 1-to-1 correspondence with the set of abelian varieties X of dimension g
with a principal polarisation and a symplectic basis for A = Ax.

By a symplectic basis we mean a basis Ai,...,Ag, ft1,..., 1y With respect to which F has matrix

(o)

Proof: We have already shown how to produce a point of H, from such an X. Going the other way is just
as easy: you let A be the lattice generated by the columns of (Z,I) and let H have matrix (Im Z)~! with
respect to the standard basis of C¢ = V' (which is pi1, ..., pg). Then H is a positive definite Hermitian form.
We want to show that Im H has matrix (_0] 0
assertion that the polarisation is principal. But with respect to the basis given by the columns of (Z,I), the
matrix of Im H is

) with respect to some basis for A, so as to justify our

Im ((2,1)Im 2)""(Z,I)) = Im (f) (Im 2)~1(Z,1) (as Z = 12)
= Im (RGZJ}“mZ) (ImZ) " (Re Z —ilm Z, 1)
[ —ReZ+ReZ (ImZ)ImZ 1)
n (—(ImZ)(ImZ_l) 0 )

(% 0)

What we want to do is get rid of the choice of symplectic basis. Once it’s put like that, it becomes clear
that we are going to have an action of Sp(2g,Z) on H, and the moduli space of principally polarised abelian
varieties will be A = H,/ Sp(2g, Z).

To fix notation, we make the definition that

Sp(?g,Z):{RGMggxgg(ZHR(OI é)ﬁ%:(ol é)}

This is not the only convention in use, unfortunately: sometimes (

as required. m

7 é) is replaced with another standard

0 —
I 0

to as Sp(g,Z) (the notation for dihedral groups is afflicted by the same ambiguity). Be careful! For us,

Sp(2g,7Z) is a subgroup of SL(2¢,Z) and in particular Sp(2,Z) = SL(2,Z).

Theorem 3.8. Sp(2g,Z) acts on H, by

alternating form of determinant 1 such as , and sometimes what I have called Sp(2g, Z) is referred

R— (é g) .7 — R(Z) = (AZ + B)(CZ + D).

Proof: In fact we can even take R € Sp(2g,R). Notice that if R € Sp(2g,R) then so is 'R, since
0 —I\~ 0 I\ .1
() )=
Also TAC and "BD are symmetric and "TAC — "C B = I: this follows straight from the definition and in fact

these conditions are also sufficient for R to be symplectic. Now I claim that C'Z + D is invertible, which is
one of the things we have to prove.
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Consider '(CZ + D)(AZ + B) — "(AZ + B)(CZ + D). Since A, B, C and D are real we have

CZ+D)AZ+B)- (AZ+ B)(CZ+ D) =
="2("CA-T"AC)Z + "Z2("CB — "AD) + ("DA - "BC) + 'DB — "BD
=77
=2 Im Z.

If (CZ + D)v =0 for some v € V then this gives
0=2i"vImZv = 2i (Rev)Im ZRev + 2i(Imv)Im ZIm v

so v = 0, because Im Z > 0.
Next, R(Z) = "R(Z), because

(CZ+D)(R(Z)- "R(2))(CZ+ D)= "(CZ+ D)(AZ + B) — (AZ + B)(CZ + D)
="Z("CA-TAC)Z + ("DA - "BC)Z + "Z("CB — "AD)
+ DB - "BD
=7-"Z
=0.

Finally, we must check that Im R(Z) is positive definite. But

2i'(CZ+ D)ImR(Z)(CZ + D) = (CZ + D)(R(Z) — R(Z))(CZ + D)
= (CZ+D)(R(Z)- "R(2))(CZ + D)
= (CZ + D)(AZ+ B) — (AZ + B)(CZ + D)
=ImZ

so R(Z) € Hy. It is clear that the map given describes a group action, that is, that R, (RQ(Z)) =RiRy(Z).m

Obviously these are generalisations of Mobius transformations. We are going to work with Sp(2g,7Z)
but we could instead work with any sensible discrete subgroup of Sp(2¢g,R). In the case g = 1 this amounts
to looking at the Poincaré sphere but looking at other discrete subgroups of SL(2,Q) gives other modular
curves and these are beautiful and important objects.

Theorem 3.9. If Z, 7' € H, then the principally polarised abelian varieties (Xz, Hz) and (Xz/,Hz/) are
isomorphic if and only if Z and Z' are equivalent under the action of Sp(2g,Z).

Proof: Suppose first (Xz, Hz) = (Xz/,Hz/). That means that there is a map f: Xz» — Xz which is an
isomorphism of complex tori and satisfies f*Hy; = Hyz/ (notice which way the maps go). We have long
known how to express f by an isomorphism F:V — V such that F(A") = A. Let T € My, be the matrix
of F' with respect to the basis p11,..., g of V and let R € Mygyx24(Z) be the matrix of F' with respect to the
bases A1,..., Ag, f1, .-, pg for Aand N, ... A, i, ..o, pug for A7 (so A; is the i-th column of Z, etc.). 7" and
R are called the matrices of the analytic and rational representations of f respectively. Since F(A’) C A we
have

T(Z' I)=(Z,I)R. 1

You just have to think about this: it is one of those elementary but confusing things (well, it confuses me).
The left-hand side is (F(X}), ..., F(X,), F(u1), ..., F(ug)) expressed in terms of py, ..., pug. The right-hand
side is the same thing expressed in terms of Ay, ..., Ag, pt1,. .., fig-

Put 'R = (é g) with A,B,C,D € Myx4(Z). Then () says
TZ'=7Z"A+ "B and T=2'C+'D.
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Moreover, since Z is symmetric, 'T = CZ + D which is invertible because f is an isomorphism, so
7' ="7'=(AZ+B)'T™' = (AZ + B)(CZ + D)™' = R(Z).

We need to check also that R € Sp(2¢,Z), but this is true simply because R preserves H, that is,
0 I 0 I
T _
r( S o) mr=(Y o)
Conversely, if Z' = R(Z) for some R € Sp(2g,7Z) then R determines F:V — V and hence f: Xz — Xz,
preserving H because R is symplectic, and F' is an isomorphism because R is invertible. m

Corollary 3.10. There is a 1-to-1 correspondence between the set A, of isomorphism classes of principally
polarised abelian varieties and points of the orbit space Hy/Sp(2g,7Z). m

There is a difficulty with this, though. If it is going to be any use to us we need A, to be something
we can handle, such as a complex manifold. Actually it isn’t a complex manifold. The reason why not
is that Sp(2¢,Z) has torsion and the torsion elements necessarily have fixed points (by the Brauer fixed-
point theorem, for instance): that is to say, it can happen that Z = R(Z) for some R # I. This will, in
general, cause A, to have some singularities, but they are pretty harmless ones. They correspond to abelian
varieties having extra automorphisms, so that they can be looked at in more than one way. (I'm cheating
slightly, because in fact this always happens: —I € Sp(2g,Z) acts trivially on H, and this corresponds to the
automorphism —1 of (X, H). In other words, Sp(2g, Z) acts through the quotient PSp(2g,Z) = Sp(2g,7Z)/+£1.
This doesn’t really change anything, but it is what prevents there being a universal family of elliptic curves.
You can get round it by choosing a 3-torsion point, because that won’t be preserved by —1.)

In actual fact A, is a quasi-projective variety. All I will prove here is that it is Hausdorff (and I shan’t
even do all the details of that), by showing that the action of Sp(2g,Z) is properly discontinuous. Since it
acts on Hy by biholomorphic maps this makes A, into a complex analytic space, which is a big step in the
right direction.

Theorem 3.11. A, is Hausdorff.

Proof: We need to show that if Ky, Ky C Hy are compact then R(K7) N Ky = ) except for finitely many R €
Sp(2g,Z): if we can do this then we can separate z1,x2 € A, by taking K; to be a compact neighbourhood
of some preimage Z; € Hy and then using K; \ |J R(K>) and K; \ | R(XK1).

R R

Consider the map h: Sp(2g,R) — H, given by h(R) = R(il), which is continuous. The fibre h=1(il) is

Stab(il) = {R - (é g) | (iA+ B)(iC + D)™ =i, R sp(zg,R)}

_ {Re Sp(2,R) | R = (_AB ﬁ)}
— Sp(29,R) N O(2¢, R)

since
RTR— ATA+B™ B A'B-—BTA
“"\-BTA+A™B ATA+B'B

(T 0

—\0 I
by the symplecticity conditions. As O(2¢,R) is compact this fibre is compact. Furthermore, Sp(2g,R) acts
A XTA-!
0 At
R(iI) = X +iY. So all the fibres are conjugate and hence compact, and h is surjective. With a bit more
similar work one can show that it is proper.

Now if R(K1) N Ky # 0 then R(h™!(K3)) € h™(K2) C Sp(29,R), so R € h™'(K>) [h_l(Kl)}fl. Since

Sp(2g,7) is discrete, a compact subset of Sp(2g,R) contains only finitely many elements of Sp(2g,Z). But

transitively on H, because if X +iY € H, then Y = ATA for some A and R = satisfies
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H~Y(K;) are compact and h™'(K3)[h"'(K1)] ~ C Sp(2¢,R) is the image of the compact set h~1(K7) x
h~'(K5) C Sp(2g,R)? under the continuous map (Ry, Ry) +— RiR;'. m

All this works for any sensible subgroup of Sp(2g, Q) or even Sp(2g, QNR). By “sensible” in this context
I mean that one should replace Sp(2¢g,Z) by an arithmetic group I': an arithmetic group is one for which
I'NSp(2g,Z) has finite index in both T and Sp(2¢,Z). Such a I" will arise from looking at more complicated
structures associated with abelian varieties, for instance the choice of some [-torsion points for some integer [.

Since we are dealing with principal polarisations there is a unique (up to a constant) section of the line
bundle corresponding to the polarisation (well, there are many such line bundles, but pick one). So for each
point of A, there is a canonical canonical theta function and a canonical classical theta function. Let us
return to the case g = 1, so A5 = C, to see how these theta functions fit together.

The (Riemann) theta function is a function

P CxH-—C

given by the series
Iz, 1) = Z exp{min?®t + 2minz}
nez

(which converges, very fast).

Proposition 3.12. The Riemann theta function satisfies

Hz+1,7)=9(2,71)
Wz + 7,7) = exp{—miT — 2mwiz}V(zT)

Proof: The first part is obvious. And

Yz+71,7)= Z exp {(m’n2 + 2min)T + 2m'nz}
nez

= Z exp {mi(n + 1)*1 — mit + 2mi(n + 1)z — 2miz}
neL
= exp {—miT — 2miz} (2, 7)

as stated. m

If we think of 7 as a constant we can use this to determine a factor of automorphy. In fact this is exactly
what we had when we looked at classical theta functions: recall that we had A = A; @ Ay and a function 6
which was Aj-periodic. If we put g(7,2z) = —%(7 + 22) and g(1,2) = 1 we can recover E = Im H using the
formula

Im H(A, i) = g(p, A) + g(A, 0) — g(A, 1) — g(p, 0);

thus Im H(1,1) =0, ImH(1,7) = —4(7+2)+1—1+ 17 = —1, Im H(7,1) = 1 by a similar calculation and
0 1
-1 0
line bundle L(1, H) corresponding to the principal polarisation H and the trivial character on C/Z + 7Z. In
particular ¢ is the only holomorphic function satisfying the relations above.

I want to describe two more properties of ©. One of them relates to the action of Sp, or in this case
SL(2,7Z) since g = 1. We want to have some functional equation relating the values of ¥ for given 7 to those

at+b " which after all corresponds to the same elliptic curve. We can’t actually do this for every element

for
ct+d’
of SL(2,Z) and in any case I shall not give all the details of the proof.

ImH(r,7) =0. So E = ), so 1 does indeed give a section — essentially the only section — of the
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Theorem 3.13. Suppose <Z Z) € SL(2,Z) and that ab and cd are even. Then

imez?

ct+d

9 z ar +b
cr+d er+d

):g-(cr+d)5exp{ }19(2’7)

where ( is an eighth root of unity.

Proof: (Sketch) If we look at ¥((ct + d)z,7) we get a function which is nearly periodic with respect to
z+— z+ 1. We can get real periodicity by inserting a fudge factor. Set

O(z,7) = exp {imc(er + d)2* } I((cr + d)z, 7).

Then ©(z+ 1,7) = O(z,7) by a simple but messy calculation (it matters that 2|cd because you get a factor
of e"™d) and
at +b at +b

@(z + m,T) = exp{mm_ nwie 27,7'(2’} O(z7),

by another messy calculation using 2|ab and ad — bec = 1. The details are on page 29 of Tata Lecture Notes
on Theta I, where what I have called © is called ¥. But this implies that

O(z, T)p(T)V <z, Zi;)

because of the uniqueness of ¥ which we proved above. The statement of the theorem is now that ¢(7) =
¢-(er+ d)%. We have fixed the zeroth term in the Fourier series for 9 to be 1, so fol ¥(z,7)dz = 1. Hence

1
o(1) = /0 O(z,7)dz
= /0 exp {iwc(CT + d)yz} 19((07' + d)ZT)dZ

1
= Zexp{—iwnzd/c}/o exp {im(cz +n)?(r +d/c)} dz

ne”Z

= Z exp{—imn?d/c} /00 exp {inc*2*(T +d/c)} dz
n=1 -

because exp{—imd(n+c)?/c} = exp{—imn/c}, since 2|cd. But we know the value of [ e~ dt and so this
simplifies to

[N

o(1) = Z exp{—imn®d/c}c " [(T + d/c)/i]®.
n=1

The mysterious factor of (c? which makes everything work comes from the Gauss sum S _ exp{—imn?d/c},
and we aren’t going to use its actual value so for the present we can just believe that it is what it is. m

Actually we aren’t going to use anything else now. What I will do is explain where the funny-looking
condition that ab and cd should be even comes from. The trouble is that if z = (7 + 1) then

Iz, 1) = Z exp {min®r + wint + min}

neL

= Z exp {min*t + wint} — exp {mi(n — 1)*7 + wi(n — 1)7}
neven

= Z exp {m’nQT + 7rim'} — exp {ﬂ'in2r — m'nr}
neven

= Z exp{min®7}[exp{mint} — exp{—mint}]
neven

=0
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as the n term cancels with the —n term, leaving only the n = 0 term which vanishes.

b
d> does not send (7 +1) to 3(4=L +1) modulo Ay = Z + Z<EL but to some

other 2-torsion point of C/A,/. There are three nontrivial 2-torsion points, %T, % and %T + %, and SL(2,7)

permutes them. We are interested in the stabiliser of 27+ 1. In fact SL(2,Z) acts on the set of 2-torsion
points via the quotients induced by reduction mod 2

Now in general (CCL

SL(2,7) — SL(2,7/2) = S.

This is clear, because there is a subset of SL(2,Z) which is just SL(2,Z/2), namely

o Do) )Ga)G)(0))

and these elements do the right things to %7, % and %T—l—%. So one interesting subgroup is the kernel of reduc-
tion mod 2, called the principal congruence subgroup of level 2; another, and the one we need, is the preimage

of { <(1) (1)> , ((1) (1)> } This is called T'; 5 and it is precisely given by ab = ¢d = 0 (mod 2). Of course it’s

not normal (a reflection doesn’t generate a normal subgroup of the symmetry group of a triangle — this is

the first example of a non-normal subgroup). The conjugates are the preimages of {(é ?) , (é 1) },

given by ¢ =0 (mod 2), and similarly b = 0 (mod 2).

Incidentally, we have almost shown that ¢ is a modular form for I'y . This is because if (i Z) el

b
(0, %) =(- (et + d)%ﬁ(O,T)
which, but for the (, says that 9 is a modular form of weight % Of course we can get rid of this by taking
9% instead: it is a modular form for I'1,2 of weight 2.
The principal congruence subgroup I'(N) of level N in SL(2,Z) is the kernel of reduction mod N. A
modular form of weight k and level N is a holomorphic function f(7) on H such that for all 7 € H and all

(f:‘ Z) € T(N)

F(55]) = e v s

and f is bounded near the cusps in some sense. There is an analogous definition for Sp(2¢g,Z) for g > 1, and
in that case the boundedness condition can be dropped as it is automatically satisfied.

Note that this definition only makes sense because if for R = <(Cz d

b> we put er(7) = (c7 + d)* then

eri R,y (T) = e, (R27)er, (7),

in other words that e is a 1-cocycle. So modular forms of weight k and level N are precisely the sections of
some line bundle on A, (NN). It turns out that even for level 1 this bundle is ample, and that is why A, is a
projective variety.

Here, to round things off, are two more objects in mathematics that relate to abelian varieties. Not
everything does, and I have really just been showing some — quite hard — geometry in action. But many
surprising things do.

Let us have a last look at ¥ and think about what happens if we take real parameters, replacing z € C
by x € R and 7 € H by it for t € Ry. Then

Wz + 1,it) = Ha, it)
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and
He,it) = Z exp(—mn') exp(2rinz)
neL
=1+2 Z exp(—mn?t) cos(2mnz),
neN
which is real. Furthermore 9
—(z,it) =2 Z —mn? exp(mn?t) cos(2mn)

ot
neN
and
92 (z,it) = 22 —47?n? exp(mn’t) cos(2mnx)
neN
so v satisfies the PDE 5 )
Eﬂ(x it) = yr. 5 0(w,it).

This equation is well known, though possibly not to the average geometer: it is the heat equation in one
variable, with certain boundary conditions. To explain what the boundary conditions are we need to take
lim; ¢ ¥(x,it), which doesn’t exist. But as a distribution it does exist: that is, lim; o fol f(@)d(z,it)dz
exists if f is measurable. If we take f to be a function on the circle we can write f(z) = )", am, exp(2mima),
and then

/ f(z)d(x,it)dx = /1 Zam exp(—mn’t) exp {2mi(n + m)x }d
0

n,m

_Zamexp —mn t)/ exp {2mi(n + m)z }dx

n,m

= Z a_, exp(—mn?t)
n

SO

1
tIE%/O f(x)d(z, it)dx = zn:an

= £(0)
- / F(@)0(x)dx
0

So if I take a circular piece of wire of length 1 and at time ¢ = 0 apply a lighter to it at the origin, the
temperature at time ¢ at the point x will be 9(z, it).

Finally: what do higher-dimensional abelian varieties look like as projective varieties? An elliptic curve
is a plane cubic, but what about surfaces? We can certainly get some embeddings, by taking, say, the third
power of a principal polarisation, but that is very wasteful, embedding X in P8. Maybe we can do better
by taking a polarisation but not using all the sections (i.e. not using a complete linear system to embed X)
or by using a non-principal polarisation (this turns out to be more useful). How much better? We can’t
embed an abelian surface in P? because a smooth hypersurface in P? has to be simply-connected, so what
about P%? There are indeed abelian surfaces embedded in P*. They were first discovered by Commesatti
in 1915 when, of course, nobody was paying any attention, and then forgotten for fifty-seven years. But
there is an amazing rank 2 vector bundle on P4, called the Horrocks-Mumford bundle, and it has sections (a
four-dimensional family of them) whose zeros are, in general, an abelian surface.
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