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1. Explain an operator-asymptotic approach for homogenization.

2. State some extra results that we have obtained via this approach.

3. Discuss connections with other approaches.



▪ Due to Kirill Cherednichenko and Igor Velčić. 

Applied to thin elastic plates (2022).

▪ Later applied to thin elastic rods (2023).  

Cherednichenko, Velčić, and Zubrinić

▪ Dimension reduction + Homogenization.

https://arxiv.org/abs/2112.06265v3

Let’s focus on this



Linearized elasticity in 3D. Periodic + moderate contrast regime



▪ Assumptions on the tensor 𝔸 = 𝔸(𝑦) of material coefficients

▪ (Uniformly pos. def. on ℝsym
3×3 ) There exist 𝜈 > 0 such that

𝜈 𝜉 2 ≤ 𝔸 𝑦 𝜉: 𝜉 ≤
1

𝜈
𝜉 2 ∀ 𝜉 ∈ ℝsym

3×3 and 𝑦 ∈ 𝑌 = 0,1 3.

▪ (Symmetry) For 𝑖, 𝑗, 𝑘, 𝑙 ∈ {1,2,3},

𝔸𝑗𝑙
𝑖𝑘 = 𝔸𝑖𝑙

𝑗𝑘
= 𝔸𝑙𝑗

𝑘𝑖 .

▪ (Boundedness)For 𝑖, 𝑗, 𝑘, 𝑙 ∈ {1,2,3}, 𝔸𝑗𝑙
𝑖𝑘 ∈ 𝐿∞(𝑌; ℝ3).



▪ Let 𝔸𝜀 = 𝔸( ⋅

𝜀
).

▪ Define 𝒜𝜀 ≡ 𝑠𝑦𝑚𝛻 ∗𝔸𝜀 𝑠𝑦𝑚𝛻 as the op. on 𝐿2 ℝ3; ℂ3 corresponding to the 

sesquilinear form:

𝑎𝜀 𝑢, 𝑣 = න
ℝ3

𝔸 𝑥
𝜀 𝑠𝑦𝑚𝛻𝑢 𝑥 : 𝑠𝑦𝑚𝛻𝑣 𝑥 𝑑𝑥,

where 𝑢, 𝑣 ∈ 𝒟 𝑎𝜀 = 𝐻1(ℝ3; ℂ3).

▪ 𝒜𝜀 is self-adjoint, non-negative.

𝒜𝜀 is 𝜀ℤ3 −periodic



▪ Set 𝐶#
∞ (𝑌; ℂ3) = 𝑢: ℝ3 → ℂ3: 𝑢 𝑠𝑚𝑜𝑜𝑡ℎ 𝑎𝑛𝑑 ℤ3 − 𝑝𝑒𝑟𝑖𝑜𝑑𝑖𝑐 , and define

𝐻#
1 𝑌; ℂ3 = 𝐶#

∞ 𝑌; ℂ3 ⋅
𝐻1

▪ For 𝜒 ∈ 𝑌′ define 𝑋𝜒: 𝐿2 𝑌; ℂ3 → 𝐿2(𝑌; ℂ3×3) by

𝑋𝜒𝑢 = 𝑠𝑦𝑚 𝑢 ⊗ 𝜒 = 𝑠𝑦𝑚(𝑢𝜒𝑇)

▪ For 𝜒 ∈ 𝑌′, define 𝒜𝜒 ≡ 𝑠𝑦𝑚𝛻 + 𝑖𝑋𝜒
∗
𝔸𝜀 𝑠𝑦𝑚𝛻 + 𝑖𝑋𝜒 as the op. on 

𝐿2 𝑌; ℂ3 corresponding to the sesquilinear form:

𝑎𝜒 𝑢, 𝑣 = න
ℝ3

𝔸(𝑦) 𝑠𝑦𝑚𝛻 + 𝑖𝑋𝜒 𝑢 𝑦 : 𝑠𝑦𝑚𝛻 + 𝑖𝑋𝜒 𝑣 𝑦 𝑑𝑦,

where 𝑢, 𝑣 ∈ 𝒟 𝑎𝜒 = 𝐻#
1(𝑌; ℂ3).

Periodic Sobolev space

𝑌 = 0,1 3

𝑌′ = −𝜋, 𝜋 3

c 𝜒 𝑢 𝐿2 ≤ 𝑋𝜒𝑢
𝐿2 ≤ 𝐶 𝜒 𝑢 𝐿2



▪ Define the scaled Gelfand transform 𝒢𝜀

▪ Proposition (Passing to the unit cell for 𝒜𝜺)

𝑌 = 0,1 3

𝑌′ = −𝜋, 𝜋 3

𝒢𝜀: 𝐿2 ℝ3; ℂ3 → 𝐿2 𝑌; 𝐿2(𝑌; ℂ3) = න
𝑌′

⊕

𝐿2 𝑌; ℂ3 𝑑𝜒

(𝒢𝜀𝑢) 𝑦, 𝜒 ≔
𝜀

2𝜋

ൗ3
2



𝑛∈ℤ3

𝑒−𝑖𝜒⋅ 𝑦+𝑛 𝑢 𝜀(𝑦 + 𝑛) 𝑦 ∈ 𝑌 and 𝜒 ∈ 𝑌′.

𝒜𝜀 = 𝒢𝜀
∗ න

𝑌′

⊕ 1

𝜀2
𝒜𝜒𝑑𝜒 𝒢𝜀

𝒜𝜀 − 𝑧 −1 = 𝒢𝜀
∗ න

𝑌′

⊕ 1

𝜀2
𝒜𝜒 − 𝑧

−1

𝑑𝜒 𝒢𝜀
for 𝑧 ∈ 𝜌(𝒜𝜀).

Look to obtain uniform-in-𝜒
estimates in the operator norm



▪ Define the homogenized tensor 𝔸hom through a symm bilinear form

where the corrector term 𝑢𝜉 ∈ 𝐻#
1(𝑌; ℝ3) solves the cell-problem

▪ Define 𝒜hom ≡ 𝑠𝑦𝑚∇ ∗𝔸hom(𝑠𝑦𝑚∇) as the op on 𝐿2(ℝ3; ℂ3)

corresponding to the form

න
𝑌

𝔸 𝜉 + 𝑠𝑦𝑚∇𝑢𝜉 : 𝑠𝑦𝑚∇𝑣 𝑑𝑦 = 0, ∀𝑣 ∈ 𝐻#
1 𝑌; ℝ3 .

න
𝑌

𝑢𝜉 = 0.

𝐻1 ℝ3; ℂ3 × 𝐻1 ℝ3; ℂ3 ∋ 𝑢, 𝑣 ↦ න
ℝ3

𝔸hom 𝑠𝑦𝑚∇𝑢: 𝑠𝑦𝑚∇𝑣 𝑑𝑦

𝑎hom 𝜉, 𝜁 = න
𝑌

𝔸 𝜉 + 𝑠𝑦𝑚∇𝑢𝜉 : 𝜁 𝑑𝑦, ∀ 𝜉, 𝜁 ∈ ℝsym
3×3

• 𝔸hom satisfies the same 

symmetries as 𝔸.

• 𝔸hom is unif. pos. def. on 

ℝsym
3×3 .

• 𝑎hom 𝜉, 𝜁 = 𝔸hom𝜉: 𝜁

• 𝒟 𝒜hom = 𝐻2(ℝ3; ℂ3).



▪ 𝒜𝜀 ≡ 𝑠𝑦𝑚𝛻 ∗𝔸𝜀 𝑠𝑦𝑚𝛻 on 𝐿2 ℝ3

▪ 𝒜𝜒 ≡ 𝑠𝑦𝑚𝛻 + 𝑖𝑋𝜒
∗
𝔸𝜀 𝑠𝑦𝑚𝛻 + 𝑖𝑋𝜒 on 𝐿2(𝑌)

▪ 𝒜hom ≡ 𝑠𝑦𝑚𝛻 ∗𝔸hom 𝑠𝑦𝑚𝛻 on 𝐿2 ℝ3

▪ 𝑎hom 𝜉, 𝜁 ≔ 𝑌
𝔸 𝜉 + 𝑠𝑦𝑚∇𝑢𝜉 : 𝜁 𝑑𝑦 = 𝔸hom𝜉: 𝜁,    

where 𝜉, 𝜁 ∈ ℝsym
3×3 , and 𝑢𝜉 solves the cell-problem.

▪ 𝔸hom satisfies the same assumptions as 𝔸.



Theorem There exists 𝐶 > 0, independent of 𝜀, such that

▪ 𝒜𝜀 + 𝐼 −1 − 𝒜hom + 𝐼
−1

𝐿2→𝐿2
≤ 𝐶𝜀

▪ 𝒜𝜀 + 𝐼 −1 − 𝒜hom + 𝐼
−1

− ℛ𝑐𝑜𝑟𝑟,1
𝜀

𝐿2→𝐻1
≤ 𝐶𝜀

▪ 𝒜𝜀 + 𝐼 −1 − 𝒜hom + 𝐼
−1

− ℛ𝑐𝑜𝑟𝑟,1
𝜀 − ℛ𝑐𝑜𝑟𝑟,2

𝜀

𝐿2→𝐿2
≤ 𝐶𝜀2

where ℛ𝑐𝑜𝑟𝑟,1
𝜀 and ℛ𝑐𝑜𝑟𝑟,2

𝜀 are the corrector operators defined through 

the asymptotic procedure. 

Result extends to 𝜀−𝛾𝒜𝜀 + 𝐼 −1,  

𝛾 ∈ [−2, ∞)

ℛ𝑐𝑜𝑟𝑟,1
𝜀 𝑓 = first-order term 

of the usual 2-scale 

expansion



1. Gelfand Transform

2. Spectral analysis of 𝒜𝝌

3. Fibrewise (= for each 𝝌) asymptotic expansion

4. Back to full space via functional calculus

𝒜𝜀 = 𝒢𝜀
∗ න

𝑌′

⊕ 1

𝜀2
𝒜𝜒𝑑𝜒 𝒢𝜀



Proposition There exist constants 𝐶𝑟𝑙 > 𝑐𝑟𝑙 > 0 s.t.

• The proof follows from assumptions on 𝔸 and

𝑐𝑟𝑙 𝜒 2 ≤ ℛ𝜒 𝑢

0 ≤ ℛ𝜒 𝑢 ≤ 𝐶𝑟𝑙 𝜒 2

𝑐𝑟𝑙 ≤ ℛ𝜒 𝑢

∀𝑢 ∈ 𝐻#
1(𝑌; ℂ3)\ 0

∀𝑢 ∈ ℂ3\ 0

∀𝑢 ∈ ℂ3 ⊥ ∩ 𝐻#
1(𝑌; ℂ3)\ 0

ℛ𝜒 𝑢 =
𝑎𝜒(𝑢, 𝑢)

𝑢 𝐿2
, 𝑢 ∈ 𝐻#

1 ∖ 0

• 𝑢 𝐿2 ≤ 𝐶fourier
𝜒

𝑠𝑦𝑚∇ + 𝑖𝑋𝜒 𝑢
𝐿2

• ∇𝑢 𝐿2 ≤ 𝐶fourier 𝑠𝑦𝑚∇ + 𝑖𝑋𝜒 𝑢
𝐿2

• 𝑢 − 𝑢
𝐿2

≤ 𝐶fourier 𝑠𝑦𝑚∇ + 𝑖𝑋𝜒 𝑢
𝐿2

where 𝑢 ∈ 𝐻#
1 ∖ 0



▪ Theorem The spectrum 𝜎(𝒜𝜒) contains 3 eigenvalues of order 𝜒 2, as 𝜒 ↓ 0, 

while the remaining eigenvalues are of order 1.

▪ We focus on small 𝜒, as large 𝜒 will not contribute to the overall estimate.

▪ The space ℂ3 is of key importance:

▪ ℂ3 = 𝐸𝑖𝑔 𝜆1
0; 𝒜0 ⊕ 𝐸𝑖𝑔 𝜆1

0; 𝒜0 ⊕ 𝐸𝑖𝑔 𝜆1
0; 𝒜0 = 𝐸𝑖𝑔 0; 𝒜0 = ker 𝒜0 .

▪ ℂ3 = ker 𝑠𝑦𝑚∇neumann ∩ 𝐻#
1(𝑌; ℂ3)

This is the set of rigid displacements 𝑤 = 𝐴𝑥 + 𝑐, 

by Korn’s inequality. (𝐴 ∈ ℂ3×3, 𝐴𝑇 = −𝐴, 𝑐 ∈ ℂ3)



▪ The averaging operator Pℂ3 = 𝑆: 𝐿2 𝑌; ℂ3 → ℂ3 ↪ 𝐿2(𝑌; ℂ3) is given by

▪ For 𝜀 > 0 , the smoothing operator Ξ𝜀: 𝐿2 ℝ3; ℂ3 → 𝐿2 ℝ3; ℂ3 is given by

𝑆𝑢 = න
𝑌

𝑢

Ξ𝜀𝑢 = 𝒢𝜀
−1 න

𝑌′

⊕

𝑆 𝑑𝜒 𝒢𝜀 = 𝒢𝜀
−1 න

𝑌

𝒢𝜀𝑢 𝑦,⋅ 𝑑𝑦

viewed as a function 

in 𝑦 ∈ 𝑌 and 𝜒 ∈ 𝑌′

“Smoothing” because Ξ𝜀 can 

be written as a Fourier cutoff



▪ Instead of 
1

𝜀2 𝒜𝜒 − 𝑧
−1

, look at 
1

𝜒 2 𝒜𝜒 − 𝑧
−1

▪ We have defined 𝒜𝜀 , 𝒜𝜒, and 𝒜hom. Now let us define 𝒜𝜒
hom ∈ ℂ3×3: 

Where the corrector term 𝑢𝑐 ∈ 𝐻#
1(𝑌; ℂ3) solves the (𝜒-dependent) 

cell-problem

𝒜𝜒
hom𝑐, 𝑑

ℂ3 = න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢𝑐 + 𝑖𝑋𝜒𝑐 : 𝑖𝑋𝜒𝑑 , ∀𝑐, 𝑑 ∈ ℂ3.

Assume 𝜒 ≠ 0.

න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢𝑐 + 𝑖𝑋𝜒𝑐 : 𝑠𝑦𝑚∇𝑣 𝑑𝑦 = 0, ∀𝑣 ∈ 𝐻#
1 𝑌; ℂ3 .

න
𝑌

𝑢𝑐 = 0.

These problems 

appear naturally in the 

asymptotic expansion.



1. 𝒜𝜒
hom ∈ ℂ3×3 is Hermitian.

2. 𝒜𝜒
hom = 𝑖𝑋𝜒

∗
𝔸hom(𝑖𝑋𝜒). 

3. There exist 𝜈1 > 0, indep of 𝜒, such that

4. Proposition (passing to the unit cell for 𝒜hom):

Proof of 4 go through key ingredients if time permits.

• 𝒜𝜒
hom𝑐, 𝑑

ℂ3 = 𝑌
𝔸 𝑠𝑦𝑚∇𝑢𝑐 + 𝑖𝑋𝜒𝑐 : 𝑖𝑋𝜒𝑑

• 𝑢𝑐 ∈ 𝐻#
1 solves the 𝜒-dep. cell-problem

𝜈1 𝜒 2 𝑐 2 ≤ 𝒜𝜒
hom𝑐, 𝑑

ℂ3 ≤ 1
𝜈1

𝜒 2 𝑐 2 ∀𝑐 ∈ ℂ3

𝒜homΞ𝜀 = 𝒢𝜀
∗ න

𝑌′

⊕ 1

𝜀2
𝑆∗𝒜𝜒

hom𝑆𝑑𝜒 𝒢𝜀 .

Get this by comparing the 

definitions of 𝒜𝜒
hom and 𝔸hom.



𝒜homΞ𝜀 = 𝒢𝜀
∗ න

𝑌′

⊕ 1

𝜀2
𝑆∗𝒜𝜒

hom𝑆𝑑𝜒 𝒢𝜀 .

▪ 𝒜hom = 𝑠𝑦𝑚∇ ∗𝔸hom(𝑠𝑦𝑚∇) has the same form as  𝒜𝜀 = 𝑠𝑦𝑚∇ ∗𝔸 (𝑠𝑦𝑚∇), thus

where 𝒜hom−full = 𝑠𝑦𝑚∇ + 𝑖𝑋𝜒
∗
𝔸ℎ𝑜𝑚(𝑠𝑦𝑚∇ + 𝑖𝑋𝜒),   with    𝒟 𝒜𝜒

hom−full = 𝐻#
1(𝑌; ℂ3).

▪ Apply the smoothing op Ξε to both sides, on the right:

𝒜ℎ𝑜𝑚 = 𝒢𝜀
∗ ′𝑌

⊕ 1

𝜀2 𝒜𝜒
hom−full𝑑𝜒 𝒢𝜀 ,

𝒜ℎ𝑜𝑚Ξ𝜀 = 𝒢𝜀
∗ න

𝑌′

⊕ 1

𝜀2
𝒜𝜒

hom−full𝑑𝜒 𝒢𝜀𝒢𝜀
∗ න

𝑌′

⊕

𝑆𝑑𝜒 𝒢𝜀

= 𝒢𝜀
∗ න

𝑌′

⊕ 1

𝜀2
𝒜𝜒

hom−full𝑆𝑑𝜒 𝒢𝜀

= 𝒢𝜀
∗ න

𝑌′

⊕ 1

𝜀2
𝑆𝒜𝜒

hom𝑆𝑑𝜒 𝒢𝜀

• ℂ3 is an invariant subspace for 𝒜𝜒
hom−full

(because 𝔸hom is const. in space)

• ห𝒜𝜒
hom−full

ℂ3 = 𝑖𝑋𝜒
∗
𝔸hom 𝑖𝑋𝜒 = 𝒜𝜒

hom



▪ Fix 𝜒 ≠ 0 and 𝑧 ∈ 𝜌
1

𝜒 2 𝒜𝜒 ∩ 𝜌
1

𝜒 2 𝒜𝜒
hom and 𝑓 ∈ 𝐿2(𝑌; ℂ3).

▪ The resolvent equation of 
1

𝜒 2 𝒜𝜒, in the weak formulation is given by

where we have a unique solution 𝑢 ∈ 𝒟
1

𝜒 2 𝒜𝜒 ⊂ 𝐻#
1 𝑌; ℂ3 .

▪ Let us expand the solution 𝑢 in the following way: 

1

𝜒 2
න

𝑌

𝔸 𝑠𝑦𝑚∇ + 𝑖𝑋 𝜒 𝑢: 𝑠𝑦𝑚∇ + 𝑖𝑋 𝜒 𝑣 − 𝑧 න
𝑌

𝑢 ⋅ ҧ𝑣 = න
𝑌

𝑓 ⋅ ҧ𝑣 ∀𝑣 ∈ 𝐻#
1(𝑌; ℂ3)

𝑢 = 𝑢0 + 𝑢1 + 𝑢2 + 𝑢err, 𝑢𝑗 , 𝑢err ∈ 𝐻#
1(𝑌; ℂ3)

𝒪(1) 𝒪(|𝜒|) 𝒪( 𝜒 2) as 𝜒 ↓ 0. In the 𝐻1 norm.



▪ Plug the expansion for 𝑢 into the resolvent eqn. We have: ∀𝑣 ∈ 𝐻#
1(𝑌; ℂ3), 

න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢0 : 𝑠𝑦𝑚∇𝑣 + න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢0 : 𝑖𝑋𝜒𝑣 + න
𝑌

𝔸 𝑖𝑋𝜒𝑢0 : 𝑠𝑦𝑚∇𝑣 + න
𝑌

𝔸 𝑖𝑋𝜒𝑢0 : 𝑖𝑋𝜒𝑣

𝑢 = 𝑢0 + 𝑢1 + 𝑢2 + 𝑢err

𝑢𝑗 = 𝒪 𝜒 𝑗 in the 𝐻1 norm

+ න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢1 : 𝑠𝑦𝑚∇𝑣 + න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢1 : 𝑖𝑋𝜒𝑣 + න
𝑌

𝔸 𝑖𝑋𝜒𝑢1 : 𝑠𝑦𝑚∇𝑣 + න
𝑌

𝔸 𝑖𝑋𝜒𝑢1 : 𝑖𝑋𝜒𝑣

+ න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢2 : 𝑠𝑦𝑚∇𝑣 + න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢2 : 𝑖𝑋𝜒𝑣 + න
𝑌

𝔸 𝑖𝑋𝜒𝑢2 : 𝑠𝑦𝑚∇𝑣 + න
𝑌

𝔸 𝑖𝑋𝜒𝑢2 : 𝑖𝑋𝜒𝑣

+ න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢err : 𝑠𝑦𝑚∇𝑣 + න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢err : 𝑖𝑋𝜒𝑣 + න
𝑌

𝔸 𝑖𝑋𝜒𝑢err : 𝑠𝑦𝑚∇𝑣 + න
𝑌

𝔸 𝑖𝑋𝜒𝑢err : 𝑖𝑋𝜒𝑣

−𝑧 𝜒 2 න
𝑌

𝑢0 ⋅ ҧ𝑣 − z 𝜒 2 න
𝑌

𝑢1 ⋅ ҧ𝑣 − 𝑧 𝜒 2 න
𝑌

𝑢2 ⋅ ҧ𝑣 − 𝑧 𝜒 2 න
𝑌

𝑢err ⋅ ҧ𝑣 = 𝜒 2 න
𝑌

𝑓 ⋅ ҧ𝑣
Legend:
𝒪(1) terms
𝒪(|𝜒|) terms
𝒪( 𝜒 2) terms
Error terms



▪ 𝒪(1) terms gives us the problem: Seek 𝑢0 ∈ 𝐻#
1 𝑌; ℂ3 that solves

▪ By Korn’s inequality (or ℂ3 = ker 𝒜0 ), 𝑢0 ∈ ℂ3. 

▪ Additional constraint needed to fix this const.

න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢0 : 𝑠𝑦𝑚∇𝑣 = 0, ∀𝑣 ∈ 𝐻#
1

𝑢 = 𝑢0 + 𝑢1 + 𝑢2 + 𝑢err

𝑢𝑗 = 𝒪 𝜒 𝑗 in the 𝐻1 norm



▪ 𝒪(1) terms gives us: 𝑢0 ∈ ℂ3.

▪ 𝒪(|𝜒|) terms gives us: Seek 𝑢1 ∈ ሶ𝐻#
1 (= 𝐻#

1 with mean zero), that solves

▪ Use Lax-Milgram to conclude existence + uniqueness of the prob for 𝑢1.

▪ (This is the 𝜒-dependent cell-problem with 𝑐 = 𝑢0)

න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢1 : 𝑠𝑦𝑚∇𝑣 = − න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢0 : 𝑖𝑋𝜒𝑣 − න
𝑌

𝔸 𝑖𝑋𝜒𝑢0 : 𝑠𝑦𝑚∇𝑣, ∀𝑣 ∈ 𝐻#
1

This is zero 
as 𝑢0 ∈ ℂ3.

𝑢 = 𝑢0 + 𝑢1 + 𝑢2 + 𝑢err

𝑢𝑗 = 𝒪 𝜒 𝑗 in the 𝐻1 norm



▪ 𝒪( 𝜒 2) terms gives us: Seek 𝑢2 ∈ ሶ𝐻#
1 that solves

▪ A necessary cond for ∃! is: The problem should hold on every test fct 𝑣0 ≡ 𝑣 ∈ ℂ3: 

Then 𝑠𝑦𝑚∇𝑣0 = 0. By how the 𝜒-cell-problem is defined,

we get

i.e.

න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢2 : 𝑠𝑦𝑚∇𝑣 = − න
𝑌

𝔸 𝑖𝑋𝜒𝑢1 : 𝑠𝑦𝑚∇𝑣 − න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢1 : 𝑖𝑋𝜒𝑣 − න
𝑌

𝔸 𝑖𝑋𝜒𝑢0 : 𝑖𝑋𝜒𝑣

+𝑧 𝜒 2 න
𝑌

𝑢0 ⋅ ҧ𝑣 + 𝜒 2 න
𝑌

𝑓 ⋅ ҧ𝑣 , ∀𝑣 ∈ 𝐻#
1

1

𝜒 2 𝒜𝜒
hom𝑢0, 𝑣0 ℂ3 − 𝑧 න

𝑌

𝑢0 ⋅ 𝑣0 = න
𝑌

𝑓 ⋅ 𝑣0, ∀𝑣0 ∈ ℂ3.

1

𝜒 2
𝒜𝜒

hom − 𝑧 𝑢0 = 𝑆𝑓 This chooses our 

constant 𝑢0 ∈ ℂ3.
With 𝑢0 and 𝑢1 chosen uniquely, Lax-

Milgram applied to the 𝒪( 𝜒 2) problem 

gives us a unique 𝑢2. 

𝑢 = 𝑢0 + 𝑢1 + 𝑢2 + 𝑢err

𝑢𝑗 = 𝒪 𝜒 𝑗 in the 𝐻1 norm



▪ We write 𝑢 = 𝑢0 + 𝑢1 + 𝑢2 + 𝑢err, where 

▪ 𝑢0 ∈ ℂ3 ⊂ 𝐻#
1 is given by 

▪ 𝑢1 ∈ ሶ𝐻#
1 is the unique solution to

▪ 𝑢2 ∈ ሶ𝐻#
1 is the unique solution to

▪ To justify the expansion, we need 

estimates on 𝑢𝑗 and 𝑢err (in 𝐻1). We 

iteratively prove that

𝑢 = 𝑢0 + 𝑢1 + 𝑢2 + 𝑢err

𝑢𝑗 = 𝒪 𝜒 𝑗 in the 𝐻1 norm

න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢2 : 𝑠𝑦𝑚∇𝑣 = − න
𝑌

𝔸 𝑖𝑋𝜒𝑢1 : 𝑠𝑦𝑚∇𝑣 − න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢1 : 𝑖𝑋𝜒𝑣

− න
𝑌

𝔸 𝑖𝑋𝜒𝑢0 : 𝑖𝑋𝜒𝑣 + 𝑧 𝜒 2 න
𝑌

𝑢0 ⋅ ҧ𝑣 + 𝜒 2 න
𝑌

𝑓 ⋅ ҧ𝑣 , ∀𝑣 ∈ 𝐻#
1

1

𝜒 2
𝒜𝜒

hom − 𝑧 𝑢0 = 𝑆𝑓

න
𝑌

𝔸 𝑠𝑦𝑚∇𝑢1 : 𝑠𝑦𝑚∇𝑣 = − න
𝑌

𝔸 𝑖𝑋𝜒𝑢0 : 𝑠𝑦𝑚∇𝑣, ∀𝑣 ∈ 𝐻#
1

• 𝑢0 𝐻1 ≤ 𝐶 𝑓 𝐿2

• 𝑢1 𝐻1 ≤ 𝐶 𝜒 𝑓 𝐿2

• 𝑢2 𝐻1 ≤ 𝐶 𝜒 2 𝑓 𝐿2

• 𝑢err 𝐻1 ≤ 𝐶|𝜒| 𝑓 𝐿2

• 𝐶 = 𝐶 𝑧 . But can be chosen 

independently of 𝑧, if 𝑧 comes from a 

compact subset of both resolvents.

• It turns out that 𝑢𝑒𝑟𝑟 is only 𝒪 |𝜒| in 

𝐻1.



▪ We have enough to prove the 𝐿2 → 𝐿2 result. But we need more for 𝐿2 → 𝐻1 and 

higher order 𝐿2 → 𝐿2. How to continue the expansion?

▪ Thus far, we have

𝒪(1) 𝒪(|𝜒|) 𝒪( 𝜒 2)

𝑢 = 𝑢0 +𝑢1 +𝑢2

+𝑢err



▪ Propose a refined expansion:

▪ Substitute this into the resolvent equation … 7*5 + 1 = 36 terms!

▪ But many terms cancel due to the problems for 𝑢0, 𝑢1 , 𝑢2 in Cycle 1.

▪ Equate terms with same orders of 𝜒 , something similar to Cycle 1 happens:

▪ 𝒪( 𝜒 ) terms says that 𝑢0
(1)

∈ ℂ3.

▪ 𝒪( 𝜒 2) terms gives a BVP that u1
(1)

∈ ሶ𝐻#
1 uniquely solves.

▪ 𝒪( 𝜒 3) terms chooses the constant 𝑢0
(1)

, and in turn provides a BVP that 𝑢2
(1)

∈ ሶ𝐻#
1 uniquely solves.

𝒪(1) 𝒪(|𝜒|) 𝒪( 𝜒 2) 𝒪( 𝜒 3)

𝑢 = 𝑢0 +𝑢1 +𝑢2

+𝑢0
(1)

+𝑢1
(1)

+𝑢2
(1)

+𝑢err
(1) Heuristic: 𝑢𝑖

(𝑗)
is 𝒪( 𝜒 𝑖+𝑗)

in 𝐻1-norm.



▪ Theorem Let 𝜒 ∈ 𝑌′ ∖ 0 and 𝑧 ∈ 𝜌
1

𝜒 2 𝒜𝜒 ∩ 𝜌
1

𝜒 2 𝒜𝜒
hom . There exist a constant 𝐶 > 0, which does not 

depend on 𝜒, (and 𝑧 if 𝑧 is taken from a compact subset of            ) such that

▪
1

𝜒 2 𝒜𝜒 − 𝑧
−1

−
1

𝜒 2 𝒜𝜒
hom − 𝑧

−1
𝑆

𝐿2→𝐻1
≤ 𝐶 |𝜒| 𝑓 𝐿2 .

▪
1

𝜒 2 𝒜𝜒 − 𝑧
−1

−
1

𝜒 2 𝒜𝜒
hom − 𝑧

−1
𝑆 − ℛ𝑐𝑜𝑟𝑟,1,𝜒 𝑧 − ℛ𝑐𝑜𝑟𝑟,2,𝜒(𝑧)

𝐿2→𝐻1
≤ 𝐶 𝜒 2 𝑓 𝐿2 .

▪ Refined expansion:

𝒪(1) 𝒪(|𝜒|) 𝒪( 𝜒 2) 𝒪( 𝜒 3)

𝑢 = 𝑢0 +𝑢1 +𝑢2

+𝑢0
(1)

+𝑢1
(1)

+𝑢2
(1)

+𝑢err
(1)

• 𝑢0
(1)

𝐻1
≤ 𝐶 𝜒 𝑓 𝐿2

• 𝑢1
(1)

𝐻1
≤ 𝐶 𝜒 2 𝑓 𝐿2

• 𝑢2
(1)

𝐻1
≤ 𝐶 𝜒 3 𝑓 𝐿2

• 𝑢err
(1)

𝐻1
≤ 𝐶 𝜒 2 𝑓 𝐿2

▪ Error estimates

𝑢1𝑢0 𝑢0
(1)𝑢



Putting everything together…



▪ Focus on small 𝜒. How small do we need 𝜒 to be? 

▪ Definition Let Γ ⊂ 𝑧 ∈ ℂ ∶ 𝑅𝑒 𝑧 > 0 be a 

closed contour, oriented anti-clockwise, s.t.

▪ (Separation of spectrum) There exist 𝜇 > 0, 

s.t. Γ encloses the three smallest evalues of 

1

𝜒 2𝒜𝜒 and 1

𝜒 2𝒜𝜒
hom , and nothing else.

▪ (Buffer between contour and spectra) 

There exist some 𝜌0 > 0 s.t.

inf
𝑧∈Γ

𝜒∈ 𝜇,𝜇 3∖ 0

𝑖∈ 1,2,3,4

𝑧 −
1

𝜒 2
𝜆𝑖

𝜒
≥ 𝜌0

inf
𝑧∈Γ

𝜒∈ 𝜇,𝜇 3∖ 0

𝑖∈ 1,2,3

𝑧 −
1

𝜒 2
𝜆𝑖

hom,𝜒
≥ 𝜌0

and

0 𝜆1
𝜒 2𝜆2

hom,𝜒

1
𝜒 2𝜆1

𝜒

≥ 𝜌0≥ 𝜌0

Γ

1
𝜒 2𝜆2

𝜒 1
𝜒 2𝜆3

𝜒 1
𝜒 2𝜆4

𝜒

1
𝜒 2𝜆1

hom,𝜒 1
𝜒 2𝜆3

hom,𝜒

≥ 𝜌0

For 𝜒 ∈ −𝜇, 𝜇 3 ∖ {0}

This gap implies that the fct 𝑔𝜀,𝜒: Γ → ℂ with 𝑔𝜀,𝜒 𝑧 = 𝜒 2

𝜀2 + 1
−1

satisfies

𝑔𝜀,𝜒 𝑧 ≤ 𝐶 max 𝜒 2

𝜀2 , 1
−1

.

(𝑔𝜀,𝜒 connects 1

𝜒 2𝒜𝜒 back to 1

𝜀2𝒜𝜒)



▪ To show: 𝒜𝜀 + 𝐼 −1 − 𝒜hom + 𝐼
−1

𝐿2→𝐿2
≤ 𝐶𝜀.

▪ Step A. Look at estimates on 𝐿2(𝑌) first. If 𝜒 ∈ −𝜇, 𝜇 3 ∖ 0 , then

0 𝜆

≥ 𝜌0≥ 𝜌0

Γ

≥ 𝜌0

𝑃𝜒

1

𝜀2
𝒜𝜒 + 𝐼

−1

𝑃𝜒 = 𝑔𝜀,𝜒

1

𝜒 2
𝒜𝜒 𝑃

Γ,
1

|𝜒|2𝒜𝜒
= −

1

2𝜋𝑖
ර

Γ

𝑔𝜀,𝜒(𝑧)
1

|𝜒|2
𝒜𝜒 − 𝑧

−1

𝑑𝑧

1

𝜀2
𝒜𝜒

hom + 𝐼ℂ3

−1

𝑆 = 𝑔𝜀,𝜒

1

𝜒 2
𝒜𝜒

hom 𝑃
Γ,

1
|𝜒|2𝒜𝜒

hom = −
1

2𝜋𝑖
ර

Γ

𝑔𝜀,𝜒(𝑧)
1

|𝜒|2
𝒜𝜒

hom − 𝑧

−1

𝑑𝑧

Proj onto espace of the 
first 3 evalues for 𝒜𝜒

Proj onto espace of the 
evalues enclosed by Γ, for 

the operator 1

𝜒 2𝒜𝜒
hom.

• By Step 3 (resolvent expansion)

− 𝐿2→𝐿2 ≤ 𝐶 𝜒

• (Important!) 𝐶 does not depend on 𝑧 and 𝜒, 

by the properties of the contour Γ.

Recall previous slide:

𝑔𝜀,𝜒 𝑧 = 𝜒 2

𝜀2 + 1
−1

𝑔𝜀,𝜒 𝑧 ≤ 𝐶 max 𝜒 2

𝜀2 , 1
−1



▪ To show: 𝒜𝜀 + 𝐼 −1 − 𝒜hom + 𝐼
−1

𝐿2→𝐿2
≤ 𝐶𝜀.

▪ Step A. Estimates on 𝐿2(𝑌). 

▪ Step A-I. If 𝜒 ∈ −𝜇, 𝜇 3 ∖ 0 , then

▪ Step A-II. If 𝜒 ∈ 𝑌′ ∖ −𝜇, 𝜇 3, then by Step 2 (spec analysis of 𝒜𝜒)

▪ Step A-III. The spec analysis of 𝒜𝜒 also tells us that for all 𝜒,

0 𝜆

≥ 𝜌0≥ 𝜌0

Γ

≥ 𝜌0

𝑃𝜒

1

𝜀2
𝒜𝜒 + 𝐼

−1

𝑃𝜒 −
1

𝜀2
𝒜𝜒

hom + 𝐼ℂ3

−1

𝑆

𝐿2→𝐿2

≤ 𝐶 max 𝜒 2

𝜀2 , 1
−1

𝜒 ≤ 𝐶𝜀.

𝑃𝜒
1

𝜀2 𝒜𝜒 + 𝐼
−1

𝑃𝜒
𝐿2→𝐿2

≤ 𝐶𝜀2 and     
1

𝜀2 𝒜𝜒
hom + 𝐼ℂ3

−1
𝑆

𝐿2→𝐿2
≤ 𝐶𝜀2

(𝐼 − 𝑃𝜒)
1

𝜀2 𝒜𝜒 + 𝐼
−1

(𝐼 − 𝑃𝜒)
𝐿2→𝐿2

≤ 𝐶𝜀2

Overall estimate: 𝒪 𝜀 in the 

𝐿2 𝑌; ℂ3 → 𝐿2(𝑌; ℂ3) norm



▪ To show: 𝒜𝜀 + 𝐼 −1 − 𝒜hom + 𝐼
−1

𝐿2→𝐿2
≤ 𝐶𝜀.

▪ Step B. Back to Estimates on 𝐿2(ℝ3). Recall the “passing to the unit cell” formulas

▪ Step C. Show that you can drop Ξ𝜀 without affecting the estimates. 

(Prove this via Fourier transform)

0 𝜆

≥ 𝜌0≥ 𝜌0

Γ

≥ 𝜌0

𝒜𝜀 + 𝐼 −1 = 𝒢𝜀
∗ න

𝑌′

⊕ 1

𝜀2
𝒜𝜒 + 𝐼

−1

𝑑𝜒 𝒢𝜀

𝒜hom + 𝐼
−1

Ξ𝜀 = 𝒢𝜀
∗ න

𝑌′

⊕ 1

𝜀2
𝒜𝜒

hom + 𝐼ℂ3

−1

𝑆𝑑𝜒 𝒢𝜀

𝒜hom + 𝐼
−1

𝐼 − Ξ𝜀
𝐿2→𝐿2

≤ 𝐶𝜀2

ቛ

ቛ

𝒜𝜀 + 𝐼 −1

− 𝒜hom + 𝐼
−1

Ξ𝜀
𝐿2→𝐿2

≤ 𝐶𝜀

Step A





1. Extend the results to arbitrary spectral scaling 𝛾 ∈ [−2, ∞), e.g.

2. Defining the full-space corrector ops ℛ𝑐𝑜𝑟𝑟,𝑗
𝜀 using ℛ𝑐𝑜𝑟𝑟,𝑗,𝜒 𝑧 , e.g.

1

𝜀𝛾 𝒜𝜀 + 𝐼

−1

−
1

𝜀𝛾 𝒜hom + 𝐼

−1

𝐿2→𝐿2

≤ 𝐶𝜀
𝛾+2

2 .

ℛ𝑐𝑜𝑟𝑟,1
𝜀 = 𝒢𝜀

∗ න
𝑌′

⊕

ℛ𝑐𝑜𝑟𝑟,1,𝜒
𝜀 𝑑𝜒 𝒢𝜀

ℬ𝑐𝑜𝑟𝑟,1,𝜒 takes 𝑐 ∈ ℂ3 to the solution of the 𝜒-

dependent cell-problem 𝑢1 ∈ 𝐻#
1 (recall defn of 𝒜𝜒

hom)

= 𝒢𝜀
∗ න

𝑌′

⊕

ℬ𝑐𝑜𝑟𝑟,1,𝜒

1

𝜀𝛾+2 𝒜𝜒
hom + 𝐼ℂ3

−1

𝑆𝑑𝜒 𝒢𝜀 .

For 𝜒 ∈ −𝜇, 𝜇 ∖ {0}, 

ℛ𝑐𝑜𝑟𝑟,1,𝜒
𝜀 = −

1

2𝜋𝑖
ර

Γ

𝑔𝜀,𝜒 𝑧 ℛ𝑐𝑜𝑟𝑟,1,𝜒 𝑧 𝑑𝑧

𝑢1



3. 𝐿2 → 𝐻1 and higher order 𝐿2 → 𝐿2

4. Connection between ℛ𝑐𝑜𝑟𝑟,1
𝜀 𝑓 and the 𝒪(𝜀) term in classical two-scale expansion.

1

𝜀𝛾 𝒜𝜀 + 𝐼

−1

−
1

𝜀𝛾 𝒜hom + 𝐼

−1

− ℛ𝑐𝑜𝑟𝑟,1
𝜀

𝐿2→𝐻1

≤ 𝐶 max 𝜀𝛾+1, 𝜀
𝛾+2

2 .

1

𝜀𝛾 𝒜𝜀 + 𝐼

−1

−
1

𝜀𝛾 𝒜hom + 𝐼

−1

− ℛ𝑐𝑜𝑟𝑟,1
𝜀 − ℛ𝑐𝑜𝑟𝑟,2

𝜀

𝐿2→𝐿2

≤ 𝐶𝜀𝛾+2.

This is somewhat tedious, many cases to 

enumerate. Some care needed when 

passing from 𝐿2(𝑌) back to 𝐿2 ℝ3 ! 

(see next slide)

This is easy.

We show that they are the same! 

(Thanks Igor for the hint)



On 𝐿2 𝑌; ℂ3

𝜒 ∈ −𝜇, 𝜇 3\ 0 𝜒 ∈ 𝑌′\ −𝜇, 𝜇 3

𝐿2 norm 𝜀
𝛾+2

2 𝜀𝛾+2

𝐿2 norm of 
the gradient

𝜀𝛾+2 𝜀𝛾+2

Proof via 
contour integral 

Deal with the 
terms individually

1

𝜀𝛾+2
𝒜𝜒 + 𝐼

−1

−
1

𝜀𝛾+2
𝒜𝜒

hom + 𝐼ℂ3

−1

− ℛcorr,1,𝜒
𝜀

𝕏 𝕐 ℤ

On 𝐿2 ℝ3; ℂ3

𝜀
𝛾+2

2

𝜀𝛾+1

𝒢𝜀
∗

Treat the two terms ∇𝑦 and __ ⊗ 𝜒 separately:

• ∇𝑦 part, use                       to get 𝒪 𝜀𝛾+1

• __ ⊗ 𝜒 part, modify 𝐿2-norm’s argument. 

Separately get 𝒪 𝜀𝛾+1 for small and large 𝜒.

Because 𝒢𝜀 is unitary

1

𝜀𝛾
𝒜𝜀 + 𝐼

−1

−
1

𝜀𝛾
𝒜hom + 𝐼ℂ3

−1

Ξ𝜀 − ℛcorr,1
𝜀

𝒳 𝒴 𝒵
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Γ

1
𝜒 2𝜆2

𝜒 1
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𝜒 1
𝜒 2𝜆4

𝜒

1
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hom,𝜒
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