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A B S T R A C T

The simplest particle-based mass-action models for Turing instability – i.e. those with only two component
species undergoing instantaneous interactions of at most two particles, with the smallest number of distinct
interactions – fall into a surprisingly small number of classes of reaction schemes. In previous work we have
computed this classification, with different schemes distinguished by the structure of the interactions. Within a
given class the reaction stoichiometry and rates remain as parameters that determine the linear and nonlinear
evolution of the system.

Adopting the usual weakly nonlinear scalings and analysis reveals that, under suitable choices of reaction
stoichiometry, and in nine of the 11 classes of minimal scheme exhibiting a spatially in-phase (‘‘true activator-
inhibitor’’) Turing instability, stable patterns are indeed generated in open regions of parameter space via a
generically supercritical bifurcation from the spatially uniform state. In three of these classes the instability is
always supercritical while in six there is an open region in which it is subcritical. Intriguingly, however, in the
remaining two classes of minimal scheme we require different weakly nonlinear scalings, since the coefficient
in the usual cubic normal form unexpectedly vanishes identically. In these cases, a different set of asymptotic
scalings is required.

We present a complete analysis through deriving the normal form for these two cases also, which involves
quintic terms. This fifth-order normal form also captures the behaviour along the boundaries between the
supercritical and subcritical cases of the cubic normal form. The details of these calculations reveal the distinct
roles played by reaction rate parameters as compared to stoichiometric parameters.

We quantitatively validate our analysis via numerical simulations and confirm the two different scalings
for the amplitude of predicted stable patterned states.
Introduction

Since the highly-cited initial exploration by Alan Turing [1], there
has been huge interest, across many scientific fields, in understand-
ing mechanisms for the spontaneous emergence, out of homogeneous
equilibrium states, of structure and spatial patterns. The emergence
of structure from spatial uniformity has been particularly relevant in
biological science where it is motivated, as Turing’s original work was,
by the challenge of understanding the origin of structure in embryology
and related areas of development. Classic textbook surveys of pattern
formation from various perspectives include [2–5].

On the mathematical side, much of this work has made use of a rel-
atively small number of model equations which have attained a canon-
ical status in the field; for example the Gierer–Meinhardt [6], Brusse-
lator [7], Schnakenberg [8], and Gray-Scott [9] models of reaction–
diffusion dynamics. It is noteworthy that the latter three of these
models all contain cubic-order reaction terms, which would most par-
simoniously be interpreted as describing the simultaneous interaction

∗ Corresponding author at: Department of Mathematical Sciences, University of Bath, Claverton Down, BA2 7AY, UK.
E-mail address: frw22@bath.ac.uk (F.R. Waters).

of three particles, despite this being intrinsically extremely unlikely
and non-generic in a physical sense; alternatively one could consider
this as a limiting case of a more complicated reaction scheme in
which two particles form a complex which then rapidly interacts with
a third particle. To the authors’ knowledge, there are two published
models of Turing instability with a mass-action reaction scheme having
only quadratic nonlinearities: the Levin-Segel model for spatial pattern
formation in phytoplankton distribution [10], and more recently from
Woolley, Krause, and Gaffney, one of a pair of mass-action reaction
diffusion PDEs which can be used to generate patterns in specific
subregions of space [11]. Other models for spatial pattern forma-
tion, particularly those motivated by biological phenomena, employ
a wide range of other forms of nonlinearity in the reaction–diffusion
scheme, for example rational nonlinear functions (sigmoidal, Hill-type,
Michaelis–Menten, etc.), which are also justifiable in terms of the
equilibration on faster time scales of a subset of reaction processes,
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leaving the model describing the effective nature of the interactions
on a slower timescale.

Our work focuses on the exploration and analysis of the simplest
possible reaction schemes that contain only generic interaction terms,
i.e those that contain only zeroth, first and second order reactions that
correspond in mean-field PDE models to constant, linear, and quadratic
terms, respectively. We then look for mean-field PDEs that are able to
give rise to spatial patterns from an initially spatially homogeneous
stable equilibrium state. In previous work [12] we established that
uadratic polynomial reaction terms between two species, labelled 𝑈
nd 𝑉 , with no separation of time scales and Fickian diffusion, can be
ufficient for a homogeneous steady state to exist and to satisfy the con-
itions required for a linear instability with a preferred wavenumber
hat is positive, i.e. a ‘Turing instability’. Such reaction dynamics are
eadily interpretable as arising from elementary reactions (i.e. reactions
etween at most two particles) under the assumption of mass-action
inetics. They therefore form a class of minimal reaction schemes
hrough which we can directly link microscopic particle interactions
o macroscopic Turing instability.

In [12], we computed the complete set of two-species mass-action
reaction schemes that can exhibit Turing instability and which use
he smallest possible number of elementary reactions. This analysis

revealed that there was a fundamental difference between reaction
chemes which could generate patterns in which the concentrations of

the two chemical species fluctuated spatially in phase with each other
(type-I) and those in which the two concentrations were spatially in
antiphase (type-II). Minimal reaction schemes for type-I patterns con-
tain only three reactions, whereas minimal reaction schemes for type-II
patterns necessarily contain four reactions; it is not possible to generate
type-II patterns with only three reactions. This work concentrated on
the linear stability of spatially uniform equilibrium states and computed
the conditions under which that state would become linearly unstable.

In this paper we develop this analysis further by considering the
eakly nonlinear development of the linear instabilities previously

dentified. To be precise, we present here a complete analysis of the
eakly nonlinear development of Turing instabilities for the type-

 minimal reaction schemes, in one spatial dimension. Each scheme
comprises a bi-particulate autocatalytic reaction of one species, 2𝑈 →

.., an inter-specific reaction 𝑈 +𝑉 → ... which reduces the count of one
r both species, and some third reaction. This third reaction, and the
ualitative effects of the first two reactions on each species are what
istinguish the different classes.

Although the weakly nonlinear asymptotic approach that we use is
well-known, the results contain surprises and, as with many nonlinear
analyses, would be extremely hard to predict without working through
the details. Our analysis is partly analogous to that of Rottschäffer
and Doelman in [13] – if one sets their cubic coefficients (𝑎 and 𝑏) to
 – where the same generic amplitude modulation equation, and the
ame degenerate vanishing of coefficients, are considered in regards

pattern evolution as one approaches the degeneracy. Here, in contrast,
our focus is on the connections between our underlying particle-based
reaction schemes and the sign of the determining coefficient in the
amplitude equation, as well as establishing that stable patterns do
indeed exist for the minimal models discussed here.

Our major conclusion is that we are able to show that all of these
ype-I reaction schemes, under certain conditions, are able to support

stable, spatially periodic patterns that arise from the Turing instability:
i.e. that for each type-I reaction scheme there exists an open region
in parameter space, in which the instability will result in a stable
patterned state that lies close to the species concentrations attained in
the spatially uniform equilibrium. As a result, this analysis confirms
that our set of type-I ‘minimal schemes’ are, with appropriate choices
of parameter values, suitable models for the study of pattern formation,
and can be connected directly to physically-realistic individual-based
chemical reaction schemes.
2 
Although it is difficult to summarise the results for all 11 classes of
ype-I together, our results allow a number of interesting conclusions
o be drawn. First, we find that two cases, labelled in [12] as 𝐜 and 𝐝,

are unexpectedly degenerate in their nonlinear behaviour. We comment
n these in great detail below, in Section 4 in particular. Turning to

the other nine classes, a general conclusion is that the pattern forming
nstability is supercritical if the (pseudo-)reaction 2𝑈 → 𝑛1𝑈 + 𝑚1𝑉
roduces a sufficiently large number of particles of 𝑈 compared to the
umber of particles of 𝑉 that are produced, i.e. 𝑛1 is sufficiently large
ompared to 𝑚1. We make this statement precise in each subsection
f Section 3 and express it in terms of the ratio of stoichiometric
oefficients 𝜔1 ∶= 𝑚1∕(𝑛1 − 2). In some classes the conditions for
upercriticality involve a second stoichiometric ratio, denoted 𝜔3 which
e define in the relevant subsections below. In these classes we find

hat it is always the case that for any fixed value of 𝜔3, the instability
s supercritical for sufficiently small 𝜔1.

Finally, in cases in which the nature of the instability is not de-
termined as expected at third order, more complicated analyses sug-
gest that the reaction schemes are still able to sustain stable periodic
atterns near the onset of the instability.

The remainder of the paper is organised as follows. Section 1 sets
up the general structure of the PDE model that we analyse; i.e. a two
pecies reaction–diffusion system with ‘full’ quadratic reaction terms,
or which Turing instability occurs for appropriately chosen parameter

values.
Section 2 presents the generic weakly nonlinear analysis for the

roblem. This multiple-scales analysis follows a standard route (see
e.g. the textbook by Hoyle [3], or the review by Cross and Hohen-
erg [14]) and results, as expected, in a real Ginzburg–Landau equa-

tion [15,16], or, if we ignore the possibility of modulational depen-
dence on a long spatial scale, a real Stuart–Landau equation [17,
18]. The weakly nonlinear analysis therefore suggests that branches
f steady patterned states bifurcate away from the zero amplitude
olution as the ratio of diffusivities is varied. The character of this
ifurcation is determined by the sign of the coefficient, −𝐾, of the
ubic term in the normal form, which we can determine explicitly but
s a notably complicated function of the system parameters. General
orms for the coefficients in the Ginzburg–Landau equation are well
nown: see [19] or [20] for general symbolic expressions, or [21] and

more recently [22] which include code to compute them via symbolic
manipulation. Here our focus is on finding the parameter regimes for
which 𝐾 is positive or negative.

In Section 3, we explore the general conditions for 𝐾 > 0, cor-
responding to the case in which the pattern-forming instability is
upercritical. Working through the 11 distinct classes of type-I minimal
chemes, it is intriguing that the sign of 𝐾 is fixed for any fixed choice
f stoichiometry and does not depend on the reaction rates. In two

classes (labelled 𝐜 and 𝐝) we find, curiously, that 𝐾 vanishes identically,
for all choices of the stoichiometry, due to a particular orthogonality
relation.

In Section 4 we investigate and resolve the behaviour in classes
and 𝐝, by using a different scaling for the leading order amplitude

and applying the orthogonality condition to derive a cubic-quintic
Ginzburg–Landau evolution equation. This prompts a more general
form for the calculation (summarised in Section 5) of what happens
when 𝐾 vanishes. This exploration applies to the six classes in which
𝐾 can take either sign, along codimension-two curves that form the
boundary between regions of 𝐾 > 0 and 𝐾 < 0.

Together, the bifurcation behaviour predicted by the three subtly
different amplitude equations in Sections 3–5 elucidates the picture
of the weakly nonlinear behaviour of a general quadratic reaction
model for Turing instability, and interprets this fully for the 11 cases
of type-I instability. Specifically, we can evaluate when the appropriate
coefficients are positive or negative, thus characterising the bifurcations
as supercritical or subcritical, and, where they are supercritical we can
quantitatively predict the pattern amplitude. These quantitative predic-
tions are supported by numerical simulations, presented in Section 6.
We summarise and draw conclusions in Section 7.
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1. Problem specification

Under the usual assumptions of Fickian diffusion and mass-action
eaction kinetics, the general PDE system for a reaction–diffusion sys-

tem is
(

𝑢𝑡
𝑣𝑡

)

=
(

𝐷1 0
0 𝐷2

)

∇2
(

𝑢
𝑣

)

+
(

𝐹 (𝑢, 𝑣)
𝐺(𝑢, 𝑣)

)

, (1)

where 𝑢(𝒙, 𝑡), 𝑣(𝒙, 𝑡) are the concentrations of two species, 𝐷1, 𝐷2 > 0 are
the species’ diffusivities, 𝐹 and 𝐺 are, for the reasons outlined above,
estricted to be quadratic polynomials, and the subscript 𝑡 denotes the

partial derivative with respect to 𝑡. We suppose that Eq. (1) supports
a spatially uniform steady state (𝑢∗, 𝑣∗). Rearranging about this state
ields

(

𝑢𝑡
𝑣𝑡

)

=
{(

𝐷1 0
0 𝐷2

)

∇2 + 𝐽 ∗
} (

𝑢 − 𝑢∗

𝑣 − 𝑣∗

)

+𝑁∗

⎛

⎜

⎜

⎜

⎝

1
2 (𝑢 − 𝑢

∗)2

(𝑢 − 𝑢∗)(𝑣 − 𝑣∗)
1
2 (𝑣 − 𝑣

∗)2

⎞

⎟

⎟

⎟

⎠

,

with

𝐽 ∗ ∶=
(

𝐹 ∗
𝑢 𝐹 ∗

𝑣
𝐺∗
𝑢 𝐺∗

𝑣

)

,

𝑁∗ ∶=
(

𝐹 ∗
𝑢𝑢 𝐹 ∗

𝑢𝑣 𝐹 ∗
𝑣𝑣

𝐺∗
𝑢𝑢 𝐺∗

𝑢𝑣 𝐺∗
𝑣𝑣

)

,

where subscripts ⋅𝑢, ⋅𝑣 denote partial derivatives with respect to 𝑢 and
, respectively, and the superscript ⋅∗ denotes that these derivatives
re evaluated at the steady state (𝑢∗, 𝑣∗). We further assume that the
teady state is Turing unstable – i.e. that it is linearly stable to spa-
ially uniform perturbation, but is unstable to some spatially periodic
erturbation with non-zero wavenumber. This enforces (by swapping
pecies labels 𝑢 ↔ 𝑣 if necessary) that the signs of the entries in the
acobian 𝐽 ∗ are

𝐽 ∗ ∼
(

+ ∓
± −

)

,

that is: 𝐽 ∗
11 > 0 > 𝐽 ∗

22 and 𝐽 ∗
12𝐽

∗
21 < 0. By nondimensionalising 𝑡 = 𝐽 ∗

11𝑡,
𝒙̂ =

√

𝐽 ∗
11∕𝐷1𝒙 and defining 𝑢 − 𝑢∗ = 𝑈 , 𝑣 − 𝑣∗ =

√

−𝐽 ∗
21∕𝐽

∗
12𝑉 , we

obtain the following coupled PDEs for the (scaled) perturbations (𝑈 , 𝑉 )
to the homogeneous steady state:

(

𝑈𝑡
𝑉𝑡

)

=
{(

1 0
0 𝛿

)

∇̂2 +
(

1 −𝜇
𝜇 −𝜗

)} (
𝑈
𝑉

)

+ 𝑁̂

⎛

⎜

⎜

⎜

⎝

1
2𝑈

2

𝑈 𝑉
1
2𝑉

2

⎞

⎟

⎟

⎟

⎠

, (2)

where

𝛿 ∶=
𝐷2
𝐷1

, 𝜇 ∶= −
√

−𝐽 ∗
21

𝐽 ∗
12

𝐽 ∗
12
𝐽 ∗
11
, 𝜗 ∶= −

𝐽 ∗
22
𝐽 ∗
11
,

̂ ∶= 1
𝐽 ∗
11

⎛

⎜

⎜

⎝

1 0

0
√

−𝐽 ∗
12∕𝐽

∗
21

⎞

⎟

⎟

⎠

(

𝐹 ∗
𝑈 𝑈 𝐹 ∗

𝑈 𝑉 𝐹 ∗
𝑉 𝑉

𝐺∗
𝑈 𝑈 𝐺∗

𝑈 𝑉 𝐺∗
𝑉 𝑉

)

and 𝜕𝑡 and ∇̂ denote, respectively, time and space derivatives with
espect to 𝑡 and 𝒙̂. From our assumption on the signs of the entries
f the Jacobian 𝐽 ∗, we see that 𝜗 is necessarily positive. We observe
hat the sign of 𝜇 corresponds to the type of Turing instability the
ystem may undergo: if 𝜇 > 0 then concentration maxima of one species
oincide with those of the other species, sometimes referred to as ‘pure’
ctivator-inhibitor dynamics — we refer to reaction schemes which
xhibit these dynamics as ‘type-I’. If 𝜇 < 0, then concentration maxima
f one species coincide with minima of the other species, often referred
o as ‘cross’ activator-inhibitor dynamics; we refer to reaction schemes
hich exhibit these dynamics as ‘type-II’. We analyse this governing
DE system (2) for 𝑈 , 𝑉 in one spatial dimension, so ∇2 ≡ 𝜕2𝑥𝑥, and we

drop the hats ⋅̂ for notational convenience.
3 
1.1. Linearised analysis

Neglecting the nonlinear terms in Eq. (2), by the Routh–Hurwitz
stability criteria, the uniform steady state 𝑈 = 𝑉 = 0 is linearly stable
to spatially-independent perturbations if and only if
𝜗 > 1 and 𝜇2 > 𝜗 . (3)

We shall assume that 𝜇 , 𝜗 are constrained so that inequalities (3) hold.
aking the usual Fourier mode ansatz (𝑈 , 𝑉 ) ∝ exp(𝜆𝑡+ 𝑖𝑘𝑥), under the

linearisation we obtain
{

−𝑘2
(

1 0
0 𝛿

)

+
(

1 −𝜇
𝜇 −𝜗

)

− 𝜆𝐼
} (

𝑈
𝑉

)

= 𝟎 .

Equating the determinant of the matrix here to zero, we deduce the
ispersion relation for 𝜆(𝑘2):

𝜆2 + ((1 + 𝛿)𝑘2 − (1 − 𝜗))𝜆 + (𝛿 𝑘4 − (𝛿 − 𝜗)𝑘2 + 𝜇2 − 𝜗) = 0 . (4)

After solving for 𝜆, we find that the linearised temporal growth rate
e(𝜆(𝑘2)) for a given wave number 𝑘 is positive if and only if
𝛿 𝑘4 − (𝛿 − 𝜗)𝑘2 + 𝜇2 − 𝜗 < 0 . (5)

From the constraint (3) that 𝜇2 > 𝜗, there exist values of 𝑘 that satisfy
nequality (5) if and only if
𝛿 > 𝜗 and (𝛿 − 𝜗)2 > 4𝛿(𝜇2 − 𝜗) ,

which, after some algebra, are satisfied simultaneously for some 𝛿 if
and only if 𝛿 > 𝛿0 where

𝛿0 ∶=
(

|𝜇| +
√

𝜇2 − 𝜗
)2

.

Neglecting any selection mechanism on feasible perturbation modes
e.g. from boundary conditions), for example by assuming we are look-

ing for solutions on an unbounded domain, the ‘critical’ wavenumber
𝑘𝑐 – corresponding to the first unstable wavemode as 𝛿 increases past
𝛿0 – is therefore given by

𝑘2𝑐 =
𝛿0 − 𝜗
2𝛿0

, (6)

and has linearised growth rate

𝜆(𝑘2𝑐 ) =
𝑘2𝑐

𝛿0 − 1 (𝛿 − 𝛿0) + ((𝛿 − 𝛿0)2) . (7)

If 𝛿 > 𝛿0, then the interval (𝑘−, 𝑘+) of wavenumbers for which the
growth rate 𝜆 is positive is defined by

𝑘± ∶= 𝑘𝑐 ±

(

1 − 𝑘2𝑐
4𝛿0

)
1
2

(𝛿 − 𝛿0)
1
2 + (𝛿 − 𝛿0) . (8)

Thus, as we expect for steady-state pattern formation problems where
the dispersion relation has a locally quadratic maximum, if 𝛿 − 𝛿0 =
(𝜀2) where 𝜀 > 0 is small, then the characteristic growth rate of

the critical instability mode is (𝜀2), while the width of the band of
nstable wavenumbers is (𝜀).

2. Weakly nonlinear analysis

To explore the weakly nonlinear behaviour of the system close
o the Turing instability threshold, we let 𝛿 = 𝛿0 + 𝛿2𝜀2 for some
mall parameter 𝜀 > 0. In line with the scalings noted at the end of
he previous section, we anticipate that the generic weakly nonlinear
ynamics will evolve on the slow time scale 𝑇 = 𝜀2𝑡, and long length
cale 𝑋 = 𝜀𝑥. We consider 𝑇 and 𝑋 to be formally independent of 𝑡 and
, and look for solutions 𝑈 (𝑥, 𝑋 , 𝑇 ), 𝑉 (𝑥, 𝑋 , 𝑇 ) to the governing Eq. (2)

that are independent of the fast time scale 𝑡, since the linear instability
oes not exhibit rapid oscillations in time. Thus we rewrite 𝜕𝑡 ↦ 𝜀2𝜕𝑇 ,
𝑥 ↦ 𝜕𝑥 + 𝜀𝜕𝑋 . Substituting these scalings into the governing PDEs we

obtain

𝜀2
(

𝑈𝑇
)

= 
(

𝑈
)

+ (2𝜀𝜕𝑥𝑋 + 𝜀2𝜕𝑋 𝑋 )
(

𝑈
)

𝑉𝑇 𝑉 𝛿0𝑉
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+ 𝜀2(𝜕𝑥𝑥 + 2𝜀𝜕𝑥𝑋 + 𝜀2𝜕𝑋 𝑋 )
(

0
𝛿2𝑉

)

+𝑁

⎛

⎜

⎜

⎜

⎝

1
2𝑈

2

𝑈 𝑉
1
2𝑉

2

⎞

⎟

⎟

⎟

⎠

, (9)

where

 ∶=
(

1 0
0 𝛿0

)

𝜕𝑥𝑥 +
(

1 −𝜇
𝜇 −𝜗

)

is the (1) part of the linear operator. It is useful to define

𝐿𝑝 ∶= −𝑝2𝑘2𝑐
(

1 0
0 𝛿0

)

+
(

1 −𝜇
𝜇 −𝜗

)

, 𝑝 ⩾ 0 ,

which describes the action of  on a pair of functions (𝑓1, 𝑓2) that have
short length scale dependence 𝑓𝑗 (𝑥) ∝ exp(±𝑖𝑝𝑘𝑐𝑥).

Using the relations (5) and (6) we deduce the useful result that
𝜇2 − 𝜗 = 𝛿0𝑘4𝑐 from which we can deduce, via a direct calculation, that
det (𝐿𝑝) = (𝑝2 − 1)2𝛿0𝑘4𝑐 , and so 𝐿𝑝 is invertible if and only if 𝑝 ≠ 1. We
ow propose an asymptotic expansion

(

𝑈
𝑉

)

= 𝜀
(

𝑈1
𝑉1

)

+ 𝜀2
(

𝑈2
𝑉2

)

+ 𝜀3
(

𝑈3
𝑉3

)

+⋯ ,

and solve Eq. (9) for the amplitudes (𝑈𝑗 , 𝑉𝑗 ) order-by-order.

2.1. Solution at order 𝜀

At leading order, we recover the linear problem:

𝟎 = 
(

𝑈1
𝑉1

)

,

and for a non-zero leading order solution, we deduce that (𝑈1, 𝑉1) must
have short length scale dependence exp(±𝑖𝑘𝑐𝑥), such that it lies in the
kernel of . Thus we have an eigenvector problem

𝐿1

(

𝑈1
𝑉1

)

= 𝟎 ⟹

(

𝑈1
𝑉1

)

= (𝑎 + 𝑎̄)𝜼 , (10)

where 𝜼 is the right-eigenvector of 𝐿1 with eigenvalue 0:

𝜼 ∶=
(

−𝜇
−(1 − 𝑘2𝑐 )

)

,

and 𝑎(𝑥, 𝑋 , 𝑇 ) = exp(𝑖𝑘𝑐𝑥)𝐴(𝑋 , 𝑇 ) where 𝐴(𝑋 , 𝑇 ) is a complex-valued
amplitude. We use overbars ⋅̄ to denote complex conjugate. We also
define 𝝃 to be the left-eigenvector of 𝐿1 with eigenvalue 0:

𝝃 ∶=
(

𝜇
−(1 − 𝑘2𝑐 )

)

,

and we note, intriguingly that 𝝃⊺ and 𝜼 satisfy conditions involving,
separately, the diffusion and reaction terms:

𝝃⊺
(

1 0
0 𝛿0

)

𝜼 = 𝝃⊺
(

1 −𝜇
𝜇 −𝜗

)

𝜼 = 0 . (11)

This in itself is curious, though it appears generic to any Turing
nstability in a system with Fickian or ‘diagonal’ diffusion: the right-
nd left-eigenvectors of 𝐿1 with eigenvalue zero together annihilate
oth the steady state Jacobian and separately the diffusion matrix at
riticality.

2.2. Solution at order 𝜀2

Retaining only the next-to-leading order terms from Eq. (9), and
ubstituting in the leading-order solution (10), we find


(

𝑈2
𝑉2

)

= −2𝑖𝑘𝑐 (𝑎𝑋 − 𝑎̄𝑋 )
(

1 0
0 𝛿0

)

𝜼 −
(

|𝑎|2 + 1
2
(𝑎2 + 𝑎̄2)

)

𝑀𝜼 , (12)

where the 2 × 2 matrix 𝑀 is most compactly written as the product of
the 2 × 3 matrix 𝑁 of coefficients of the nonlinear terms and a 3 × 2
matrix:

𝑀 ∶= 𝑁
⎛

⎜

⎜

−𝜇 0
−(1 − 𝑘2𝑐 ) −𝜇

⎞

⎟

⎟

. (13)

⎝ 0 −(1 − 𝑘2𝑐 )⎠

4 
Given the 𝑥-dependencies on the right-hand side of Eq. (12), we look
for a solution
(

𝑈2
𝑉2

)

= 𝒘(0) +𝒘(1) +𝒘(2) ,

where 𝒘(𝑝) contains only terms with short length-scale dependencies
exp(±𝑖𝑝𝑘𝑐𝑥). The linearity of  then implies that (12) decomposes into
three uncoupled equations:

𝐿0𝒘(0) = −|𝑎|2𝑀𝜼 ,

𝐿1𝒘(1) = −2𝑖𝑘𝑐
(

1 0
0 𝛿0

)

(𝑎𝑋 − 𝑎̄𝑋 )𝜼 ,

𝐿2𝒘(2) = −1
2
(𝑎2 + 𝑎̄2)𝑀𝜼 .

The solution components 𝒘(0),𝒘(2) are determined uniquely since 𝐿0
and 𝐿2 are invertible. In addition, the middle equation, for 𝒘(1), is also
soluble, as the right-hand side lies in the image space of 𝐿1. In this
case 𝒘(1) is determined only up to an additive scalar multiple of 𝜼. No
extra information about the nonlinear behaviour is gained by including
this homogeneous component (being effectively a copy of the leading
order solution but shifted down an order of 𝜀), so we choose 𝒘(1) to be
orthogonal to 𝜼. Defining

𝜻 ∶=
−𝛿0

(𝛿0 + 1)𝜇
(

1 − 𝑘2𝑐
−𝜇

)

,

which satisfies

𝐿1𝜻 =
(

1 0
0 𝛿0

)

𝜼 ,

we find the solution:
(

𝑈2
𝑉2

)

= −2𝑖𝑘𝑐 (𝑎𝑋 − 𝑎̄𝑋 )𝜻 − |𝑎|2𝐿−1
0 𝑀𝜼 − 1

2
(𝑎2 + 𝑎̄2)𝐿−1

2 𝑀𝜼 , (14)

where we have not evaluated fully the vectors 𝐿−1
0 𝑀𝜼 and 𝐿−1

2 𝑀𝜼 since
his is, in general, just algebraically lengthy.

2.3. Solution at order 𝜀3

At the next order, we obtain terms with a long time derivative 𝜕𝑇 ,
nd we may obtain an evolution equation for the amplitude 𝐴(𝑋 , 𝑇 ).
etaining terms of order 𝜀3 from the governing Eq. (9) and substituting

n the leading order solution (10), we find


(

𝑈3
𝑉3

)

= (𝑎𝑇 + 𝑎̄𝑇 )𝜼 − (𝑎𝑋 𝑋 + 𝑎̄𝑋 𝑋 )
(

1 0
0 𝛿0

)

𝜼

− 𝑘2𝑐 (1 − 𝑘2𝑐 )(𝑎 + 𝑎̄)
(

0
𝛿2

)

− 2𝜕𝑥𝑋
(

𝑈2
𝛿0𝑉2

)

− (𝑎 + 𝑎̄)𝑀
(

𝑈2
𝑉2

)

.

In order for this to be solvable for (𝑈3, 𝑉3), all terms on the right-hand
side with 𝑥-dependency exp(±𝑖𝑘𝑐𝑥) must lie in the image space of 𝐿1 –
i.e. orthogonal to 𝝃. Substituting in for (𝑈2, 𝑉2) using (14) and taking
an inner product with 𝝃⊺, we obtain the solvability condition
𝛿0 − 1
𝑘2𝑐

𝐴𝑇 =
4𝛿0

1 − 𝑘2𝑐
𝐴𝑋 𝑋 + 𝛿2𝐴 − 𝐾

𝑘2𝑐 (1 − 𝑘2𝑐 )2
𝐴|𝐴|2 . (15)

where the coefficient 𝐾 is defined to be

𝐾 ∶= −𝝃⊺𝑀
(

𝐿−1
0 + 1

2𝐿
−1
2

)

𝑀𝜼 .

Scaling our variables

𝑇 =
𝛿0 − 1
𝑘2𝑐

𝑇̂ , 𝑋 =

(

4𝛿0
1 − 𝑘2𝑐

)
1
2

𝑋̂ , 𝐴 = 𝑘𝑐 (1 − 𝑘2𝑐 )𝐴̂ ,

and neglecting the hats, we obtain the real Ginzburg–Landau equation

𝐴𝑇 = 𝐴𝑋 𝑋 + 𝛿2𝐴 −𝐾 𝐴|𝐴|2 . (16)

If 𝐴 is independent of the long-lengthscale 𝑋, this reduces to the
tuart–Landau equation
𝐴𝑇 = 𝛿2𝐴 −𝐾 𝐴|𝐴|2 .
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The characteristic 𝑇 - and 𝑋-scalings deployed to obtain Eq. (16) are
as expected from the asymptotic expansions (7) and (8) respectively,
while the scaling for 𝐴 ensures that the cubic term balances the terms
with derivatives.

If 𝐾 > 0, then stable stripe pattern solutions with |𝐴| = (𝛿2∕𝐾)1∕2

are expected to bifurcate from the linearly unstable zero amplitude
solution for 𝛿2 > 0 (the Turing instability regime), while if 𝐾 < 0 then
linearly unstable stripe patterns bifurcate away from the linearly stable
zero solution and exist in the region 𝛿2 < 0 (i.e. outside the region
of parameter space where the uniform state is Turing-unstable). In the
latter, ‘subcritical’, case, it is possible that the branches of patterned
solutions will turn around in parameter space, through saddle–node
bifurcations, resulting in stable patterned states that exist on both sides
of the bifurcation point. For any given reaction scheme, it is therefore
essential to understand the sign of 𝐾.

3. The sign of 𝑲

After some algebraic rearrangement, presented in detail in
Appendix A, we can write 𝐾 as

𝐾 = −5
6
𝝃⊺𝑀𝜼
𝛿0𝑘2𝑐

(

19
15

𝝃⊺𝑀𝜼
𝑘2𝑐 (1 − 𝑘2𝑐 )

+ 𝛿0𝑀11 +𝑀22

)

, (17)

where 𝑀𝑖𝑗 denotes the (𝑖, 𝑗)th entry of the matrix 𝑀 . Thus 𝐾 is positive
if (and only if) either

𝛿0𝑀11 +𝑀22 > −19
15

𝝃⊺𝑀𝜼
𝑘2𝑐 (1 − 𝑘2𝑐 )

> 0 (18a)

or 𝛿0𝑀11 +𝑀22 < −19
15

𝝃⊺𝑀𝜼
𝑘2𝑐 (1 − 𝑘2𝑐 )

< 0 , (18b)

and we note that 𝐾 can vanish if (and only if) either

𝝃⊺𝑀𝜼 = 0
or 𝝃⊺𝑀𝜼 = −15

19
𝑘2𝑐 (1 − 𝑘2𝑐 )

(

𝛿0𝑀11 +𝑀22
)

.

In our previous work [12], we derived a complete classification of mini-
mal mass-action reaction schemes, involving only elementary reactions
(i.e. where reactions may occur between at most two particles), that can
exhibit Turing instability. This previous work focused on the derivation
of the classification itself through the linear analysis that determines
when a Turing instability is possible. Now, having presented the weakly
nonlinear analysis in Section 2, and using the inequalities (18a) and
(18b), we can explore directly the weakly nonlinear development of
the Turing instability. That is, in terms of stoichiometric coefficients
and reaction rate parameters, we can derive the conditions under which
these minimal schemes may be expected to support stable patterned
solutions, at least in the vicinity of the Turing instability threshold at
𝛿 = 𝛿0.

For our minimal type-I schemes (those for which the concentrations
spatially oscillate in-phase, also referred to as a pure-Turing instability
as opposed to cross-activator-inhibitor dynamics), it turns out that
sign(𝐾) is independent of the values of the reaction rate parameters.
As discussed in the introduction, we focus our attention here on these
classes of minimal scheme and in later subsections present details of
all 11 minimal type-I classes. The results are summarised in Figs. 1
and 2 which show, for each type-I class, a plot illustrating sign(𝐾) as
a function of either one ratio, which we denote by 𝜔1, or two ratios
(denoted by 𝜔1 and 𝜔3) of the stoichiometric effects of the underlying
reactions.

For each class we can show that inequality (18b) is the relevant
condition determining the sign of 𝐾, i.e. 𝛿0𝑀11 +𝑀22 < 0 < 𝝃⊺𝑀𝜼 for
all choices of stoichiometry which permit Turing instability, and thus
𝐾 is positive if and only if inequality (18b) holds.

Intriguingly we find that for classes 𝐜 and 𝐝 it is the case that
𝝃⊺𝑀𝜼 = 0 for any choice of reaction stoichiometry and rate parameters
such that Turing instability occurs, and so 𝐾 ≡ 0. This is due to
5 
Fig. 1. Graphical illustration of the sign of 𝐾 for five of the 11 classes of minimal
type-I Turing-unstable reaction schemes. Letters 𝐚, 𝐜, 𝐞, 𝐠, 𝐢 denote the different minimal
schemes labelled as in [12] and as set out in the separate subsections of Section 3. In
each case, within the Turing unstable regime, sign(𝐾) is a function of only a single
parameter: 𝜔1 = 𝑚1∕(𝑛1 − 2), the ratio of the stoichiometric effects on the second and
first species due to the (pseudo-)reaction 2𝑈 → 𝑛1𝑈 +𝑚1𝑉 . In 𝐚 and 𝐠, at the boundary
between 𝐾 > 0 and 𝐾 < 0 there is a unique value for 𝜔1 which yields 𝐾 = 0. Also in
𝐚 and 𝐠, there are upper and lower bounds on 𝜔1 beyond which a Turing instability
does not occur; in 𝐜, 𝐞 and 𝐢 there is only a lower bound on 𝜔1.

a particular degeneracy of the nonlinear terms and is explored in
detail in Section 3.2. This then motivates additional weakly nonlinear
analysis which we present in Section 4. All the other classes contain
Turing-unstable reaction schemes for which 𝐾 > 0, and some contain
Turing-unstable reaction schemes for which 𝐾 < 0. Where there is a
boundary 𝐾 = 0, we see that 𝐾 is positive for sufficiently small 𝜔1,
below a threshold value which may depend on the other ratio 𝜔3.

To reduce the amount of analysis required, we group the 11 schemes
into five pairs and one singleton. In each case, subject to the stoichio-
metric conditions that permit Turing instability — which we simply
state here, but are derived in detail in [12] – the nondimensionalised
form, Eq. (2), is derived explicitly, and we then show that either

(i): 𝛿0𝑀11 +𝑀22 < 0 and 𝝃⊺𝑀𝜼 > 0 , or
(ii): 𝝃⊺𝑀𝜼 = 0 .
The two classes that satisfy this second condition (𝐜 and 𝐝) are the sub-
ject of the analysis in Section 3.2; for the rest, given the stoichiometric
conditions for the reaction scheme to be Turing-unstable, 𝐾 is positive
if and only if inequality (18b) is satisfied:
19
15

𝝃⊺𝑀𝜼
𝑘2𝑐 (1 − 𝑘2𝑐 )

< −(𝛿0𝑀11 +𝑀22) .

In all cases this can be simplified to an inequality involving only ratios
of the stoichiometric effects of each reaction on each species. What we
mean by this is that for a Turing-unstable reaction scheme of three
reactions:
⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑝1𝑈 + 𝑞1𝑉
𝑟1
←←←←←←←←←→ 𝑛1𝑈 + 𝑚1𝑉

𝑝2𝑈 + 𝑞2𝑉
𝑟2
←←←←←←←←←→ 𝑛2𝑈 + 𝑚2𝑉

𝑝3𝑈 + 𝑞3𝑉
𝑟3
←←←←←←←←←→ 𝑛3𝑈 + 𝑚3𝑉

the sign of 𝐾 depends only on the ratios

(𝑛𝑖 − 𝑝𝑖) ∶ (𝑚𝑖 − 𝑞𝑖), 𝑖 = 1, 2, 3 .
To this end, we will express the results in terms of the variables 𝜔𝑖 =
|𝑚𝑖 − 𝑞𝑖|∕|𝑛𝑖 − 𝑝𝑖| and 𝜛𝑖 = |𝑛𝑖 − 𝑝𝑖|∕|𝑚𝑖 − 𝑞𝑖| (to avoid dividing by zero)
as appropriate. It is important to note in the presentation of different
classes that the definitions of the 𝜔 and 𝜛 may differ from one class
𝑖 𝑖
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Fig. 2. Sign of 𝐾 for the remaining six classes of minimal type-I Turing-unstable reaction schemes. In each of these, within the Turing unstable regime, sign(𝐾) is a function of
two ratios (as opposed to one, for the classes in Fig. 1) of stoichiometric effects. Letters 𝐛, 𝐝, 𝐟 , 𝐡, 𝐣 and 𝐤 correspond to the classification of minimal schemes as in [12]. White
regions do not allow a Turing instability to take place; the boundaries of the coloured regions are set out in the relevant sub-sections of Section 3.
to another, although in classes 𝐚, 𝐜, 𝐞, 𝐠 and 𝐢 we consistently define
𝜔1 = 𝑚1∕(𝑛1− 2) which is the ratio of the stoichiometric increases in the
second and first species, respectively, in the reaction 2𝑈 → 𝑛1𝑈 +𝑚1𝑉 .

We summarise the results in Figs. 1 and 2. In classes 𝐞, 𝐢 and 𝐤 we
find that 𝐾 is sign definite. In other classes sign(𝐾) is a particularly
simple function of 𝜔𝑖, in others we defer to numerical evaluation.

3.1. Classes 𝐚 and 𝐛

Recalling essential details from [12], the reaction schemes for
classes 𝐚 and 𝐛 and associated stoichiometric conditions to allow Turing
instability are

𝐚
⎧

⎪

⎨

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 𝑛′′1𝑈 + 𝑚1𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ ∅

∅
𝑟3
←←←←←←←←←→ 𝑛3𝑈

subject to: 2(𝑛′′1 − 2) > 𝑚1 > 𝑛′′1 − 2 ,
and

𝐛
⎧

⎪

⎨

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 𝑛′′1𝑈 + 𝑚1𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ ∅

∅
𝑟3
←←←←←←←←←→ 𝑛3𝑈 + 𝑚3𝑉

subject to: 2(𝑛′′1 − 2)𝑛3 > 𝑚1𝑛3 + (𝑛′′1 − 2)𝑚3 , 𝑚1 > 𝑛′′1 − 2 , 𝑛3 > 𝑚3 ,

where the reaction rate constants 𝑟𝑖 are positive. We note that for all
choices of the stoichiometry there is always a non-empty open subset
of R3

+ in which the values of (𝑟1, 𝑟2, 𝑟3) enable a Turing instability to
take place. The coefficients 𝑛𝑖, 𝑚𝑖 of the reaction products are always
nonnegative integers, and following the notation of [12]: primes are
used to indicate additional imposed constraints, specifically that coef-
ficients denoted by a single prime are greater than one, e.g. 𝑛′𝑖 , 𝑚′

𝑖 > 1
and double primes denote coefficients greater than two: 𝑛′′𝑖 , 𝑚′′

𝑖 > 2. The
corresponding mean-field PDE model for the concentrations 𝑢(𝒙, 𝑡) and
𝑣(𝒙, 𝑡) is

𝑢𝑡 = 𝐷𝑢∇2𝑢 + 𝑟̂3 + 𝑟̂1𝑢2 − 𝑟2𝑢𝑣 ,
𝑣𝑡 = 𝐷𝑣∇2𝑣 + 𝑟̂3𝜔3 + 𝑟̂1𝜔1𝑢

2 − 𝑟2𝑢𝑣 ,
where 𝑟̂ = (𝑛′′− 2)𝑟 , 𝑟̂ = 𝑛 𝑟 , and we define the stoichiometric ratios
1 1 1 3 3 3

6 
𝜔1 ∶=
𝑚1

𝑛′′1 − 2 , 𝜔3 ∶=
𝑚3
𝑛3

.

For the reaction scheme to be Turing-unstable, we find that these must
satisfy 0 ⩽ 𝜔3 < 1 and 1 < 𝜔1 < 2 − 𝜔3. If 𝜔3 = 0 then we
are considering scheme 𝐚, otherwise we are considering scheme 𝐛. By
rescaling 𝑢 = 𝑢∗ + 𝑈 , 𝑣 = 𝑣∗ + 𝜈 𝑉 , about the homogeneous steady state

𝑢∗ =

√

𝑟̂3
𝑟̂1

√

1 − 𝜔3
𝜔1 − 1 , 𝑣∗ =

√

𝑟̂1 𝑟̂3
𝑟22

𝜔1 − 𝜔3
√

(𝜔1 − 1)(1 − 𝜔3)

we transform the PDE model (1) into the nondimensionalised form
(

𝑈𝑡
𝑉𝑡

)

=
{(

1 0
0 𝛿

)

∇̂2 +
(

1 −𝜇
𝜇 −𝜗

)} (
𝑈
𝑉

)

+𝑁

( 1
2𝑈

2

𝑈 𝑉

)

, (19)

where 𝑡 = 𝜏𝑡, 𝒙 =
√

𝜏 𝐷1𝒙̂, and

𝜏 = 1
√

𝑟̂1 𝑟̂3

√

(𝜔1 − 1)(1 − 𝜔3)
2 − 𝜔1 − 𝜔3

,

𝜈 = 1
√

𝜌̂

√

2
(

𝜔1 − 1) + 2 − 𝜔1 − 𝜔3
1 − 𝜔3

,

𝜗 = 𝜌̂
1 − 𝜔3

2 − 𝜔1 − 𝜔3
,

𝜇 = 𝜈 𝜗 ,

𝑁 = 𝑟̂1𝜏
(

2 −𝜌̂𝜈
2𝜔1𝜈−1 −𝜌̂

)

, 𝜌̂ = 𝑟2
𝑟̂1

.

We note that we have taken 𝑁 to be a 2 × 2 matrix here since there are
no 𝑉 2 terms in the PDE model; in the definition of 𝑁 as a 2 × 3 matrix
the entries 𝑁31, 𝑁32 in the final column are (for these reaction schemes)
both zero. In this section, we continue to omit these zero entries, since
the lack of 𝑉 2 terms is common to all the minimal reaction schemes for
type-I instability, as is the form of the nondimensionalisation (19); what
varies between classes of schemes is how the coefficients 𝜏 , 𝜈 , 𝜗, 𝜇 , 𝑁
depend on the system parameters. For classes 𝐚 and 𝐛, we have that
the matrix 𝑀 defined in (13) takes the form

𝑀 =
−𝑟̂1𝜏
2𝛿0𝜗

(

4𝛿0𝜇 𝜗 − 𝜌̂𝜇(𝛿0 + 𝜗) −2𝜌̂𝛿0𝜇2

4𝜔1𝛿0𝜗2 − 𝜌̂𝜗(𝛿0 + 𝜗) −2𝜌̂𝛿0𝜇 𝜗

)

,

thus
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𝛿0𝑀11 +𝑀22 =
−𝑟2𝜏 𝜇[(𝜔1 − 1)(𝛿0 + 3𝜗) + 3(1 − 𝜔3)(𝛿0 − 𝜗)]

2𝜗(2 − 𝜔1 − 𝜔3)
,

which is always negative. A direct calculation finds that

𝝃⊺𝑀𝜼 = 𝑟̂1𝜏 𝜇
𝛿0 + 𝜗
4𝛿20

(

4(𝜔1 − 1)(𝜔1 − 𝜔3)
2 − 𝜔1 − 𝜔3

𝛿0𝜗 +
𝜔1 − 1
1 − 𝜔3

(𝛿20 − 𝜗
2)
)

,

which is always positive. Accordingly, after much rearranging we can
deduce that, provided that 𝜔3 and/or 𝜔1 are chosen such that the
reaction scheme is Turing-unstable, 𝐾 is positive if and only if
(𝜔1 − 1)(8 + 273(1 − 𝜔3)

)

− 169 (1 − 𝜔3
)2 < 0.

For class 𝐚 we have 𝜔3 = 0, so this condition then simplifies to become

𝐾 > 0 ⟺ 𝜔1 <
450
281

≈ 1.6014 .
For class 𝐛 the inequality involves both 𝜔1 and 𝜔3 and is represented
raphically in the top-left panel of Fig. 2.

3.2. Classes 𝐜 and 𝐝

The reaction schemes and associated stoichiometric conditions to
llow Turing instability for classes 𝐜 and 𝐝 are

𝐜
⎧

⎪

⎨

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 𝑛′′1𝑈 + 𝑚1𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ ∅

𝑈
𝑟3
←←←←←←←←←→ 𝑛′3𝑈

subject to: 𝑚1 > 𝑛′′1 − 2 ,
and

𝐝
⎧

⎪

⎨

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 𝑛′′1𝑈 + 𝑚1𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ ∅

𝑈
𝑟3
←←←←←←←←←→ 𝑛′3𝑈 + 𝑚3𝑉

subject to: 𝑚1 > 𝑛′′1 − 2 , 𝑛′3 − 1 > 𝑚3 .

The corresponding mean-field PDE model is
𝑢𝑡 = 𝐷𝑢∇2𝑢 + 𝑟̂3𝑢 + 𝑟̂1𝑢2 − 𝑟2𝑢𝑣 ,
𝑡 = 𝐷𝑣∇2𝑣 + 𝑟̂3𝜔3𝑢 + 𝑟̂1𝜔1𝑢

2 − 𝑟2𝑢𝑣 ,
where 𝑟̂1 = (𝑛′′1 − 2)𝑟1, 𝑟̂3 = (𝑛′3 − 1)𝑟3,
𝜔1 ∶=

𝑚1

𝑛′′1 − 2 , 𝜔3 ∶=
𝑚3

𝑛′3 − 1 ,

and for the reaction scheme to be Turing-unstable, these must satisfy
0 ⩽ 𝜔3 < 1 < 𝜔1. Class 𝐜 is defined by the special case of 𝜔3 = 0;
f 𝜔3 ≠ 0 then we are considering class 𝐝. As previously, by rescaling
= 𝑢∗ + 𝑈 , 𝑣 = 𝑣∗ + 𝜈 𝑉 , about the homogeneous steady state

𝑢∗ =
𝑟̂3
𝑟̂1

1 − 𝜔3
𝜔1 − 1 , 𝑣∗ =

𝑟̂3
𝑟2

𝜔1 − 𝜔3
𝜔1 − 1 ,

we are able to put this into the nondimensionalised form (19), where
ow

𝜏 = 1
𝑟̂3

𝜔1 − 1
1 − 𝜔3

,

𝜈 = 1
√

𝜌̂

√

𝜔1 ,

𝜗 = 𝜌̂ ,
𝜇 =

√

𝜌̂
√

𝜔1 ,

= 𝜏 ̂𝑟1
(

2 −𝜌̂𝜈
2𝜔1𝜈−1 −𝜌̂

)

, 𝜌̂ = 𝑟2
𝑟̂1

.

This gives that

𝑀 = − 𝜏 ̂𝑟1
2𝛿0

(

3𝛿0𝜇 − 𝜇 𝜗 −2𝛿0𝜇2

𝛿0(𝛿0 + 𝜗) −2𝛿0𝜇 𝜗
)

and 𝝃⊺𝑀𝜼 = 0 ,

and hence 𝐾 = 0 for all combinations of parameters in these two cases.
The explanation for this degeneracy can be seen clearly when we write
he system out fully in its nondimensionalised form:
7 
(

𝑈𝑡
𝑉𝑡

)

=
{(

1 0
0 𝛿

)

∇̂2 +
(

1 −𝜇
𝜇 −𝜗

)} (
𝑈
𝑉

)

+ 1
𝑢∗
𝑈
(

1 −𝜇
𝜇 −𝜗

) (
𝑈
𝑉

)

.

Since all the reaction terms, in both equations, involve a factor of
𝑈 , the coefficients in the quadratic terms are precisely the same as
those in the linear terms. This does not, of course, depend on the
ondimensionalisation itself and holds also in other statements of the

problem, for example specialising the PDE system (1) to the form
(

𝑢𝑡
𝑣𝑡

)

=
(

𝐷1 0
0 𝐷2

)

∇2
(

𝑢
𝑣

)

+
(

𝑢𝑓 (𝑢, 𝑣)
𝑢𝑔(𝑢, 𝑣)

)

,

in which all the nonlinear terms contain a factor of 𝑢 and 𝑓 and 𝑔
ave vanishing second partial derivatives at the (nonzero) steady state.

When this holds, relations such as (11) emerge directly in the nonlinear
arts of the calculations and result in the quantity 𝝃⊺𝑀𝜼 vanishing
dentically.

3.3. Classes 𝐞 and 𝐟

For these two classes, the reaction schemes and stoichiometric
conditions to allow Turing instability are

𝐞
⎧

⎪

⎨

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 𝑛′′1𝑈 + 𝑚1𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ ∅

𝑉
𝑟3
←←←←←←←←←→ ∅

subject to: 𝑚1 > 𝑛′′1 − 2 ,
and

𝐟
⎧

⎪

⎨

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 𝑛′′1𝑈 + 𝑚1𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ ∅

𝑉
𝑟3
←←←←←←←←←→ 𝑛3𝑈

subject to: 𝑚1 > 𝑛′′1 − 2 , (𝑛′′1 − 2)(2𝑛3 + 1) > 𝑚1𝑛3 ,

and the corresponding mean-field PDE model is
𝑢𝑡 = 𝐷𝑢∇2𝑢 + 𝑟3𝜛3𝑣 + 𝑟̂1𝜛1𝑢

2 − 𝑟2𝑢𝑣 ,
𝑣𝑡 = 𝐷𝑣∇2𝑣 − 𝑟3𝑣 + 𝑟̂1𝑢2 − 𝑟2𝑢𝑣 ,
where 𝑟̂1 = 𝑚1𝑟1, and we define

𝜛1 ∶=
𝑛′′1 − 2
𝑚1

, 𝜛3 ∶= 𝑛3 .

For the reaction scheme to be Turing-unstable, 𝜛1 and 𝜛3 must satisfy
3∕(2𝜛3 + 1) < 𝜛1 < 1. Class 𝐞 is the case 𝜛3 = 0, and class 𝐟 is the

ase 𝜛3 ≠ 0. Rescaling 𝑢 = 𝑢∗ +𝑈 , 𝑣 = 𝑣∗ + 𝜈 𝑉 about the homogeneous
teady state

𝑢∗ =
𝑟3
𝑟2

𝜛3 +𝜛1
1 −𝜛1

, 𝑣∗ =
𝑟̂1𝑟3
𝑟22

(𝜛3 +𝜛1)2

(1 −𝜛1)(𝜛3 + 1) ,

we obtain the nondimensionalised form (19) with

𝜏 =
𝑟2
𝑟̂1𝑟3

(1 −𝜛1)(𝜛3 + 1)
(𝜛3 +𝜛1)((2𝜛3 + 1)𝜛1 −𝜛3)

,

𝜈 = 1
√

𝜌̂

√

(𝜛3 +𝜛1)(𝜛3 + 2 −𝜛1)
(𝜛3 + 1)2𝜛1

,

𝜗 = 𝜌̂
(𝜛3 + 1)2

(𝜛3 +𝜛1)((2𝜛3 + 1)𝜛1 −𝜛3)
,

𝜇 = 𝜈 𝜛1𝜗 ,
̂ = 𝜏 ̂𝑟1

(

2𝜛1 −𝜌̂𝜈
2𝜈−1 −𝜌̂

)

, 𝜌̂ = 𝑟2
𝑟̂1

.

Direct calculation of the matrix 𝑀 gives

𝑀 = − 𝜏 ̂𝑟1
2𝛿0

(

4𝜛1𝛿0𝜇 − 𝜌̂𝜇 𝛿0+𝜗𝜛1𝜗
−2𝜌̂𝛿0𝜇2∕(𝜛1𝜗)

4𝜛1𝛿0𝜗 − 𝜌̂(𝛿0 + 𝜗) −2𝜌̂𝛿0𝜇

)

and so, after considerable algebra,

𝛿0𝑀11 +𝑀22 = − 𝜏 ̂𝑟1𝜇
((

𝜛2
3 (1 −𝜛1)2

2
+ 3𝜛2

1

)

(𝛿0 − 𝜗)
2𝜛1 (𝜛3 + 1)
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+
2(1 −𝜛1)
(𝜛3 + 1)2

(

𝜛2
3 + (2𝜛3 + 1)𝜛2

1
)

𝜗
)

,

which is negative. We find also that

𝝃⊺𝑀𝜼 = 𝜏 ̂𝑟1
(𝛿0 + 𝜗)𝜇 𝜗

2𝛿20

(1 −𝜛1)
𝜛3 + 1

×

(

4(1 −𝜛1)(𝜛3 +𝜛1)𝜛3
(2𝜛3 + 1)𝜛1 −𝜛3

𝛿0 +
(𝜛1 + 2𝜛1𝜛3 +𝜛2

3 )
𝜛3 + 1 (𝛿0 − 𝜗)

)

,

which is positive, and so the relevant condition is inequality (18b) and
𝐾 is positive if and only if
19
15

𝝃⊺𝑀𝜼
𝑘2𝑐 (1 − 𝑘2𝑐 )

< −(𝛿0𝑀11 +𝑀22) .

Expressing this inequality only in terms of 𝜛1, 𝜛3 is possible, though
simplifying it is arduous and uninformative. However, it is easy to
verify that in the case of 𝜛3 = 0 (class 𝐞) the above inequality holds for
all choices of 0 < 𝜛1 < 1. For class 𝐟 the inequality involves both 𝜔1
and 𝜔3 and is represented graphically in the top-right panel of Fig. 2.

3.4. Classes 𝐠 and 𝐡

For classes 𝐠 and 𝐡, the reaction schemes and stoichiometric condi-
ions to allow Turing instability are

𝐠
⎧

⎪

⎨

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 𝑛′′1𝑈 + 𝑚1𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ ∅

𝑉
𝑟3
←←←←←←←←←→ 𝑛3𝑈 + 𝑉

subject to: 2(𝑛′′1 − 2) > 𝑚1 > 𝑛′′1 − 2 ,
and

𝐡
⎧

⎪

⎨

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 𝑛′′1𝑈 + 𝑚1𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ ∅

𝑉
𝑟3
←←←←←←←←←→ 𝑛3𝑈 + 𝑚′

3𝑉

ubject to: 𝑚1 > 𝑛′′1 − 2 , 𝑛3 > 𝑚′
3 − 1 ,

2(𝑛′′1 − 2)𝑛3 > 𝑚1𝑛3 + (𝑛′′1 − 2)(𝑚′
3 − 1),

with corresponding mean-field PDE model

𝑢𝑡 = 𝐷𝑢∇2𝑢 + 𝑟̂3𝑣 + 𝑟̂1𝑢2 − 𝑟2𝑢𝑣 ,
𝑡 = 𝐷𝑣∇2𝑣 + 𝑟̂3𝜔3𝑣 + 𝑟̂1𝜔1𝑢

2 − 𝑟2𝑢𝑣 ,
where 𝑟̂1 = (𝑛′′1 − 2)𝑟1, 𝑟̂3 = 𝑛3𝑟3, and we define, for these cases,

𝜔1 ∶=
𝑚1

𝑛′′1 − 2 , 𝜔3 ∶=
𝑚′
3 − 1
𝑛3

.

For the reaction scheme to be Turing-unstable, we must have 0 ⩽ 𝜔3 < 1
nd 1 < 𝜔1 < 2 − 𝜔3. Rescaling 𝑢 = 𝑢∗ + 𝑈 , 𝑣 = 𝑣∗ + 𝜈 𝑉 about the

homogeneous steady state

𝑢∗ =
𝑟̂3
𝑟2

𝜔1 − 𝜔3
𝜔1 − 1 , 𝑣∗ =

𝑟̂1 𝑟̂3
𝑟22

(

𝜔1 − 𝜔3
)2

(𝜔1 − 1)(1 − 𝜔3)
,

we obtain the nondimensionalised form (19) with

𝜏 =
𝑟2
𝑟̂1 𝑟̂3

(𝜔1 − 1)(1 − 𝜔3)
(𝜔1 − 𝜔3)

(

2 − 𝜔1 − 𝜔3
) ,

𝜈 = 1
√

𝜌̂

√

𝜔1 − 𝜔3
1 − 𝜔3

(

2𝜔1 − 2 + 2 − 𝜔1 − 𝜔3
1 − 𝜔3

)

,

𝜗 = 𝜌̂
𝜔1(1 − 𝜔3)2

(𝜔1 − 𝜔3)
(

2 − 𝜔1 − 𝜔3
) ,

𝜇 = 𝜈 𝜗
𝜔1

,

= 𝜏 ̂𝑟1
(

2 −𝜌̂𝜈
2𝜔1𝜈−1 −𝜌̂

)

, 𝜌̂ = 𝑟2
𝑟̂1

.

For these classes

𝑀 = − 𝜏 ̂𝑟1
(

4𝛿0𝜇 𝜗 − 𝜌̂𝜔1𝜇(𝛿0 + 𝜗) −2𝜌̂𝜔1𝛿0𝜇2
2

)

,

2𝛿0𝜗 4𝛿0𝜗 − 𝜌̂𝜗(𝛿0 + 𝜗) −2𝜌̂𝛿0𝜇 𝜗

8 
and so
𝛿0𝑀11 +𝑀22 = − 𝜏 ̂𝑟1𝜌̂𝜇

2𝜗

×

(

𝜔1(𝜔1 − 1)2(𝛿0 + 3𝜗) + 3𝜔1(1 − 𝜔3)2(𝛿0 − 𝜗)
(𝜔1 − 𝜔3)

(

2 − 𝜔1 − 𝜔3
) + 2(𝜔1 − 1)𝜗

)

,

which is negative, and

𝝃⊺𝑀𝜼 =
𝜏 ̂𝑟1𝜌̂
𝜗

𝜇(𝛿0 + 𝜗)
2𝛿0

(

𝜔1 − 1)2

×

(

𝜔2
1
(

𝛿0 − 𝜗
)

+ 2 (𝜔2
1 − 𝜔

2
3
)

𝜗

𝜔1(𝜔1 − 𝜔3)
(

2 − 𝜔1 − 𝜔3
) +

2 |𝜇|
√

𝜇2 − 𝜗
𝜔1 − 1

)

,

which is positive, and so 𝐾 is positive if and only if inequality (18b)
holds:
19
15

𝝃⊺𝑀𝜼
𝑘2𝑐 (1 − 𝑘2𝑐 )

< −(𝛿0𝑀11 +𝑀22) .

This inequality does not hold throughout the Turing-unstable region, so
𝐾 can take either sign. Simplifying the inequality to state it in terms of
𝜔1 and 𝜔3 is hypothetically possible, but practically onerous. Even in
the simpler case of class 𝐠 for which 𝜔3 = 0, there are Turing-unstable
reaction schemes for which 𝐾 < 0, and the exact condition for class 𝐠
is much simpler to state:

𝐾 > 0 ⟺ 𝜔1 <
1862 − 68

√

481
225

≈ 1.6473 .

This condition for class 𝐠 is illustrated schematically in Fig. 1, and
the more complex dependence of sign(𝐾) on 𝜔1 and 𝜔3 for class 𝐡 is
llustrated in the lower-left plot in Fig. 2.

3.5. Classes 𝐢 and 𝐣

For these two classes, the general reaction schemes and conditions
to be Turing-unstable are

𝐢
⎧

⎪

⎨

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 𝑛′′1𝑈 + 𝑚1𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ 𝑉

𝑉
𝑟3
←←←←←←←←←→ ∅

,

and

𝐣
⎧

⎪

⎨

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 𝑛′′1𝑈 + 𝑚1𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ 𝑉

𝑉
𝑟3
←←←←←←←←←→ 𝑛3𝑈

subject to: 𝑛′′1 − 2 > 𝑚1𝑛3 ,

giving the corresponding mean-field PDE model

𝑢𝑡 = 𝐷𝑢∇2𝑢 + 𝑟3𝜛3𝑣 + 𝑟̂1𝜛1𝑢
2 − 𝑟2𝑢𝑣 ,

𝑣𝑡 = 𝐷𝑣∇2𝑣 − 𝑟3𝑣 + 𝑟̂1𝑢2 ,

where we define

𝜛1 ∶=
𝑛′′1 − 2
𝑚1

, 𝜛3 ∶= 𝑛3 .

For the reaction scheme to be Turing-unstable we must have 0 ⩽ 𝜛3 <
1. Rescaling 𝑢 = 𝑢∗ + 𝑈 , 𝑣 = 𝑣∗ + 𝜈 𝑉 about the homogeneous steady

tate

𝑢∗ =
𝑟3
𝑟2
(𝜛1 +𝜛3) , 𝑣∗ =

𝑟̂1𝑟3
𝑟22

(𝜛1 +𝜛3)2 ,

we obtain the same nondimensional Eqs. (19) now with

𝜏 =
𝑟2
𝑟̂1𝑟3

1
𝜛2

1 −𝜛2
3

,

𝜈 = 1
√

𝜌̂

√

2(𝜛1 +𝜛3)
𝜛1

,

𝜗 = 𝜌̂ 1
2 2

,

𝜛1 −𝜛3



F.R. Waters et al.

c

0
i
f
i
t

i

L

s
a

𝝃
e
a
E

Physica D: Nonlinear Phenomena 471 (2025) 134427 
𝜇 = 𝜈 𝜛1𝜗 ,

𝑁 = 𝜏 ̂𝑟1
(

2𝜛1 −𝜌̂𝜈
2𝜈−1 0

)

, 𝜌̂ = 𝑟2
𝑟̂1

.

In this case we find that

𝑀 = − 𝜏 ̂𝑟1
2𝜛1𝛿0𝜗

(

4𝜛2
1𝛿0𝜇 𝜗 − 𝜌̂𝜇(𝛿0 + 𝜗) −2𝜌̂𝛿0𝜇2

4𝜛2
1𝛿0𝜗

2 0

)

and thus

𝛿0𝑀11 +𝑀22 = − 𝜏 ̂𝑟1𝜇
2𝜛1

(

2𝜛2
1𝛿0 +𝜛

2
3 (𝛿0 + 𝜗) +𝜛2

1 (𝛿0 − 𝜗)
)

,

which is always negative, and

𝝃⊺𝑀𝜼 = 𝜏 ̂𝑟1
(𝛿0 + 𝜗)𝜇 𝜗

𝛿0

√

𝜛1 +𝜛3

𝜛1 −𝜛3

×
(

𝜛1

(

√

2𝜛1 −
√

𝜛1 +𝜛3

)

+ 2𝜛3
√

𝜛1 +𝜛3
)

,

which is positive. Accordingly, 𝐾 is positive if and only if inequality
(18b) holds:
19
15

𝝃⊺𝑀𝜼
𝑘2𝑐 (1 − 𝑘2𝑐 )

< −(𝛿0𝑀11 +𝑀22) ,

After much algebraic manipulation and simplification, taking into ac-
ount that 0 ⩽ 𝜛3 < 𝜛1, this inequality holds if and only if
(15𝛾 + 38)√𝛾 > 53𝛾 + 2 ,
where we introduce 𝛾 ∶= (𝜛1+𝜛3)∕(2𝜛1) for convenience. If we resort
to the cubic formula, then this inequality can be further simplified
and expressed purely in terms of the ratio 𝜛3∕𝜛1. Within the Turing
instability regime it is equivalent to
√

𝜛1 +𝜛3
2𝜛1

< 53
45

+
2
√

1099
45

cos
(

𝑐0 − 2𝜋
3

)

, (20)

where

𝑐0 ∶= ar ccos
(

19007

1099
√

1099

)

,

and the right-hand side of inequality (20) evaluates to approximately
.90973. In particular, for class 𝐢 we have 𝜛3 = 0, so the above
nequality becomes independent of 𝜛1 and is numerically true; there-
ore 𝐾 > 0 for all choices of stoichiometry in class 𝐢. For class 𝐣 the
nequality involves both 𝜔1 and 𝜔3 and is represented graphically in
he lower-centre panel of Fig. 2.

3.6. Class 𝐤

For the final class of reaction schemes

𝐤

⎧

⎪

⎪

⎨

⎪

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 𝑛′′1𝑈 + 𝑚1𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ 𝑚′

2𝑉

𝑉
𝑟3
←←←←←←←←←→ ∅

,

a Turing instability is feasible, in terms of the existence of open sets of
reaction rates and diffusivities, for any choice of stoichiometric product
coefficients 𝑛′′1 > 2, 𝑚′

2 > 1, 𝑚1 > 0. The mean-field PDE model is
𝑢𝑡 = 𝐷𝑢∇2𝑢 + 𝑟̂1𝑢2 − 𝑟2𝑢𝑣 ,
𝑣𝑡 = 𝐷𝑣∇2𝑣 − 𝑟3𝑣 + 𝑟̂1𝜔1𝑢

2 + 𝑟2𝜔2𝑢𝑣 ,
where 𝑟̂1 = 𝑟1(𝑛1 − 2) and

𝜔1 ∶=
𝑚1

𝑛1 − 2 , 𝜔2 ∶= 𝑚′
2 − 1 ,

satisfying 𝜔1, 𝜔2 > 0. The nonzero homogeneous steady state is
𝑢∗ =

𝑟3
𝑟2

1
𝜔1 + 𝜔2

, 𝑣∗ =
𝑟̂1𝑟3
𝑟22

1
𝜔1 + 𝜔2

,

and the equations are put into the dimensionless form (19) by defining
9 
𝜏 =
𝑟2
𝑟̂1𝑟3

(𝜔1 + 𝜔2) ,

𝜈 = 1
√

𝜌̂

√

2𝜔1 + 𝜔2 ,

𝜗 = 𝜌̂𝜔1 ,

𝜇 = 𝜌̂𝜈 ,

𝑁 = 𝜏 ̂𝑟1
(

2 −𝜌̂𝜈
2𝜔1𝜈−1 𝜌̂𝜔2

)

, 𝜌̂ = 𝑟̂2
𝑟̂1

.

Computation yields

𝑀 = − 𝜏 ̂𝑟1
2𝛿0

(

4𝛿0𝜇 − 𝜇(𝛿0 + 𝜗) −2𝛿0𝜇2

4𝜌̂𝜔1𝛿0 + 𝜌̂𝜔2(𝛿0 + 𝜗) 2𝜌̂𝜔2𝛿0𝜇

)

,

and thus

𝛿0𝑀11 +𝑀22 = − 𝜏 ̂𝑟1𝜇
2

(

2𝛿0 + (𝛿0 − 𝜗) + 2𝜌̂𝜔2
)

,

which is always negative, and

𝝃⊺𝑀𝜼 = 𝜏 ̂𝑟1𝜌̂
(𝛿0 + 𝜗)2𝜇

2𝛿20

√

𝜔1 + 𝜔2
2𝜔1 + 𝜔2

(

𝜔1 + 𝜔2
)

,

which is always positive. By inequality (18b) we have that 𝐾 is positive
f and only if
19
15

< 3
2

√

2𝜔1 + 𝜔2
𝜔1 + 𝜔2

+ 2 ,

which is true for all 𝜔1, 𝜔2 > 0, and so 𝐾 is positive for all reaction
schemes in class 𝐤.

In summary, we have computed the cubic coefficient in the standard
weakly nonlinear analysis for each of the 11 classes of minimal reaction
schemes for type-I Turing instability. We find that in three classes (𝐞, 𝐢,
and 𝐤) the instability is always supercritical, while in six cases (𝐚, 𝐛, 𝐟 ,
𝐠, 𝐡, and 𝐣) there are regions of both supercriticality and subcriticality.
As a general rule, the instability is found to be supercritical when 𝜔1 ≡
𝑚1∕(𝑛1 − 2), i.e. the ratio of the stoichiometric increases in the second
and first species due to the reaction 2𝑈 → 𝑛1𝑈 + 𝑚1𝑉 , is sufficiently
small, and subcritical when it is larger. In the remaining two cases (𝐜
and 𝐝) there is a degeneracy in the structure of the linear and nonlinear
terms caused by the existence of a common factor of 𝑢, which means
that the sub- or supercriticality of the bifurcation is not determined at
this order.

4. Further analysis for classes 𝐜 and 𝐝.

If 𝝃⊺𝑀𝜼 = 0, as we observed in Section 3.2, then the real Ginzburg–
andau amplitude Eq. (16) cannot describe nonzero uniform equilib-

rium solutions for the amplitude 𝐴. In order to capture nonzero steady
states, if they exist, we must introduce new scalings in the asymptotic
expansion to allow for larger amplitudes. We do this by proposing a
new asymptotic expansion for the amplitudes (𝑈 , 𝑉 ) while keeping the
ame scalings as introduced previously for the slow time scale 𝑇 = 𝜀2𝑡
nd long length scale 𝑋 = 𝜀𝑥:

(

𝑈
𝑉

)

= 𝜀
1
2

⎛

⎜

⎜

⎝

𝑈 1
2

𝑉 1
2

⎞

⎟

⎟

⎠

+ 𝜀
(

𝑈1
𝑉1

)

+ 𝜀
3
2

⎛

⎜

⎜

⎝

𝑈 3
2

𝑉 3
2

⎞

⎟

⎟

⎠

+⋯ . (21)

In this new computation we also impose the additional constraint
⊺𝑀𝜼 = 0 which is a new condition relating 𝜇 and 𝜗. We explore the
ffects of varying 𝜇 and 𝜗 close to this constraint by perturbing them
nd writing 𝜇 ↦ 𝜇+𝜀𝜇1, 𝜗 ↦ 𝜗+𝜀𝜗1. Substituting this into the governing
q. (2) we have

𝜀
5
2 𝜕𝑇

⎛

⎜

⎜

⎝

𝑈 1
2

𝑉 1
2

⎞

⎟

⎟

⎠

= 
(

𝑈
𝑉

)

+ 𝜀
(

0 −𝜇1
𝜇1 −𝜗1

) (
𝑈
𝑉

)

+ 𝜀
5
2 𝜕𝑋 𝑋

⎛

⎜

⎜

𝑈 1
2

𝛿0𝑉 1

⎞

⎟

⎟

+ 𝜀
5
2 𝜕𝑥𝑥

(

0
𝛿2𝑉 1

)

⎝ 2 ⎠ 2
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+ 2𝜀𝜕𝑥𝑋
(

𝑈
𝛿0𝑉

)

+𝑁

⎛

⎜

⎜

⎜

⎝

1
2𝑈

2

𝑈 𝑉
1
2𝑉

2

⎞

⎟

⎟

⎟

⎠

+ (𝜀3) . (22)

Comparing the constraint 𝝃⊺𝑀𝜼 = 0, to Eq. (11), we observe that the
two vectors

𝑀𝜼 and
(

1 0
0 𝛿0

)

𝜼

are both orthogonal to 𝝃 and therefore (since these are all non-zero
vectors in R2) they must be scalar multiples of each other. Similarly,
he vectors

𝝃⊺𝑀 and 𝝃⊺
(

1 0
0 𝛿0

)

are also both orthogonal to 𝜼 and so must be multiples of each other.
e can therefore write

𝑀𝜼 = 𝜒1

(

1 0
0 𝛿0

)

𝜼 , 𝝃⊺𝑀 = 𝜒2𝝃⊺
(

1 0
0 𝛿0

)

,

where the scalars 𝜒1, 𝜒2 can be computed simply by multiplying these
equations by 𝜼⊺ and 𝝃, respectively, to obtain

𝜒1 =
𝜼⊺𝑀𝜼

2𝛿0(1 − 𝑘2𝑐 )2
, 𝜒2 =

𝝃⊺𝑀𝝃
2𝛿0(1 − 𝑘2𝑐 )2

. (23)

These expressions turn up repeatedly in the asymptotic calculation that
follows when we consider terms order by order in solving Eq. (22). Full
etails of the calculation are presented in Appendix B; in this section

we summarise the approach and present the result.
At leading order (which is now (𝜀1∕2) with these new scalings)

we obtain an eigenvalue equation for the matrix 𝐿1, defined as before,
which has the expected solution
⎛

⎜

⎜

⎝

𝑈 1
2

𝑉 1
2

⎞

⎟

⎟

⎠

= (𝑎 + 𝑎̄)𝜼 , (24)

where 𝑎(𝑥, 𝑋 , 𝑇 ) = exp(𝑖𝑘𝑐𝑥)𝐴(𝑋 , 𝑇 ) and, also as before, 𝐴(𝑋 , 𝑇 ) is an as-
et-undetermined complex-valued amplitude. Proceeding in a similar
anner to before, when we arrive at third order (i.e. (𝜀3∕2)) there is
ow a new solvability constraint which relates 𝜇1 and 𝜗1:

0 = 𝝃⊺
(

0 −𝜇1
𝜇1 −𝜗1

)

𝜼 ⟺ 2𝜇 𝜇1 = (1 − 𝑘2𝑐 )𝜗1 ,

which enforces the requirement that the change in 𝛿0 due to the per-
turbations 𝜇1, 𝜗1 is only (𝜀2), rather than (𝜀) as might be expected,
.e.

𝛿0(𝜇 + 𝜀𝜇1, 𝜗 + 𝜀𝜗1) = 𝛿0(𝜇 , 𝜗) + (𝜀2) .

An amplitude equation for 𝐴 is retrieved at fifth order (i.e. (𝜀5∕2)),
here applying the solvability condition yields the cubic-quintic
inzburg–Landau equation

𝐴𝑇 = 𝐴𝑋 𝑋 + 𝛿2𝐴 − 𝜇1(2𝜒2
2 + 𝜒1𝜒2 + 𝜒2

1 )𝐴|𝐴|
2 − 𝜒2

1𝜒2(2𝜒2 + 𝜒1)𝐴|𝐴|
4

+ 2𝜇1𝑖𝐴𝑋 + 2
5
(

2𝜒2
2 + 3𝜒1𝜒2 + 5𝜒2

1
)

𝑖𝐴𝑋 |𝐴|
2

+ 1
5
(

−6𝜒2
2 + 𝜒1𝜒2 + 5𝜒2

1
)

𝑖𝐴2𝐴̄𝑋 . (25)

At 𝜇1 = 0, the existence (and stability) of spatially constant solutions
epends upon the coefficient of the term 𝐴|𝐴|4 which we denote by 𝐾2

𝐾2 ∶= 𝜒2
1𝜒2(2𝜒2 + 𝜒1) .

If 𝐾2 > 0, then stable stripe pattern solutions with |𝐴| = (𝛿2∕𝐾2)1∕4

bifurcate from the unstable zero amplitude solution for 𝛿2 > 0, while if
𝐾2 < 0 then unstable stripe patterns bifurcate away from the stable zero
solution for 𝛿2 < 0. Away from 𝜇1 = 0, nonzero stable homogeneous
solutions can still exist if
𝜇21(2𝜒

2
2 + 𝜒1𝜒2 + 𝜒2

1 )
2 > 4𝛿2𝜒2

1𝜒2(2𝜒2 + 𝜒1) .

In the specific cases of classes 𝐜 and 𝐝, it is straightforward to compute
the numerators of the expressions in (23) directly. We obtain
10 
𝜼⊺𝑀𝜼 = −2𝜏 ̂𝑟1𝜇3
𝛿0

(

𝛿0 − 𝜗
)

= 2𝝃⊺𝑀𝝃 .

which implies 𝜒1 = 2𝜒2 ≠ 0. Thus we can further rescale to obtain the
amplitude equation

𝐴𝑇 = 𝐴𝑋 𝑋 + 𝛿2𝐴 − 𝐴|𝐴|4 + 14
5
𝑖𝐴𝑋 |𝐴|

2 + 4
5
𝑖𝐴2𝐴̄𝑋 ,

which admits stable spatially homogeneous solutions |𝐴| = 𝛿1∕42 that
exist when 𝛿2 > 0. To summarise, although classes 𝐜 and 𝐝 appear to be
degenerate in the sense that the coefficient 𝐾 in the usual amplitude
equation vanishes identically, this more detailed analysis confirms that
we should still expect that stable spatially periodic patterns could be
generated in these cases.

5. Codimension-two cases in which 𝑲 = 𝟎

As Figs. 1 and 2 clearly illustrate, there are boundary cases in which
he cubic coefficient 𝐾 vanishes at particular values of 𝜔1 (in classes 𝐚
nd 𝐠), or along specific lines in the (𝜔1, 𝜔3) plane (in classes 𝐛, 𝐟 , 𝐡 and
). At these boundary points and lines, we find that 𝐾 vanishes because
he second factor in Eq. (17) vanishes (and in all cases the first factor
𝝃⊺𝑀𝜼 remains finite and, in fact, strictly positive). To investigate what
appens at these boundaries, we are able to repeat the analysis of the
revious subsection in slightly greater generality, using the condition
hat 𝐾 = 0 but without assuming that 𝝃⊺𝑀𝜼 vanishes. This results
gain in amplitude equations of the same form, i.e. the cubic-quintic

Ginzburg–Landau equation

𝐴𝑇 = 𝐴𝑋 𝑋 + 𝛿2𝐴 + 𝜇1𝑞1𝐴|𝐴|
2 − 𝑞2𝐴|𝐴|

4

+ 2𝜇1𝑖𝐴𝑋 + 𝑞3𝑖𝐴𝑋 |𝐴|
2 + 𝑞4𝑖𝐴2𝐴̄𝑋 ,

where 𝑞1, 𝑞2, 𝑞3 and 𝑞4 are complicated real-valued functions of 𝜇 and
. In the special case in which 𝝃⊺𝑀𝜼 = 0 this form reduces to that
reviously calculated, i.e. Eq. (25). Details of the general calculation

are provided in Appendix C. As in the previous case, we focus on
determining the sign of 𝑞2 as a function of the stoichiometric effect
atios 𝜔𝑖 for the six relevant classes.

For the four cases that have boundary lines in the (𝜔1, 𝜔3)-plane on
hich 𝐾 = 0, Fig. 3 plots the sign of 𝑞2 in the (𝜔1, 𝜔3) plane along with

dash-dotted lines which correspond directly to the boundaries between
the coloured regions in Fig. 2. This allows us to explore the sign of
𝑞2 when 𝐾 = 0, and hence whether we expect the instability to be
tabilised at larger amplitudes if 𝐾 is small and negative, so that the
nstability is subcritical. The 1-parameter boundary values in classes 𝐚
nd 𝐠 may be seen by setting 𝜔3 = 0 in the corresponding plots for

classes 𝐛 and 𝐡 respectively.
We conclude that in cases 𝐚, 𝐟 and 𝐠, since 𝑞2 > 0 when 𝐾 = 0, that

he instability is stabilised by the quintic-order term. Cases 𝐛, 𝐡 and 𝐣
ppear, for very small 𝜔1, to be even more delicate still.

We remark only that if 𝑞2 < 0 along the line on which 𝐾 = 0, then
mall-amplitude patterned states may well not exist; and if both 𝐾 and
𝑞2 vanish then a further rescaling may well be required in order to
pursue the analysis further; we do not pursue this even more degenerate
case here.

6. Numerical simulations

In this section we present numerical simulations in two example
ases, in order both to illustrate the calculations presented in previous
ections and to validate their predictions. Simulating the example cases
or diffusivity ratios 𝛿 a little above the Turing instability threshold
alue, 𝛿0, confirms that a small-amplitude spatially periodic perturba-
ion to the uniform steady state can settle down to a stripe pattern at

later times: see Figs. 4, 6 and 9. In Fig. 4 we use an example from class
𝐚, corresponding to the PDEs
(

𝑢𝑡
)

=
(

1 0
)

∇2
(

𝑢
)

+
(

1 + 2𝑢2 − 𝜌𝑢𝑣) , (26)

𝑣𝑡 0 𝛿 𝑣 3𝑢2 − 𝜌𝑢𝑣
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Fig. 3. Sign of 𝑞2 for the four classes of minimal type-I Turing-unstable reaction schemes for which – within the Turing unstable regime – there is a boundary 𝐾 = 0 (dash-dotted
line). Enlarged insets of the figures highlight specifically the corners in which the line 𝐾 = 0 crosses into a region where 𝑞2 < 0.
Fig. 4. Numerical simulation of the PDEs (26) corresponding to a reaction scheme from class 𝐚, in a one-dimensional domain of length 𝐿 = 27 with periodic boundaries, for times
0 ≤ 𝑡 ≤ 400. We take the initial condition to be the spatially uniform steady state (𝑢∗ , 𝑣∗) = (1, 5∕2) plus a small-amplitude, spatially sinusoidal perturbation to 𝑢. The perturbation
grows over time in both species (𝑢 and 𝑣 are spatially in phase) before settling to a steady stripe pattern with three peaks – one peak here spans the periodic boundary. Full
details of parameter values and initial conditions are given in Appendix D.
where we set 𝜌 = 6∕5. These support a homogeneous steady state
(𝑢∗, 𝑣∗) = (1, 5∕2) which undergoes a Turing instability when 𝛿 = 𝛿0 ≡
6(5 + 2

√

6)∕5 ≈ 11.9. The Fourier coefficients 𝑢̃(𝑘, 𝑡) corresponding to
the spatiotemporal profile 𝑢(𝑥, 𝑡) from Fig. 4 are plotted in Fig. 5. The
plot shows that the solution is dominated by the mode that corresponds
to the domain being filled by three periods of the periodic pattern.
The plot on the right-hand side of Fig. 5 compares the growth rate
of this most unstable Fourier mode at early times (0 ≤ 𝑡 ≤ 120) to
the theoretically-predicted growth rate from the linearised analysis (c.f.
Eq. (4)). The agreement is very satisfactory.

Figs. 6 and 7 are generated similarly from numerical simulations of
the following PDEs which correspond to an example from class 𝐜
(

𝑢𝑡
)

=
(

1 0
)

∇2
(

𝑢
)

+
(

𝑢 + 2𝑢2 − 𝜌𝑢𝑣) , (27)

𝑣𝑡 0 𝛿 𝑣 3𝑢2 − 𝜌𝑢𝑣

11 
where we set 𝜌 = 11∕5. These PDEs support a homogeneous steady state
(𝑢∗, 𝑣∗) = (1, 15∕11) which undergoes a Turing instability at 𝛿 = 𝛿0 ≡
11(2 +

√

3)∕10 ≈ 4.1. Dispersion relations (4) for both systems, showing
the linearised growth rate as a function of perturbation wavenumber
are plotted in Fig. 8. It is of interest to note that the PDEs (26) and
(27) differ only in one term, yet the first is in class 𝐚 and we find 𝐾 > 0
in this case, while the second is in class 𝐜 for which 𝐾 = 0 always.

For the first system ((26) from class 𝐚), the weakly nonlinear anal-
ysis predicts that steady patterned solutions exist for 𝛿 > 𝛿0 with a
leading order amplitude |𝐴| that scales like (𝛿 − 𝛿0)1∕2. Specifically,
choosing the spatial origin so that the amplitude 𝐴 is real, from the
leading order form of the asymptotic solution we have
(

𝑈
)

= 2𝜀|𝐴| cos(𝑘 𝑥)𝜼 + (𝜀2) ,

𝑉 𝑐
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Fig. 5. Fourier mode amplitudes from the simulation shown in Fig. 4. The ‘effective wavenumber’ 𝑘𝑒 gives the number of wavelengths of each perturbation mode contained in the
spatial domain. Left: The Fourier amplitudes 𝑢̃𝑘(𝑡) in the profile 𝑢(𝑥, 𝑡) plotted on a log scale, the vertical axis is cropped roughly at machine precision: exp(−35) ≈ 10−15. Right: The
Fourier amplitude of the most unstable wavemode (𝑘𝑒 = 3) in both species profiles from the simulation. At early times, the growth of the perturbation matches well the linearised
prediction |𝐴| ∝ exp(𝜆(𝑘𝑐 )𝑡).
Fig. 6. Numerical simulation of the PDEs (27) corresponding to a reaction scheme from class 𝐜 in a one-dimensional domain of length 𝐿 = 22 with periodic boundaries, for times
0 ⩽ 𝑡 ⩽ 100. The uniform steady state (𝑢∗ , 𝑣∗) = (1, 15∕11) is initialised with an added small-amplitude spatially sinusoidal perturbation to 𝑢. The perturbation grows over time in
both species (spatially in phase) before settling to a steady stripe pattern. Full details of parameter values and initial conditions are given in Appendix D.
where, from Eq. (15) at steady state,

𝜀|𝐴| =
𝑘𝑐 (1 − 𝑘2𝑐 )

𝐾
1
2

(𝛿 − 𝛿0)
1
2 .

Combining these, we have the prediction for the amplitudes 𝑈̃𝑘𝑐 , 𝑉𝑘𝑐
of the critical wavemode i.e. the coefficients of cos(𝑘𝑐𝑥) when 𝑈 and 𝑉
are expanded in a Fourier cosine series:
(

𝑈̃𝑘𝑐
𝑉𝑘𝑐

)

=
2𝑘𝑐 (1 − 𝑘2𝑐 )

𝐾
1
2

(𝛿 − 𝛿0)
1
2 𝜼 + (𝛿 − 𝛿0) .

For the given stoichiometry (𝜔1 = 3∕2) and chosen parameter values
(𝑟̂1 = 2, 𝑟2 = 𝜌 = 6∕5, 𝑟̂3 = 1), we have 𝜇 = 3

√

10∕5, 𝜗 = 6∕5,

𝑘𝑐 =
√

√

6 − 2 and

𝑁 =

(

4 − 3
5

√

10
6
5

√

10 − 6
5

)

,

𝑀 = −3
(√

10 + 2
√

15 −6
√ 6√

)

,

5 6 + 2 6 − 5 10

12 
𝝃⊺𝑀𝜼 = 108
25

√

10 .

Thus we can evaluate

𝐾 = 72
25

(9 − 2
√

6) ,

yielding the leading order steady state predictions

|𝑢̃𝑘𝑐 | =

⎛

⎜

⎜

⎜

⎝

5
(

37
√

6 − 90
)

19

⎞

⎟

⎟

⎟

⎠

1
2

(𝛿 − 𝛿0)
1
2 , (28a)

|𝑣̃𝑘𝑐 | =
5
6
(3 −

√

6)|𝑢̃𝑘𝑐 | , (28b)

where 𝑢̃𝑘𝑐 , 𝑣̃𝑘𝑐 are the corresponding Fourier coefficients of the original
variables (𝑢, 𝑣), and we use moduli such that these predictions still hold
under a change of origin.

For the second system ((27) from class 𝐜), the weakly nonlinear
analysis, discussed in Section 4, predicts that |𝐴| instead scales like
(𝛿 − 𝛿 )1∕4 since 𝐾 = 0. Specifically, and again choosing the origin so
0
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Fig. 7. Fourier mode amplitudes from the simulation shown in Fig. 6. The ‘effective wavenumber’ 𝑘𝑒 gives the number of wavelengths of each perturbation mode contained in
the spatial domain. Figure descriptions as in Fig. 5.
Fig. 8. Dispersion relations displaying the linearised temporal growth rate of a wave perturbation to the homogeneous steady state as a function of the wavenumber – c.f. Eq. (4)
– for (left:) the set up used in Fig. 4 and (right:) the set up used in Fig. 6. Crosses mark the growth rates for discrete wavenumbers 𝑘𝑒 = 0, 1, 2,… selected by imposing periodic
boundary conditions. In each case, only the three-wavelength mode (𝑘𝑒 = 3) is linearly unstable. Growth in the other modes, observed in Figs. 5 and 7, is due to nonlinear coupling
between modes.
that the amplitude 𝐴 is real, we have at leading order the solution in
the form
(

𝑈
𝑉

)

= 2𝜀 1
2
|𝐴| cos(𝑘𝑐𝑥)𝜼 + (𝜀) ,

where, from (25), at steady state

𝜀
1
2
|𝐴| =

(

36𝑘6𝑐 (1 − 𝑘2𝑐 )
25𝜒2

1𝜒2(2𝜒2 + 𝜒1)𝛿0

)
1
4

(𝛿 − 𝛿0)
1
4 .

Combining these, we predict the Fourier amplitudes (𝑈̃𝑘𝑐 , 𝑉𝑘𝑐 ):
(

𝑈̃𝑘𝑐
𝑉𝑘𝑐

)

= 2
(

36𝑘6𝑐 (1 − 𝑘2𝑐 )
25𝜒2

1𝜒2(2𝜒2 + 𝜒1)𝛿0

)
1
4

(𝛿 − 𝛿0)
1
4 𝜼 + ((𝛿 − 𝛿0)

1
2 ) .

For the given stoichiometry (𝜔 = 3∕2) and chosen parameter values
(𝑟̂1 = 2, 𝑟2 = 𝜌 = 11∕5, 𝑟̂3 = 1), we have 𝜇 =

√

165∕10, 𝜗 = 11∕10,
𝑘𝑐 =

√

(
√

3 − 1)∕2 and

𝑁 =

(

2 −
√

165∕10
√

165∕5 −11∕10

)

,

𝜒1 = 2𝜒2 =
√

165
10

(1 −
√

3) ,

yielding the leading order steady state predictions
13 
|𝑢̃𝑘𝑐 | =

(

72(2
√

3 − 3)
55

)
1
4

(𝛿 − 𝛿0)
1
4 , (29a)

|𝑣̃𝑘𝑐 | =
5
11

(3 −
√

3)|𝑢̃𝑘𝑐 | , (29b)

again expressed in terms of the corresponding Fourier coefficients of
the original variables (𝑢, 𝑣). Since, in this case, there are no exp(±𝑖𝑘𝑐𝑥)
terms at order (𝛿 − 𝛿0)1∕2 (i.e. at order 𝜀2), the error in the predictions
given by Eqs. (29) is ((𝛿 − 𝛿0)3∕4). Even further, by considering the
third order terms in the expansion (21), choosing the origin so that the
amplitude 𝐴 is real and assuming 𝐴 to be independent of 𝑋, we can
extract the first correction to these predictions:
(

𝑈̃𝑘𝑐
𝑉𝑘𝑐

)

= 2𝜀 1
2
|𝐴|

(

𝜼 + 𝜀5
6
𝜒2
1

𝑘2𝑐
|𝐴|2(𝜻 + 𝑐𝜼)

)

+ (𝜀
5
2 ) , (30)

where the constant 𝑐 is not determined by our analysis thus far. If 𝑐 is
chosen correctly, this then allows us to predict how (at steady state)
the leading Fourier amplitudes vary with an error of (𝛿 − 𝛿0)5∕4 – for
details see Appendix D. These predictions are validated via a set of
numerical simulations to determine the amplitude of the steady-state
pattern above the instability threshold, the results of which are plotted
in Fig. 9. We observe very strong agreement not just in terms of the
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Fig. 9. Steady state amplitude of a planewave perturbation estimated from numerical simulations of an example Turing-unstable reaction scheme from class 𝐚 (left) and from class
𝐜 (right), compared to the predicted leading order steady state amplitudes (dashed lines) |𝐴|2 ∝ 𝛿2 and |𝐴|4 ∝ 𝛿2 respectively. Crosses plot the steady state values of the amplitude
of the critical Fourier instability mode after the simulation has, up to a tolerance, reached stationarity; i.e. when the difference between two sequential numerical iterates in a
chosen vector norm falls below a chosen threshold value. For these simulations we chose the uniform norm ‖𝒙 − 𝒚‖∞ = max𝑖 |𝑥𝑖 − 𝑦𝑖| and the threshold value 10−8. Dashed lines
show the leading order predictions for the steady state amplitudes as per the weakly nonlinear analysis, c.f. Eqs. (28) and (29); in the right-hand plot the dash-dotted lines show
the two-term prediction from Eq. (30) with 𝑐 = −2.16, details of which are provided in Appendix D.
power law scaling of the amplitudes as a function of 𝛿 − 𝛿0, but also
with the exact numerical coefficients predicted by our analysis.

Details of the numerical scheme along with parameter values are
provided in Appendix D, but as a brief summary: we simulate the
reaction–diffusion PDEs in Fourier space using a Taylor approximation
to an exponential time differencing scheme [23,24]. Initial simulations
(Figs. 4–7) were performed with a fine spatial mesh and small time step
to establish that stable stripe patterns are indeed possible. Sets of simu-
lations over a range of values of 𝛿 (Fig. 9) were performed on a coarser
spatial mesh with larger time steps and employing a low-pass filter
(i.e. aliasing) to ensure numerical stability. Code files are available
from the Zenodo digital repository (doi:10.5281/zenodo.14185376) as
supplementary material.

7. Conclusions

In this paper we have built directly on our previous work [12]
and explored the weakly nonlinear development of the pattern-forming
instability that these eleven classes of PDE all, by construction, exhibit.

Curiously, almost every model reaction–diffusion system commonly
used in the literature is implicitly much more complicated than the 11
classes explored here which all corrrespond to minimal (i.e. comprising
only three individual chemical reactions and two species) schemes,
within which each chemical reaction is either zeroth, first or second
order.

We have shown here that these reaction–diffusion systems with
quadratic reaction dynamics can be sufficient, at least as far as for-
mal weakly nonlinear analysis demonstrates, to exhibit stable Turing
patterns. The weakly nonlinear analysis enables us to predict quantita-
tively the steady state amplitude of patterns, at least sufficiently close to
the Turing instability threshold, and we provide, in Fig. 9, verification
of this for periodic patterns that have the critical wavenumber 𝑘𝑐 . Our
analysis also highlights the important role played by the functional
form of the reaction terms in prescribing which types of bifurcations
can occur as parameter values are varied.

Our main conclusions are as follows. Firstly, that each of the 11
classes of type-I reaction scheme is able to produce small amplitude sta-
ble patterns, as long as suitable stoichiometric coefficients are chosen.
Of particular interest is that the pattern forming instability is super-
critical when the ratio of stoichiometric coefficients 𝜔 ∶= 𝑚 ∕(𝑛 − 2)
1 1 1

14 
in the reaction 2𝑈 → 𝑛1𝑈 + 𝑚1𝑉 is sufficiently small. Hence a higher
level of autocatalytic activity within this reaction, i.e. higher values of
𝑛1, serve to produce more supercritical pattern forming behaviour. We
remark that the reaction 2𝑈 → 𝑛1𝑈 + 𝑚1𝑉 is common to all 11 classes
that we consider here. This commonality was a conclusion from our
previous work [12] which derived the 11 minimal classes.

Secondly, we draw attention to the highly degenerate nature of
classes 𝐜 and 𝐝, in which all nonlinear terms contain factors of 𝑈 .
The degenerate nature of the weakly nonlinear analysis in these cases
appears not to have been noted before, and appears to be quite subtle,
in that it is closely related to the degeneracy in the linear terms which
describes the Turing instability, but is algebraically complicated. It may
be of interest in future work to see whether similar degeneracies emerge
when reaction–diffusion systems with three or more components are
considered.

Thirdly, we note that analysis of the boundary cases (within classes
𝐚, 𝐛, 𝐟 , 𝐠, 𝐡, and 𝐣) in which the pattern forming instability switches
from being supercritical to being subcritical shows that the higher-order
terms that appear here have a stabilising effect on the instability, so that
even in regions of parameter space where the instability is subcritical
(i.e. 𝐾 < 0) we might expect that stable patterns at larger amplitudes
exist.

Especially in such cases, the amplitude equations that we derived
here have overall a rich bifurcation structure and many more equilibria
than just spatially uniform states [25], but a more detailed investigation
of these either in the general case of quadratic reaction dynamics
or in the specific cases of minimal Turing-unstable reaction schemes
is beyond the scope of this paper. In particular we expect that in
subcritical cases there are regions of parameter space away from the
Turing instability threshold where localised patches of pattern exist and
are stable, with bifurcation diagrams containing homoclinic snaking
curves.

Another natural direction for future work is the extension of our
results in one spatial dimension into a more general analysis of pattern
selection in two or more spatial dimensions, for example the rela-
tive stability of two-dimensional stripe patterns (corresponding to the
one-dimensional patterns studied here) versus spot patterns that arise
through the superposition of multiple plane waves.

One important application of these results will be in the study of
stochastic reaction–diffusion systems. For an individual-based model of
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a scheme of reactions, each of which involves at most two particles,
the mean-field approximation to the dynamics yields a PDE system (1).
Our work here opens the way for a systematic analysis of so-called
stochastic Turing patterns’ in these systems in comparison to deter-
ministic Turing patterns predictable in the mean field. In particular,
the subcritical cases suggest – provided the mean-field predictions hold
robustly in the presence of finite-sized effects – the potential for less
ransient stochastic patterning outside a mean-field Turing-instability
ange, where fluctuations can repeatedly drive the system between two
ranches of stable patterns. An exploration of such models and such

effects is anticipated as future work.
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Appendix A. An alternative expression for 𝑲

Here we derive the alternate expression for 𝐾 given in Eq. (17) at
the beginning of Section 3. First, we have that for 𝑝 ≠ 1

𝐿−1
𝑝 = 1

det (𝐿𝑝)
(

−𝑝2𝛿0𝑘2𝑐 − 𝜗 𝜇
−𝜇 −𝑝2𝑘2𝑐 + 1

)

= 1
(𝑝2 − 1)2𝛿0𝑘4𝑐

{

1
1 − 𝑘2𝑐

(

−𝜇2 𝜇(1 − 𝑘2𝑐 )
−𝜇(1 − 𝑘2𝑐 ) (1 − 𝑘2𝑐 )2

)

−(𝑝2 − 1)𝑘2𝑐
(

𝛿0 0
0 1

)}

= 1
(𝑝2 − 1)2𝛿0𝑘4𝑐

{

1
1 − 𝑘2𝑐

𝜼𝝃⊺ − (𝑝2 − 1)𝑘2𝑐
(

𝛿0 0
0 1

)

}

,

and so

𝐿−1
0 + 1

2𝐿
−1
2 = 1

𝛿0𝑘4𝑐

{

19
18

1
1 − 𝑘2𝑐

𝜼𝝃⊺ + 5
6
𝑘2𝑐

(

𝛿0 0
0 1

)

}

⟹ 𝝃⊺𝑀
(

𝐿−1
0 + 1

2𝐿
−1
2

)

𝑀𝜼

= 1
𝛿0𝑘4𝑐

(

19
18

(𝝃⊺𝑀𝜼)2

1 − 𝑘2𝑐
+ 5

6
𝑘2𝑐𝝃

⊺𝑀
(

𝛿0 0
0 1

)

𝑀𝜼

)

. (A.1)

Now we observe that an arbitrary 2 × 2 matrix 𝑍 = (𝑍𝑖𝑗 ) can be
ecomposed as the following sum of four 2 × 2 matrices:

𝑍 =
𝛿0𝑍11 −𝑍22
𝛿0 + 𝜗

(

1 −𝜇
𝜇 −𝜗

)

+
𝜗𝑍11 +𝑍22
𝛿0 + 𝜗

(

1 0
0 𝛿0

)

+
(

0 𝑍12
𝑍21 0

)

+
𝛿0𝑍11 −𝑍22
𝛿0 + 𝜗

(

0 𝜇
−𝜇 0

)

,

which yields that

𝝃⊺𝑍𝜼 = 𝝃⊺
{(

0 𝑍12
𝑍21 0

)

+
𝛿0𝑍11 −𝑍22
𝛿0 + 𝜗

(

0 𝜇
−𝜇 0

)}

𝜼

=

{

(

−(1 − 𝑘2𝑐 )𝑍21
)⊺

+
𝛿0𝑍11 −𝑍22 𝜇

(

1 − 𝑘2𝑐
)⊺

}

(

−𝜇
2

)

𝜇 𝑍12 𝛿0 + 𝜗 𝜇 −(1 − 𝑘𝑐 )

15 
=

{

(

(1 − 𝑘2𝑐 )(𝑍12 −𝑍21)
0

)⊺

+
𝛿0𝑍11 −𝑍22
𝛿0 + 𝜗

(

0
2𝜇2

)⊺
}

(

−𝜇
−(1 − 𝑘2𝑐 )

)

= (1 − 𝑘2𝑐 )
(

𝑍12 −𝑍21
𝛿0𝑍11 −𝑍22

)⊺

𝜼 .

By directly multiplying the matrices we also observe that

𝑀
(

𝛿0 0
0 1

)

𝑀 =
(

𝛿0𝑀2
11 +𝑀12𝑀21 (𝛿0𝑀11 +𝑀22)𝑀12

(𝛿0𝑀11 +𝑀22)𝑀21 𝛿0𝑀12𝑀21 +𝑀2
22

)

,

and so, combining these results we then have that

𝝃⊺𝑀
(

𝛿0 0
0 1

)

𝑀𝜼 = (1 − 𝑘2𝑐 )
(

(𝛿0𝑀11 +𝑀22)(𝑀12 −𝑀21)
𝛿20𝑀

2
11 −𝑀

2
22

)

⊺𝜼

= (1 − 𝑘2𝑐 )(𝛿0𝑀11 +𝑀22)
(

𝑀12 −𝑀21
𝛿0𝑀11 −𝑀22

)

⊺𝜼

= (𝛿0𝑀11 +𝑀22)𝝃⊺𝑀𝜼 .

Using this result for the last term on the right-hand side of (A.1) then
yields

𝐾 = −𝝃⊺𝑀
(

𝐿−1
0 + 1

2𝐿
−1
2

)

𝑀𝜼

= − 1
𝛿0𝑘4𝑐

(

19
18

(𝝃⊺𝑀𝜼)2

1 − 𝑘2𝑐
+ 5

6
𝑘2𝑐 (𝛿0𝑀11 +𝑀22)𝝃⊺𝑀𝜼

)

= −5
6
𝝃⊺𝑀𝜼
𝛿0𝑘2𝑐

(

19
15

𝝃⊺𝑀𝜼
𝑘2𝑐 (1 − 𝑘2𝑐 )

+ 𝛿0𝑀11 +𝑀22

)

,

which is the expression for 𝐾 stated at the start of Section 3.

Appendix B. Derivation of the quintic Ginzburg–Landau equation
in the special case in which 𝝃⊺𝑴 𝜼 vanishes

With the asymptotic scalings introduced at the start of Section 4,
including the perturbations to 𝜇 and 𝜗 given by 𝜇 ↦ 𝜇 + 𝜀𝜇1 and
𝜗 ↦ 𝜗 + 𝜀𝜗1, the scaled reaction–diffusion equations become

𝜀
5
2 𝜕𝑇

⎛

⎜

⎜

⎝

𝑈 1
2

𝑉 1
2

⎞

⎟

⎟

⎠

= 
(

𝑈
𝑉

)

+ 𝜀
(

0 −𝜇1
𝜇1 −𝜗1

) (
𝑈
𝑉

)

+ (2𝜀𝜕𝑥𝑋 + 𝜀2𝜕𝑋 𝑋 )
(

𝑈
𝛿0𝑉

)

+ 𝜀
5
2 𝜕𝑥𝑥

(

0
𝛿2𝑉 1

2

)

+𝑁

⎛

⎜

⎜

⎜

⎝

1
2𝑈

2

𝑈 𝑉
1
2𝑉

2

⎞

⎟

⎟

⎟

⎠

+ (𝜀3) ,

which when separated by powers of 𝜀 yield the following at successive
orders

(𝜀) ∶ 𝟎 = 
(

𝑈1
𝑉1

)

+𝑁

⎛

⎜

⎜

⎜

⎜

⎝

1
2𝑈

2
1
2

𝑈 1
2
𝑉 1

2
1
2𝑉

2
1
2

⎞

⎟

⎟

⎟

⎟

⎠

,

(𝜀
3
2 ) ∶ 𝟎 = 

⎛

⎜

⎜

⎝

𝑈 3
2

𝑉 3
2

⎞

⎟

⎟

⎠

+
(

0 −𝜇1
𝜇1 −𝜗1

)

⎛

⎜

⎜

⎝

𝑈 1
2

𝑉 1
2

⎞

⎟

⎟

⎠

+ 2𝜕𝑥𝑋
⎛

⎜

⎜

⎝

𝑈 1
2

𝛿0𝑉 1
2

⎞

⎟

⎟

⎠

+𝑁

⎛

⎜

⎜

⎜

⎝

𝑈 1
2
𝑈1

𝑈 1
2
𝑉1 + 𝑈1𝑉 1

2
𝑉 1

2
𝑉1

⎞

⎟

⎟

⎟

⎠

,

(𝜀2) ∶ 𝟎 = 
(

𝑈2
𝑉2

)

+
(

0 −𝜇1
𝜇1 −𝜗1

) (
𝑈1
𝑉1

)

+ 2𝜕𝑥𝑋
(

𝑈1
𝛿0𝑉1

)

+𝑁

⎛

⎜

⎜

⎜

⎝

𝑈 1
2
𝑈 3

2
𝑈 1

2
𝑉 3

2
+ 𝑈 3

2
𝑉 1

2
𝑉 1

2
𝑉 3

2

⎞

⎟

⎟

⎟

⎠

+𝑁

⎛

⎜

⎜

⎜

⎝

1
2𝑈

2
1

𝑈1𝑉1
1
2𝑉

2
1

⎞

⎟

⎟

⎟

⎠

,

with an amplitude equation to be found at fifth order from the solv-
ability condition. Given the leading order solution (24), we have


(

𝑈1
)

= −1 (𝑎 + 𝑎̄)2𝑀𝜼

𝑉1 2
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⟹

(

𝑈1
𝑉1

)

= −
(

|𝑎|2𝐿−1
0 + 1

2
(𝑎2 + 𝑎̄2)𝐿−1

2

)

𝑀𝜼 ,

and so


⎛

⎜

⎜

⎝

𝑈 3
2

𝑉 3
2

⎞

⎟

⎟

⎠

= −(𝑎 + 𝑎̄)
(

0 −𝜇1
𝜇1 −𝜗1

)

𝜼 − 2𝑖𝑘𝑐 (𝑎𝑋 − 𝑎̄𝑋 )
(

1 0
0 𝛿0

)

𝜼

+ (𝑎 + 𝑎̄)|𝑎|2𝑀
(

𝐿−1
0 + 1

2𝐿
−1
2

)

𝑀𝜼 + 1
2
(𝑎3 + 𝑎̄3)𝑀 𝐿−1

2 𝑀𝜼 .

Imposing the usual solvability condition at order 𝜀3∕2 results in a new
onstraint:

0 = 𝝃⊺
(

0 −𝜇1
𝜇1 −𝜗1

)

𝜼 i.e. 2𝜇 𝜇1 = (1 − 𝑘2𝑐 )𝜗1 , (B.1)

which corresponds to the constraint that 𝛿0(𝜇+𝜀𝜇1, 𝜗+𝜀𝜗1) = 𝛿0(𝜇 , 𝜗) +
(𝜀2), i.e. even though we are perturbing 𝜇 and 𝜗 by an (𝜀) amount,
we do this in such a way that 𝛿 is only (𝜀2) away from criticality. We
shall assume that 𝜇1, and 𝜗1 are chosen such that (B.1) holds, and note
hat this constraint also implies that

(

0 −𝜇1
𝜇1 −𝜗1

)

𝜼 =
−(1 − 𝑘2𝑐 )𝜇1

𝜇

(

1 0
0 𝛿0

)

𝜼

and 𝝃⊺
(

0 −𝜇1
𝜇1 −𝜗1

)

=
−(1 − 𝑘2𝑐 )𝜇1

𝜇
𝝃⊺

(

1 0
0 𝛿0

)

, (B.2)

and thus the second order solution is in fact
(

𝑈1
𝑉1

)

= −𝜒1
𝑘2𝑐

(

|𝑎|2 − 1
6
(𝑎2 + 𝑎̄2)

)

𝜼 ,

where 𝜒1 is as defined in Eq. (23) in Section 4. Substituting this into
he expansion at (𝜀3∕2) and solving, we find that
⎛

⎜

⎜

⎝

𝑈 3
2

𝑉 3
2

⎞

⎟

⎟

⎠

= (𝑏 + 𝑏̄)𝜻 + 1
48
𝜒2
1

𝑘4𝑐
(𝑎3 + 𝑎̄3)𝜼 ,

where

𝑏 =
(1 − 𝑘2𝑐 )𝜇1

𝜇
𝑎 − 2𝑖𝑘𝑐𝑎𝑋 + 5

6
𝜒2
1

𝑘2𝑐
𝑎|𝑎|2 .

We recall that every factor of 𝑎(𝑋 , 𝑇 ) is implicitly multiplied by the
short-lengthscale term 𝑒𝑖𝑘𝑐𝑥 which is omitted for clarity. The fourth
order terms give


(

𝑈2
𝑉2

)

= −
(

0 −𝜇1
𝜇1 −𝜗1

) (
𝑈1
𝑉1

)

− 2𝜕𝑥𝑋
(

𝑈1
𝛿0𝑉1

)

−𝑁

⎛

⎜

⎜

⎜

⎝

𝑈 1
2
𝑈 3

2
𝑈 1

2
𝑉 3

2
+ 𝑈 3

2
𝑉 1

2
𝑉 1

2
𝑉 3

2

⎞

⎟

⎟

⎟

⎠

−𝑁

⎛

⎜

⎜

⎜

⎝

1
2𝑈

2
1

𝑈1𝑉1
1
2𝑉

2
1

⎞

⎟

⎟

⎟

⎠

, (B.3)

but we can avoid solving this in full by looking ahead to the fifth order
terms:

𝜕𝑇
⎛

⎜

⎜

⎝

𝑈 1
2

𝑉 1
2

⎞

⎟

⎟

⎠

= 
⎛

⎜

⎜

⎝

𝑈 5
2

𝑉 5
2

⎞

⎟

⎟

⎠

+
(

0 −𝜇1
𝜇1 −𝜗1

)

⎛

⎜

⎜

⎝

𝑈 3
2

𝑉 3
2

⎞

⎟

⎟

⎠

+ 2𝜕𝑥𝑋
⎛

⎜

⎜

⎝

𝑈 3
2

𝛿0𝑉 3
2

⎞

⎟

⎟

⎠

+ 𝜕𝑋 𝑋
⎛

⎜

⎜

⎝

𝑈 1
2

𝛿0𝑉 1
2

⎞

⎟

⎟

⎠

+ 𝜕𝑥𝑥

(

0
𝛿2𝑉 1

2

)

+ (𝑎 + 𝑎̄)𝑀
(

𝑈2
𝑉2

)

+𝑁

⎛

⎜

⎜

⎜

⎝

𝑈1𝑈 3
2

𝑈1𝑉 3
2
+ 𝑈 3

2
𝑉1

𝑉1𝑉 3
2

⎞

⎟

⎟

⎟

⎠

.

We see that, when we impose the solvability condition, the fourth
rder solution (𝑈2, 𝑉2) will feature only through the inner product

𝝃⊺𝑀(𝑈2, 𝑉2)⊺, and so any terms in (𝑈2, 𝑉2)⊺ that are parallel to 𝜼 do
not contribute to the solvability condition. In fact, most of the terms
on the right-hand side of Eq. (B.3) are parallel to 𝑀𝜼, yielding terms
arallel to 𝜼 when the linear operator is inverted. The solution at fourth

order is then found to yield
16 
𝝃⊺𝑀
(

𝑈2
𝑉2

)

= −(𝑎𝑏̄ + 𝑎̄𝑏)𝝃⊺𝑀 𝐿−1
0 𝑀𝜻 − (𝑎𝑏 + 𝑎̄𝑏̄)𝝃⊺𝑀 𝐿−1

2 𝑀𝜻

=
𝜒2
2

𝑘2𝑐
𝛿0(1 − 𝑘2𝑐 )(𝑎𝑏̄ + 𝑎̄𝑏) −

𝜒2
2

3𝑘2𝑐
𝛿0(1 − 𝑘2𝑐 )(𝑎𝑏 + 𝑎̄𝑏̄) .

Substituting all lower orders into the fifth order equation, after some
simplification, the solvability condition at fifth order is
𝛿0 − 1
𝑘2𝑐

𝐴𝑇 =
4𝛿0

1 − 𝑘2𝑐
𝐴𝑋 𝑋 +

(

𝛿2 −
𝜇21

𝑘2𝑐 (1 − 𝑘2𝑐 )

)

𝐴

−
5𝜇1𝛿0
6𝜇 𝑘4𝑐

(

2𝜒2
2 + 𝜒1𝜒2 + 𝜒2

1
)

𝐴|𝐴|2

−
25𝜒2

1𝜒2𝛿0
36𝑘6𝑐 (1 − 𝑘2𝑐 )

(

2𝜒2 + 𝜒1
)

𝐴|𝐴|4 + 4𝜇1𝛿0
𝜇 𝑘𝑐

𝑖𝐴𝑋

+
2𝛿0

3𝑘3𝑐 (1 − 𝑘2𝑐 )
(

2𝜒2
2 + 3𝜒1𝜒2 + 5𝜒2

1
)

𝑖𝐴𝑋 |𝐴|
2

+
𝛿0

3𝑘3𝑐 (1 − 𝑘2𝑐 )
(

−6𝜒2
2 + 𝜒1𝜒2 + 5𝜒2

1
)

𝑖𝐴2𝐴̄𝑋 .

This can be presented more conveniently by introducing the scaled
ariables

𝑋 =

(

4𝛿0
1 − 𝑘2𝑐

)
1
2

𝑋̂ , 𝑇 =
𝛿0 − 1
𝑘2𝑐

𝑇̂ , 𝐴 =

(

25𝛿0
36𝑘6𝑐 (1 − 𝑘2𝑐 )

)− 1
4

𝐴̂ ,

and using new bifurcation parameters

̂1 ∶=

√

𝛿0(1 − 𝑘2𝑐 )
𝜇 𝑘𝑐

𝜇1 , 𝛿2 ∶= 𝛿2 −
𝜇21

𝑘2𝑐 (1 − 𝑘2𝑐 )
.

Neglecting ⋅̂s we get

𝐴𝑇 = 𝐴𝑋 𝑋 + 𝛿2𝐴 − 𝜇1
(

2𝜒2
2 + 𝜒1𝜒2 + 𝜒2

1
)

𝐴|𝐴|2 − 𝜒2
1𝜒2

(

2𝜒2 + 𝜒1
)

𝐴|𝐴|4

+ 2𝜇1𝑖𝐴𝑋 + 2
5
(

2𝜒2
2 + 3𝜒1𝜒2 + 5𝜒2

1
)

𝑖𝐴𝑋 |𝐴|
2

+ 1
5
(

−6𝜒2
2 + 𝜒1𝜒2 + 5𝜒2

1
)

𝑖𝐴2𝐴̄𝑋 ,

which is the quintic Ginzburg–Landau Eq. (25) given at the end of
Section 4.

Appendix C. Derivation of the quintic Ginzburg–Landau equation
in the general case in which 𝑲 = 𝟎

In general 𝐾 = 0 if and only if 𝝃⊺𝑀(𝐿−1
0 + 1

2𝐿
−1
2 )𝑀𝜼 = 0. If this

olds, then by comparing to Eq. (11), we can write

𝑀(𝐿−1
0 + 1

2𝐿
−1
2 )𝑀𝜼 = 𝜓1

(

1 0
0 𝛿0

)

𝜼

and 𝝃⊺𝑀(𝐿−1
0 + 1

2𝐿
−1
2 )𝑀 = 𝜓2𝝃⊺

(

1 0
0 𝛿0

)

,

where

𝜓1 =
𝜼⊺𝑀(𝐿−1

0 + 1
2𝐿

−1
2 )𝑀𝜼

𝜼⊺
(

1 0
0 𝛿0

)

𝜼
and 𝜓2 =

𝝃⊺𝑀(𝐿−1
0 + 1

2𝐿
−1
2 )𝑀𝝃

𝝃⊺
(

1 0
0 𝛿0

)

𝝃
.

Equipped with these, but burdened with a more general form for the
econd and third order solutions, we can proceed similarly to before,

picking back up the analysis from Appendix B up to Eq. (B.2). Now
(

𝑈1
𝑉1

)

= −|𝑎|2𝐿−1
0 𝑀𝜼 − 1

2
(𝑎2 + 𝑎̄2)𝐿−1

2 𝑀𝜼 ,

and
⎛

⎜

⎜

⎝

𝑈 3
2

𝑉 3
2

⎞

⎟

⎟

⎠

= (𝑏 + 𝑏̄)𝜻 + 1
2
(𝑎3 + 𝑎̄3)𝐿−1

3 𝑀 𝐿−1
2 𝑀𝜼 ,

where

𝑏 = 𝑎
(1 − 𝑘2𝑐 )𝜇1 − 2𝑖𝑘 𝑎 + 𝜓 𝑎|𝑎|2 .
𝜇 𝑐 𝑋 1
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Then solving the fourth order equation explicitly gives
(

𝑈2
𝑉2

)

= |𝑎|2𝐿−1
0

(

0 −𝜇1
𝜇1 −𝜗1

)

𝐿−1
0 𝑀𝜼 − (𝑎𝑏̄ + 𝑎̄𝑏)𝐿−1

0 𝑀𝜻 − |𝑎|4𝒚(0)

+ 1
2
(𝑎2 + 𝑎̄2)𝐿−1

2

(

0 −𝜇1
𝜇1 −𝜗1

)

𝐿−1
2 𝑀𝜼

+ 4𝑖𝑘𝑐 (𝑎𝑎𝑋 − 𝑎̄ ̄𝑎𝑋 )𝐿−1
2

(

1 0
0 𝛿0

)

𝐿−1
2 𝑀𝜼

− (𝑎𝑏 + 𝑎̄𝑏̄)𝐿−1
2 𝑀𝜻 − (𝑎2 + 𝑎̄2)|𝑎|2𝒚(2) − (𝑎4 + 𝑎̄4)𝒚(4) ,

where

𝒚(0) = 1
2
𝐿−1
0 𝑁

⎛

⎜

⎜

⎝

(𝐿−1
0 𝑀𝜼)1 0

(𝐿−1
0 𝑀𝜼)2 (𝐿−1

0 𝑀𝜼)1
0 (𝐿−1

0 𝑀𝜼)2

⎞

⎟

⎟

⎠

𝐿−1
0 𝑀𝜼

+ 1
4
𝐿−1
0 𝑁

⎛

⎜

⎜

⎝

(𝐿−1
2 𝑀𝜼)1 0

(𝐿−1
2 𝑀𝜼)2 (𝐿−1

2 𝑀𝜼)1
0 (𝐿−1

2 𝑀𝜼)2

⎞

⎟

⎟

⎠

𝐿−1
2 𝑀𝜼,

𝒚(2) = 1
2
𝐿−1
2 𝑀 𝐿−1

3 𝑀 𝐿−1
2 𝑀𝜼 + 1

2
𝐿−1
2 𝑁

⎛

⎜

⎜

⎝

(𝐿−1
0 𝑀𝜼)1 0

(𝐿−1
0 𝑀𝜼)2 (𝐿−1

0 𝑀𝜼)1
0 (𝐿−1

0 𝑀𝜼)2

⎞

⎟

⎟

⎠

𝐿−1
2 𝑀𝜼,

𝒚(4) = 1
2
𝐿−1
4 𝑀 𝐿−1

3 𝑀 𝐿−1
2 𝑀𝜼 + 1

8
𝐿−1
4 𝑁

⎛

⎜

⎜

⎝

(𝐿−1
2 𝑀𝜼)1 0

(𝐿−1
2 𝑀𝜼)2 (𝐿−1

2 𝑀𝜼)1
0 (𝐿−1

2 𝑀𝜼)2

⎞

⎟

⎟

⎠

𝐿−1
2 𝑀𝜼.

Finally, the solvability condition at fifth order is
𝝃⊺𝜼(𝑎𝑇 + 𝑎̄𝑇 ) = 𝝃⊺

(

0 −𝜇1
𝜇1 −𝜗1

)

𝜻(𝑏 + 𝑏̄)

+ 2𝑖𝑘𝑐𝝃⊺
(

1 0
0 𝛿0

)

𝜻(𝑏𝑋 − 𝑏̄𝑋 ) − 𝛿2𝑘2𝑐 (1 − 𝑘2𝑐 )2(𝑎 + 𝑎̄)

+ 𝑃1(𝑎 + 𝑎̄)|𝑎|
2 + 𝑃2(𝑏 + 𝑏̄)|𝑎|

2 + 𝑃3(𝑎2𝑏̄ + 𝑎̄2𝑏)

+ 𝑃4(𝑎 + 𝑎̄)|𝑎|
4 + 𝑖𝑘𝑐𝑃5(𝑎𝑋 − 𝑎̄𝑋 )|𝑎|

2 , (C.1)

where

𝑃1 = 𝝃⊺𝑀 𝐿−1
0

(

0 −𝜇1
𝜇1 −𝜗1

)

𝐿−1
0 𝑀𝜼 + 1

2
𝝃⊺𝑀 𝐿−1

2

(

0 −𝜇1
𝜇1 −𝜗1

)

𝐿−1
2 𝑀𝜼 ,

𝑃2 = −𝝃⊺𝑀 𝐿−1
0 𝑀𝜻 − 𝝃⊺𝑀 𝐿−1

2 𝑀𝜻 − 𝝃⊺𝑁
⎛

⎜

⎜

⎝

(𝐿−1
0 𝑀𝜼)1 0

(𝐿−1
0 𝑀𝜼)2 (𝐿−1

0 𝑀𝜼)1
0 (𝐿−1

0 𝑀𝜼)2

⎞

⎟

⎟

⎠

𝜻 ,

𝑃3 = −𝝃⊺𝑀 𝐿−1
0 𝑀𝜻 − 1

2
𝝃⊺𝑁

⎛

⎜

⎜

⎝

(𝐿−1
2 𝑀𝜼)1 0

(𝐿−1
2 𝑀𝜼)2 (𝐿−1

2 𝑀𝜼)1
0 (𝐿−1

2 𝑀𝜼)2

⎞

⎟

⎟

⎠

𝜻 ,

𝑃4 = −𝝃⊺𝑀 (

𝒚(0)+ 𝒚(2)
)

− 1
4
𝝃⊺𝑁

⎛

⎜

⎜

⎝

(𝐿−1
2 𝑀𝜼)1 0

(𝐿−1
2 𝑀𝜼)2 (𝐿−1

2 𝑀𝜼)1
0 (𝐿−1

2 𝑀𝜼)2

⎞

⎟

⎟

⎠

𝐿−1
3 𝑀 𝐿−1

2 𝑀𝜼,

𝑃5 = 4𝝃⊺𝑀 𝐿−1
2

(

1 0
0 𝛿0

)

𝐿−1
2 𝑀𝜼 .

Rearranging Eq. (C.1), we find

𝐴𝑇̂ = 𝐴𝑋̂𝑋̂ +𝛿2𝐴+ 𝜇̂1𝑞1𝐴|𝐴|
2−𝑞2𝐴|𝐴|

4+ 2𝜇̂1𝑖𝐴𝑋̂ +𝑞3𝑖𝐴2𝐴̄𝑋̂ +𝑞4𝑖𝐴𝑋̂ |𝐴|
2 ,

where

𝑞1 = − 1
𝑘2𝑐 (1 − 𝑘2𝑐 )2

⎛

⎜

⎜

⎝

𝑃1
𝜇̂1

+ (𝑃2 + 𝑃3)
√

𝑘2𝑐 (1 − 𝑘2𝑐 )
𝛿0

+
√

𝛿0𝑘2𝑐 (1 − 𝑘2𝑐 )3𝜓1

⎞

⎟

⎟

⎠

,

𝑞2 =
1

𝑘2𝑐 (1 − 𝑘2𝑐 )2
((𝑃2 + 𝑃3)𝜓1 + 𝑃4) ,

𝑞3 = −
√

1
𝛿0𝑘2𝑐 (1 − 𝑘2𝑐 )3

(

𝑃3 − 𝛿0(1 − 𝑘2𝑐 )𝜓1
)

,

𝑞4 = −1
2

√

1
𝛿0𝑘2𝑐 (1 − 𝑘2𝑐 )3

(

𝑃5 − 2𝑃2 − 4𝜓1𝛿0(1 − 𝑘2𝑐 )
)

.

As a check on the algebra here, we observe that in the specific case in
hich 𝝃⊺𝑀𝜼 = 0 we have 𝑃 = 𝑃 = 𝑃 = 0, and further simplifications
1 4 5

17 
yield precisely the same quintic Ginzburg–Landau equation as was
derived in Appendix B.

Appendix D. Numerical simulations

For the numerical simulations, two example minimal schemes were
elected: one from class 𝐚 for which 𝐾 > 0 and one from class 𝐜 (for

which 𝐾 = 0), given below in schemes (D.1), (D.2) respectively. Since
the diffusion terms are diagonal, the governing PDEs

𝜕𝑡

(

𝑈
𝑉

)

=
{(

1 0
0 𝛿

)

∇2 +
(

1 −𝜇
𝜇 −𝜗

)} (
𝑈
𝑉

)

+𝑁

⎛

⎜

⎜

⎜

⎝

1
2𝑈

2

𝑈 𝑉
1
2𝑉

2

⎞

⎟

⎟

⎟

⎠

,

are easily Fourier transformed in space:

𝜕𝑡

(

𝑈̃𝑘
𝑉𝑘

)

=
{

−𝑘2
(

1 0
0 𝛿

)

+
(

1 −𝜇
𝜇 −𝜗

)} (
𝑈̃𝑘
𝑉𝑘

)

+𝑁

⎛

⎜

⎜

⎜

⎝

1
2 (𝑈̃ ∗ 𝑈̃ )𝑘
(𝑈̃ ∗ 𝑉 )𝑘
1
2 (𝑉 ∗ 𝑉 )𝑘

⎞

⎟

⎟

⎟

⎠

,

where ( ⋅ ∗ ⋅ ) denotes a convolution, and this transformed system
is integrated numerically on a one-dimensional spatial domain 𝑥 ∈
[0, 𝐿] with periodic boundary conditions using a fifth-order Taylor
approximation to Cox and Matthews’ mETD4RK method [23], which
as fourth-order accuracy. Following Kassam and Trefethen [24], it

is simpler to evaluate the nonlinear terms in real space, and so the
mplementation of the numerical scheme becomes pseudospectral, with

the diagonality of the diffusion terms being exploited to efficiently
evaluate the linear terms in Fourier space. Code files are available from
he Zenodo digital repository: doi:10.5281/zenodo.14185376.

D.1. Example from class 𝐚

The first example corresponds to the (pseudo-)reaction scheme
⎧

⎪

⎪

⎨

⎪

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 4𝑈 + 3𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ ∅

∅
𝑟3
←←←←←←←←←→ 𝑈

, (D.1)

with parameter values (𝑟1, 𝑟2, 𝑟3) = (1, 65 , 1). We also fix the diffusiv-
ty of species 𝑈 to be unity. Accordingly, the PDEs being integrated

numerically are

𝜕𝑡

(

𝑢
𝑣

)

=
(

1 0
0 𝐷2

)

∇2
(

𝑢
𝑣

)

+

(

1 + 2𝑢2 − 6
5 𝑢𝑣

3𝑢2 − 6
5 𝑢𝑣

)

,

or equivalently

𝜕𝑡

(

𝑢 − 1
𝑣 − 5

2

)

=

{

(

1 0
0 𝐷2

)

∇2 +

(

1 − 6
5

3 − 6
5

)} (
𝑢 − 1
𝑣 − 5

2

)

+

(

4 − 6
5

6 − 6
5

) (
1
2 (𝑢 − 1)2

(𝑢 − 1)(𝑣 − 5
2 )

)

,

and the nondimensionalised form (19) is

𝜕𝑡

(

𝑈
𝑉

)

=

{

(

1 0
0 𝐷2

)

∇2 +

(

1 − 3
5

√

10
3
5

√

10 − 6
5

)}

(

𝑈
𝑉

)

+

(

4 − 3
5

√

10
6
5

√

10 − 6
5

) (
1
2𝑈

2

𝑈 𝑉

)

,

where 𝑈 = 𝑢 − 1, 𝑉 = 1
5

√

10(𝑣 − 5
2 ).

D.1.1. Figs. 4 and 5
To establish that the system can settle to a stable stripe pattern, the

PDE system was integrated on a spatial domain 𝑥 ∈ [0, 𝐿] with 𝐿 = 27 –
being approximately three wavelengths of the critical instability mode
– with periodic boundary conditions using a regular spatial mesh of 210
nodes and a time step of 2−16, initialised with
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𝑢(𝑥, 0) = 𝑢∗ + 1
100

cos(3 ⋅ 2𝜋 𝑥
𝐿 ) , 𝑣(𝑥, 0) = 𝑣∗ .

The diffusivity of the second species was chosen to be 𝐷2 = 25
2 , where

he instability threshold value is 𝛿0 = 6
5 (5 + 2

√

6) ≈ 11.8788. The
esultant spatiotemporal profiles 𝑢(𝑥, 𝑡), 𝑣(𝑥, 𝑡) are shown in Fig. 4. The
ime evolution of the Fourier mode amplitudes for the first species are

shown in the left-hand plot of Fig. 5. The time evolution of the Fourier
mplitude of the critical instability mode for both species is shown in
he right-hand plot of Fig. 5. The linearised analysis predicts that at
arly times the growth rate of this mode will be

𝜆(𝑘) = 1
20

(√

(

115𝑘2 + 22)2 − 1440 − 135𝑘2 − 2
)

≈ 0.02032 ,

where the wavenumber is 𝑘 = 2𝜋
9 . The slope of the dashed line in Fig. 5

indicates this prediction.

D.1.2. Fig. 9 – left-hand plot
To investigate how the stripe amplitude scales with the diffusivity,

the same system was simulated on the domain 𝑥 ∈ [0, 𝐿] now with
= 6𝜋∕

√

−2 +
√

6 – being exactly three wavelengths of the critical
nstability mode – with periodic boundary conditions and the same
nitialisation of

𝑢(𝑥, 0) = 𝑢∗ + 1
100

cos(3 ⋅ 2𝜋 𝑥
𝐿 ) , 𝑣(𝑥, 0) = 𝑣∗ ,

with different choices of the diffusivity 𝐷2 ∈ [𝛿0 + exp(−5), 𝛿0 +
1]. If 𝐷2 is chosen closer to the threshold, computation times in-
crease exponentially; for 𝐷2 much further from the threshold the
asymptotic assumptions break down and our predictions lose accuracy.
For efficiency, these repeat simulations were performed on a regular
spatial mesh of only 27 nodes allowing a larger time step of 2−8.
High wavenumber modes of 𝑘𝑒 > 32 were also filtered out. The
simulations were run until the change in Fourier-transformed con-
centrations 𝑢̃(𝑘, 𝑡), 𝑣̃(𝑘, 𝑡) between time steps was smaller than 10−8 in
uniform norm, and the final amplitude of the 3-period Fourier mode
was recorded. These final time amplitudes are shown on a log scale in
the left-hand plot of Fig. 9. The weakly nonlinear analysis predicts, for
a pattern of the critical waveform, a steady state amplitude

|𝐴|2 =
𝑘2𝑐 (1 − 𝑘2𝑐 )2

𝐾
𝛿2 .

Evaluating for this case of class 𝐚, with our chosen parameter values,
ields the steady state prediction

|𝐴| =

⎛

⎜

⎜

⎜

⎝

25
(

−90 + 37
√

6
)

1368
𝛿2

⎞

⎟

⎟

⎟

⎠

1
2

.

The leading order asymptotics give
(

𝑈
𝑉

)

= 𝜀(𝑎 + 𝑎̄)𝜼 + (𝜀2)

= 2𝜀 cos(𝑘𝑐𝑥)𝐴𝜼 + (𝜀2) assuming 𝐴 ∈ R ,

where 𝜀2 = (𝛿 − 𝛿0)∕𝛿2. Together then, we have the leading order
rediction

|𝑢̃𝑘𝑐 | =

⎛

⎜

⎜

⎜

⎝

5
(

−90 + 37
√

6
)

19

⎞

⎟

⎟

⎟

⎠

1
2

(𝛿 − 𝛿0)
1
2 ,

|𝑣̃𝑘𝑐 | =
5
6
(3 −

√

6)|𝑢̃𝑘𝑐 | .

The dashed lines in Fig. 9 plot this prediction.
 r

18 
D.2. Example from class 𝐜

The second example corresponds to the (pseudo-)reaction scheme
⎧

⎪

⎪

⎨

⎪

⎪

⎩

2𝑈
𝑟1
←←←←←←←←←→ 4𝑈 + 3𝑉

𝑈 + 𝑉
𝑟2
←←←←←←←←←→ ∅

𝑈
𝑟3
←←←←←←←←←→ 2𝑈

, (D.2)

with parameter values (𝑟1, 𝑟2, 𝑟3) = (1, 11∕5, 1). Again we fix the diffu-
sivity of species 𝑈 to be unity. Accordingly, the PDEs being integrated
umerically are

𝜕𝑡

(

𝑢
𝑣

)

=
(

1 0
0 𝐷2

)

∇2
(

𝑢
𝑣

)

+

(

𝑢 + 2𝑢2 − 11
5 𝑢𝑣

3𝑢2 − 11
5 𝑢𝑣

)

,

or equivalently

𝜕𝑡

(

𝑢 − 1
𝑣 − 15

11

)

=

{

(

1 0
0 𝐷2

)

∇2 +

(

2 − 11
5

3 − 11
5

)} (
𝑢 − 1
𝑣 − 15

11

)

+

(

4 − 11
5

6 − 11
5

) (
1
2 (𝑢 − 1)2

(𝑢 − 1)(𝑣 − 15
11 )

)

,

and the nondimensionalised form (19) analysed above is

𝜕𝑡

(

𝑈
𝑉

)

=

{

(

1 0
0 𝐷2

)

∇̂2 +

(

1 − 1
10

√

165
1
10

√

165 − 11
10

)}

(

𝑈
𝑉

)

+

(

2 − 1
10

√

165
1
5

√

165 − 11
10

) (
1
2𝑈

2

𝑈 𝑉

)

,

where 𝑡 = 2𝑡, 𝑥̂ =
√

2𝑥, 𝑈 = 𝑢 − 1, 𝑉 = 1
15

√

165
(

𝑣 − 15
11

)

.

D.2.1. Figs. 6 and 7
To establish that the system can settle to a stable stripe pattern, the

PDE system was integrated on a spatial domain 𝑥 ∈ [0, 𝐿] with 𝐿 = 22 –
being approximately three wavelengths of the critical instability mode
– with periodic boundary conditions using a regular spatial mesh of 210
nodes and a time step of 2−16, initialised with

𝑢(𝑥, 0) = 𝑢∗ + 1
100

cos
(

3 ⋅ 2𝜋 𝑥
𝐿

)

, 𝑣(𝑥, 0) = 𝑣∗ .

The diffusivity of the second species was chosen to be 𝐷2 = 9
2 , where

the instability threshold value is 𝛿0 = 11
10 (2 +

√

3) ≈ 4.1053. The
resultant spatiotemporal profiles 𝑢(𝑥, 𝑡), 𝑣(𝑥, 𝑡) are shown in Fig. 6. The
time evolution of the Fourier mode amplitudes for the first species are
shown in the left-hand plot of Fig. 7. The time evolution of the Fourier
mplitude of the critical instability mode for both species is shown in

the right-hand plot of Fig. 7. The linearised analysis predicts that at
early times the growth rate of this mode will be

𝜆(𝑘) = 1
20

(√

(

35𝑘2 + 42)2 − 2640 − 55𝑘2 − 2
)

≈ 0.08486 ,

where the wavenumber is 𝑘 = 3𝜋
11 . The slope of the dashed line in Fig. 7

indicates this prediction.

D.2.2. Fig. 9– right-hand plot
To investigate how the stripe amplitude scales with the diffusivity,

the same system was simulated on the domain 𝑥 ∈ [0, 6𝜋∕
√

−1 +
√

3) –
being exactly three wavelengths of the critical instability mode – with
eriodic boundary conditions and the same initialisation of

𝑢(𝑥, 0) = 𝑢∗ + 1
100

cos
(

3 ⋅ 2𝜋 𝑥
𝐿

)

, 𝑣(𝑥, 0) = 𝑣∗ ,

with different choices of the diffusivity 𝐷2 ∈ [𝛿0+ exp(−7), 𝛿0+ exp(−2)].
or efficiency, these repeat simulations were performed on a regular
patial mesh of only 27 nodes allowing a larger time step of 2−8. High
avenumber modes of 𝑘𝑒 > 32 were also filtered out. The simula-

ions were run until the concentrations 𝑢(𝑥, 𝑡), 𝑣(𝑥, 𝑡) had approximately
eached stationarity and the final amplitude of the 3-period Fourier



F.R. Waters et al.

p

p

t
A

|



Physica D: Nonlinear Phenomena 471 (2025) 134427 
mode was recorded. These final time amplitudes are shown on a log
scale in the right-hand plot of Fig. 9. The weakly nonlinear analysis
redicts, for a pattern of the critical waveform, a steady state amplitude

|𝐴|4 =
9(𝛿0 − 𝜗)3(𝛿0 + 𝜗)

100𝜒4
1 𝛿

5
0

𝛿2 ,

which, evaluating for this case of class 𝐜, with our chosen parameter
values, yields the steady state prediction

|𝐴| =

⎛

⎜

⎜

⎜

⎝

40
(

−3 + 2
√

3
)

1331
𝛿2

⎞

⎟

⎟

⎟

⎠

1
4

.

The leading order asymptotics give
(

𝑈
𝑉

)

= 𝜀
1
2 (𝑎 + 𝑎̄)𝜼 + (𝜀)

= 2𝜀 1
2 cos(𝑘𝑐𝑥)𝐴𝜼 + (𝜀) assuming 𝐴 ∈ R ,

where 𝜀2 = (𝛿 − 𝛿0)∕𝛿2. Together then, we have the leading order
rediction

|𝑢̃𝑘𝑐 | =

⎛

⎜

⎜

⎜

⎝

72
(

−3 + 2
√

3
)

55

⎞

⎟

⎟

⎟

⎠

1
4

(𝛿 − 𝛿0)
1
4 , (D.3a)

|𝑣̃𝑘𝑐 | =
5
11

(3 −
√

3)|𝑢̃𝑘𝑐 | . (D.3b)

The dashed lines in Fig. 9 plot this prediction. We can even pull out
he first correction to predictions (D.3) by including terms up to (𝜀3∕2).
ssuming 𝐴 ∈ R and 𝐴 to be independent of 𝑋, we have

(

𝑈̃𝑘𝑐
𝑉𝑘𝑐

)

= 2𝜀 1
2𝐴𝜼 + 5

3
𝜒2
1

𝑘2𝑐
𝜀

3
2𝐴3(𝜻 + 𝑐𝜼) + (𝜀

5
2 ) ,

where 𝑐 is some constant that could be determined by continuing our
analysis to higher orders in 𝜀. For our purposes, we simply estimate 𝑐
based on the output of the numerical simulations. Evaluating 𝜒1, 𝑘2𝑐 , 𝜼, 𝜻
for the particular parameter values of our simulation and transforming
this back in terms of 𝑢 and 𝑣 we get

|𝑢̃𝑘𝑐 | =

⎛

⎜

⎜

⎜

⎝

72
(

−3 + 2
√

3
)

55
(𝛿 − 𝛿0)

⎞

⎟

⎟

⎟

⎠

1
4

×
|

|

|

|

|

|

1 + (2 −
√

3)
( 75
121

)

1
4

(

10(63 −
√

3)
2973

+ 𝑐

)

(𝛿 − 𝛿0)
1
2

|

|

|

|

|

|

,

𝑣̃𝑘𝑐 | =

⎛

⎜

⎜

⎜

⎝

72
(

−3 + 2
√

3
)

55
(𝛿 − 𝛿0)

⎞

⎟

⎟

⎟

⎠

1
4

⋅
5
11

(3 −
√

3)

×
|

|

|

|

|

|

1 − (2 −
√

3)
( 75
121

)

1
4

(

11(123 + 61
√

3)
2973

− 𝑐

)

(𝛿 − 𝛿0)
1
2

|

|

|

|

|

|

.

Through a process of trial and improvement, we can find a suitable
value for 𝑐 in order that the error in the prediction is reduced from
((𝛿 − 𝛿0)3∕4) to ((𝛿 − 𝛿0)5∕4).
19 
Data availability

Data will be made available on request.
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