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Summary
In this dissertation, I study the synchronization between two oscillators. Specif-

ically, in Chapters 3 and 4, one of the oscillators involved is a robust heteroclinic

cycle.

Chapter 1 of this dissertation is introductory material. InChapter 2, I include

some basic background and examples of robust heteroclinic cycles followed by a

review of circle maps and the ’0-1 test’, both of which will beused in my later

discussion. I then study a robust heteroclinic ODE system perturbed by a periodic

function in Chapter 3 and 4.

Chapter 3 gives the detailed derivation of the Poincaré mapof the ODE system.

The Poincaré map method is normally used for studying the dynamics near a cycle

in a dynamical system. The idea of this method is to put a plane, called a cross

section, transversely crossing the cycle which we are goingto study and then

observe the dynamics of points where an arbitrary orbit nearthe cycle intersects

this plane. This result reduces the ODE system to a two-dimensional map.

In Chapter 4, the dynamics and bifurcations of the system when varying the

forcing frequency is carried out. In short, my results show that the ODE system

is equivalent to a damped pendulum with constant torque if the attracting strength

of the heteroclinic cycle is weak. In contrast, it is equivalent to a circle map when

the attracting strength of the heteroclinic cycle is strong. Depending on the value

of the forcing frequency, the circle map can be invertible ornoninvertible.

Chapter 5 deals with coupled systems with two cells. The ODE systems in

both cells possess cyclic symmetry. I prove that if there exists a non-trivial sym-

metric periodic solution in one cell, then the non-trivial periodic solution in the

other cell must have the same symmetry. I also consider the ratio of the frequen-

cies of the periodic solutions in the two cells. A necessary condition for non-trivial

periodic solutions with this ratio to be cyclically symmetric is identified.
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3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.2 Local dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
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Chapter 1

Introduction

Modeling biological systems is a very hard task due to their intrinsic com-

plexity. However, regular patterns, which can be describedroughly by symmetry

in mathematics, are ubiquitous in our natural world, such as: spots on a leopard,

stripes on a tiger and cylindrical stripes on a shell. Therefore, one may make an

assumption when modeling biological systems that, withoutany noise and any

coupling with other system, the underlying system is perfectly symmetric. In this

sense, symmetry can be considered as one of the building blocks with which our

real world is established. Consequently, studying symmetric systems is an essen-

tial step in understanding natural phenomena.

Mathematically, we model real world scenarios by dynamicalsystems. Spa-

tial patterns correspond to stable equilibria of dynamicalsystems while spatial-

temporal patterns may be driven by the instability of systems. Symmetry also

constrains our study of some objects in dynamical systems. For example, a het-

eroclinic cycle in a dynamical system is a topological cyclewhich consists of

saddle-type equilibrium points, periodic orbits or chaotic attractors, and connect-

ing trajectories between them. One question that arises is whether heteroclinic

cycles are structurally stable within some fixed symmetric setting, i.e. if hetero-
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Chapter 1.

clinic cycles exist generically for some dynamical system.

Normally, a heteroclinic cycle is structurally unstable ina dynamical system

without any symmetric setting. A well-known example is the undamped pendu-

lum system [59]. With an arbitrary small perturbation, the ideal heteroclinic cycle

breaks.

In systems with some fixed symmetric structure, the situation is different. For

systems that are equivariant under a symmetry group acting on the phase space,

heteroclinic cycles within them become robust in the sense that heteroclinic cycles

always exist even if a small perturbation preserving symmetry is added. In this

case, symmetry forces the connections to lie in invariant subspaces; this makes

the cycle robust. More precisely, supposeΓ is a compact Lie group andf (x, λ) is

a family of one-parameter vector fields inχG = {g : g(γx) = γg(x),∀γ ∈ Γ}, i.e.

the set of all equivariant vector fields with respect toΓ. Assume thatf (x, 0) ∈ χG

contains a heteroclinic cycle and each heteroclinic connection lies on a fixed point

subspace Fix(Σ) for some subgroupΣ ⊂ Γ. Then there is an open setV in the

parameter space such that eachf (x, λ) also possesses a heteroclinic cycle for every

λ ∈ V.

Therefore, systems with robust heteroclinic cycles, but not general heteroclinic

cycles, can be good candidates for modeling our real world. Indeed, examples of

robust heteroclinic cycles connecting equilibrium pointshave been found in many

contexts [52, 33, 38, 47, 45, 46, 72, 26, 17, 10]. They appear in various fields:

ecological models of competing species [37, 52], thermal convection [12, 14, 8,

62], game theory [25, 69] and neuroscience [63, 79, 76, 66, 77, 4, 5, 65]. In

principle, systems with heteroclinic cycles represent mathematically the concept

of ”Winnerless Competition” which has been identified as a better description than

”Winner-takes-all” of many scenarios in game theory and evolutionary biology

[57].
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Chapter 1.

M. Krupa [42] classified all the possible contexts in which the existence of ro-

bust heteroclinic cycles have been shown into three categories: mathematical biol-

ogy and game theory (MBGT), spontaneous symmetry breaking (SSB) and forced

symmetry breaking (FSB). In this dissertation, we discuss only cycles connect-

ing equilibrium points. Examples of cycles connecting periodic orbits or chaotic

attractors can be found in [23] and [19], for instance. They demonstrate more

complicated dynamics, such as cycling chaos.

The first example of a heteroclinic cycle modeling a biological system was

given by R. M. May and W. J. Leonard in 1975 [52]. In their paper, a three

dimensional Lotka-Volterra system



































ẋ = x(1− (x+ y+ z) − cy+ ez)

ẏ = y(1− (x+ y+ z) − cz+ ex)

ż = z(1− (x+ y+ z) − cx+ ey)

, (1.1)

which is a model with three competing species, is proved to possesses an attracting

non-periodic cycle which connects three saddle equilibrium points. Moreover, the

time spent near each saddle point increases. In fact, although the authors didn’t

point out the robustness of this cycle, it is robust due to thebiological constraint:

once a species is extinct, it will be extinct forever. In other words, the coordinate

planes{x = 0}, {y = 0} and {z = 0} form the invariant planes supporting the

connections.

J. Guckenheimer and P. Holmes in [33] confirmed that robust heteroclinic cy-

cles do exist generically in the subspace ofCr vector fields onR3 which are equiv-

ariant with respect to a symmetry group generated by two elements, namely, cyclic

permutation of the coordinate axes and the reflection of the coordinate planes. In

addition to this, they also proved that a codimension 1 bifurcation is sufficient

to produce heteroclinic cycles, which is called ’spontaneous symmetry breaking

bifurcation’ by M. Krupa in [42].
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Chapter 1.

In addition to spontaneous symmetry breaking bifurcation,’forced symmetry

breaking bifurcation’ also gives rise to the occurrence of robust heteroclinic cy-

cles. Examples of this kind are shown, for example in [38, 47,45, 46, 58], by

forcing small perturbations on symmetric systems to break apart of the symmetry

but keep the rest of the symmetry to support the cycles.

The main feature of the dynamics near an attracting heteroclinic cycle is in-

termittency: each trajectory spends relatively a much longer time passing through

the vicinity of an equilibrium point than when transiting tothe next equilibrium

point. This is due to the strong linear influence near the equilibrium points. More-

over, a trajectory will move closer to each equilibrium point and spend increasing

amounts of time passing each of them; these are critical differences in the dy-

namics from trajectories near periodic orbits. In ecological terminology, these

characteristics mean that each species will be getting increasingly more dominant

both sizewise and timewise, after experiencing an almost extinct period. From this

point of view, a model with heteroclinic cycles is not appropriate to describe the

long term behavior of the biological world. However, this defect can be modified

by forcing a small symmetry-breaking perturbation (noise)or by coupling two or

more systems (interaction with other systems).

With suitable choice of parameters, a small perturbation added on to a 6-

dimensional Lotka-Volterra system, for example

ẋi = xi(1−
6

∑

j=1

αi j xj) + ǫxi xi+3,

would produce an attracting periodic solution in the vicinity of the original hete-

roclinic cycle [4].

In recent years, a modified Lotka-Volterra system has been utilized to model

the dynamics of neuron ensembles. TheN-neuron system studied in [79, 76, 66,
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77, 4] is

ẋi = xi

















σ(H,S) −
N

∑

j=1

ai j xj + Hi(t)

















+ Si(t), (1.2)

wherexi > 0 is the spiking rate of theith neuron,Hi is the forcing from other

neuron ensembles,Si is the stimuli from the sensors acting on thei-th neuron and

ai j is the strength of inhibition on thei-th neuron by thej-th neuron. Since non

of the neurons dominates the whole dynamics, Rabinovich et al. [66] called this

phenomenon ’Winnerless competition’ (WLC).

A neural ensemble normally consists of several neurons interacting with each

other through an inhibitory way. Its dynamics can be studiedexperimentally by

recording the spiking rate of each neuron. According to experimental results, a

good mathematical model to describe the dynamics of a neuralsystem, especially

a sensory system, must have the ability to capture the features of robustness and

sensitivity. More precisely, it must be robust under small perturbation (noise)

and must be very sensitive to incoming input (stimulus) [63]. Robust heteroclinic

cycles possess these two features: a fixed symmetry breakingstimulus destroys

the heteroclinic cycle and gives rise to a periodic solutionnear the original cycle;

this periodic solution is robust under small perturbation.

Robust heteroclinic cycles can also be applied to describe the transient behav-

ior of neural systems [5, 63, 64]. To recognize the stimulus as soon as possible,

a sensory system makes decisions by identifying the patternof the transient se-

quence of the firing neurons before it settles down to a stablestationary state.

As transient behavior in a dynamical system normally depends sensitively on ini-

tial conditions, it is very hard to find a mathematical model which can repro-

duce the same sequence of firing neurons when the stimulus is slightly different.

Afraimovich et al. [5] constructed a model consisting of a stable heteroclinic se-

quence (SHS) which generates reproducible transient dynamics. In their model, a

sequence of equilibrium points are connected by one-dimensional separatrices and

5



Chapter 1.

any trajectory near the SHS will visit equilibrium points inturn along the SHS.

Moreover, due to the stability of the heteroclinic sequence, a small deviation of

the initial point will produce the same transient sequence.

Constant perturbations to a robust heteroclinic cycle result in periodic orbits

typically. For a heteroclinc system forced by a random perturbation, the returning

time corresponding to a cross section for a trajectory near the original heteroclinic

cycle becomes random, although the mean of it is well-defined[71]. But to date

there has been no systematic investigation of the effects of time periodic perturba-

tions. This is surprising, given the natural effects of external cyclical variations on

population dynamics, for example. A natural mathematical comparison to make

would be to compare the effects of time-periodic forcing on a heteroclinic cy-

cle with the well-known effects of time-periodic forcing on periodic oscillations,

for example frequency-locking. This comparison is the central motivation for the

work described in this dissertation.

J. H. P. Dawes and I in [18] investigate the complex dynamics of the Lotka-

Volterra system with periodic forcing,



































ẋ = x(1− (x+ y+ z) − cy+ ez) + γ(1− x) f (2ωt)

ẏ = y(1− (x+ y+ z) − cz+ ex)

ż = z(1− (x+ y+ z) − cx+ ey)

, (1.3)

where f is a non-negative function inPC1(2π), the set of all 2π-periodic functions

with continuous first-order derivative, 0< γ ≪ 1 and 1> c > e > 0. It is a

generalized version of the system studied by Rabinovich et al. [63]. In this disser-

tation, Chapter 3 and 4 sets out a mathematically rigorous and detailed approach

to the analysis of the dynamics of (1.3). This provides a muchgreater level of

insight into the dynamics than [63] was able to provide. Our preliminary results

have recently been published [18].

By calculating the global and local maps of the system in Chapter 3, we con-

6
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struct a two-dimensional Poincaré map defined on a cross section of the cycle.

The numerical results show that the dynamics of map system fitthe ODE system

very well for a range of values of parameters whenγ << 1 andω > 0. Moreover,

the map we derived is valid for allc/e while the map derived by Afraimovich et

al. in [3], in which they considered a similar system, is onlycorrect whenc/enear

1.

The general feature of the dynamics for the casec/e large when varyingω is

the existence of a sequence of frequency-locking intervalswith regions of compli-

cated dynamics in between. In particular, the frequency-locking intervals indicate

the existence of a stable periodic orbit of periodkπ/ω within it, wherek ∈ N. We

prove in Chapter 4 that the system is equivalent to a circle map, which could be

invertible or non-invertible depending on the size ofω. As for the case whenc/e

is near 1, except for the frequency-locking scenario, bistability could occur over

some intervals inω. In this case, the system is equivalent to a forced damped

pendulum with torque. This part of discussion is also included in Chapter 4.

In addition to adding external perturbations to a single robust heteroclinic sys-

tem, coupling two or more robust heteroclinic systems couldalso produce an ap-

plicable biological model.

For example, P. Varona et al. [77, 76] attempted to use (1.2) as a model to

capture the irregular hunting behavior ofClione, a marine mollusk.Clioneuses

gravitational sensory organs, the statocysts, to determine its orientation.Si(t), in

(1.2), represents the stimulus of the statocyst on the receptor neuronai. In their

model, the statocyst consists of six neurons, which are divided into two subgroups

of three neurons. Inside each subgroup, the inhibitory coupling terms are rela-

tively stronger and produce heteroclinic connections between the three neurons.

Later, Venaille et al. [79] weakly coupled two neuron ensembles. Each of the

two ensembles is a six neuron statocyst which is modeled by the same way as P.

7
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Varona did in [77, 76]. They found that synchronization of two ensembles oc-

curs although the signals produced by individual ensemblesare chaotic. These

features are similar to the coordination of two distinct motor activities ofClione

during hunting motion: acceleration of the wing and the bending of the tail, both

of which change randomly but coordinate very well.

Mathematically, we call a system consisting of two or more dynamical sys-

tems coupling to each other a coupled cell system. Here, ’cell’ means the individ-

ual dynamical system without coupling. Although a coupled cell system is merely

a higher-dimensional dynamical system as a whole, we are interested in the prop-

erties of cell trajectories, which are the projections of a trajectory in the whole

dynamical system to the individual cells, when we called thesystem ’coupled cell

system’. Theory for coupled cell systems with symmetry has been developed by

Stewart, Golubitsky, Pivato and Török [28]. Although we can freely couple dy-

namical systems in any way, coupling systems in a square or a hexagonal lattice is

more common, for implicitly they resemble partial differential equations. In this

case, regular or irregular spatio-patterns can be found [7,80].

Periodic solutions with spatial-symmetry in a symmetric system automatically

have temporal-symmetry [28]. M. Tachikawa [74] consideredan ecological sys-

tem consisting of two four-dimensional replicator equations coupled diffusively.

In these two cells, there exist a stable and an unstable robust heteroclinic cycle re-

spectively. His results showed numerically that frequency-locking intervals with

specific ratios can be observed when varying the strength of the coupling. The

author remarked that these specific ratios arise due to the existence of symmetric

periodic solutions, but did not prove any result.

In Chapter 5, I consider a more general theory which shows that, in a system

consisting of two cells with cyclic symmetry, symmetry is always snchronized be-

tween non-trivial periodic solutions in two cells. More precisely, if there exists a

8
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symmetric periodic solution in one cell, then the periodic solution in the other cell

must have the same symmetry. The intrinsic spatio-temporal-symmetry of a peri-

odic solution allows us to classify all the ratios of frequencies between non-trivial

periodic solutions in these two cells according to the symmetry they possess.

We now briefly describe the contents of this dissertation as follows.

In Chapter 2, I give some basic background on robust heteroclinic cycles fol-

lowed by three examples of the existence of robust heteroclinic cycles. The review

of the theory of circle maps, either invertible or noninvertible, is presented as this

is necessary for our later discussion. This chapter closes with the description of

’0-1 test’ which is a new method to distinguish regular and chaotic dynamics from

any timeseries of data.

Chapter 3, 4 and 5 contain the body of my research. In Chapter 3and 4,

I study heteroclinic systems with periodic perturbations.A detailed derivation

of the Poincaré map of the system is carried out in Chapter 3 while a thorough

analytic and numerical study is displayed in Chapter 4.

Chapter 5 deals with a different, but closely related, topic. I consider coupled

systems of two cells with cyclic symmetry. Specifically, I aminterested in the

interactions between non-trivial periodic solutions in the two cells. As mentioned

in the previous paragraph, I prove that the periodic solutions in the two cells must

have the same symmetry. I also identify those ratios of frequencies where the

non-trivial periodic solutions possess cyclic symmetry.

Conclusions and possible future research directions will be presented and dis-

cussed in Chapter 6.

9



Chapter 2

Preliminaries and Background

In this chapter, we give the definition of heteroclinic cycles in section 2.1,

followed by three examples of the existence of heterocliniccycles in section 2.2,

which fall into the three categories classified by Krupa in [42]. We then review

the theories of circle maps in section 2.3 and the 0-1 test in section 2.4. These

theoretical results form the basis for our later analysis inChapter 4.

2.1 Definition of a heteroclinic cycle

Suppose thatΓ ∈ O(n) is a compact Lie group acting linearly onRn. Let

f : Rn→ Rn be aΓ-equivariant vector field. That is

f (γx) = γ f (x),∀γ ∈ Γ and∀x ∈ Rn.

Definition 2.1.1 Suppose thatξ j, j = 1, · · · ,m are hyperbolic equilibria of the

vector field f(x) and that the group orbitsΓξ j = {γ ∈ Γ : γξ j}, j = 1, 2, ...,m are

distinct. Let Ws(ξ j) and Wu(ξ j) denote the stable and unstable manifolds ofξ j,

respectively. The set of group orbits of the unstable manifolds

X = {Wu(γξ j), j = 1, · · · ,m, γ ∈ Γ}

10



Chapter 2. 2.1. Definition of a heteroclinic cycle

forms a heteroclinic cycle provided dimWu(ξ j) ≥ 1 for all j and

Wu(ξ j) − {ξ j} ⊂
⋃

γ∈Γ
Ws(γξ j+1).

Here, we use indices modulo m, i.e. we set m+ 1 ≡ 1. If m = 1, we call it a

homoclinic cycle.

Suppose thatΣ ⊂ Γ is a subgroup, we define its fixed-point subspace by

Fix(Σ) = {x ∈ Rn : σx = x,∀σ ∈ Σ}.

In particular, sincef (Fix(Σ)) ⊂ Fix(Σ) for everyΓ−equivariantf and isotropy

subgroupΣ, the following definition is natural:

Definition 2.1.2 The cycle X is a robust heteroclinic cycle if for each j= 1, · · · ,m,

there is a fixed-point subspace Pj = Fix(Σ j) whereΣ j ⊂ Γ, such that (i)ξ j+1 is a

sink in Pj and (ii) Wu(ξ j) ⊂ P j.

Remark 2.1.1 (i) A robust heteroclinic cycle will persist under any smallΓ−equivariant

perturbations of the vector field.

(ii) For a general vector field without symmetry, a heteroclinic cycle is necessarily

structurally unstable.

(iii) Without loss of generality, we may assume that the subgroupsΣ j are isotropy

subgroupsΣx = {γ ∈ Γ : γx = x} for some x, and that the Pj are the smallest

possible subspace such that the conditions in the definitionare satisfied.

The stability of invariant sets is one of the most important issues in the theory

of dynamical systems. There are various definitions of stability. Here, we only

consider the strongest one: asymptotic stability.

Definition 2.1.3 A heteroclinic cycle X is stable if for any open neighborhoodU

of X, there exists an open neighborhood V of X such that any forward trajectory

11
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{x(t) : t ≥ 0, x(0) ∈ V} ⊂ U. (x(t) is the solution of differential equatioṅx = f (x)).

We said it is asymptotically stable if it is stable and any forward trajectory starting

in V is asymptotic to X. The cycle is unstable if it is not stable.

There have been many papers studying on this topic, for example [43], [44],

[24], [36] and [60]. Krupa and Melbourne in [43] analyze the relative size of the

eigenvalues of the linearizations at the equilibria and geta sufficient condition for

asymptotic stability of a heteroclinic cycle. The following theorem is a part of

their results:

Theorem 2.1.1 Suppose X is a robust heteroclinic cycle. Then X is asymptotically

stable provided the condition

m
∏

j=1

min(cj, ej − t j) >
m

∏

j=1

ej ,

where−cj is the maximum real part of eigenvalues of(d f) in P j−1 − P j at the j-th

equilibrium point, ej is the maximum real part of eigenvalues of(d f) and tj is the

maximum real part of eigenvalues whose eigenvectors are normal to Pj−1 + P j.

Remark 2.1.2 In R3, the condition above could be reduced to the very intuitive

one
m

∏

j=1

cj >

m
∏

j=1

ej

2.2 Existence of heteroclinic cycles

In this section, we will consider three examples of heteroclinic cycles. The first

one is from Guckenheimer and Holmes ([33]) which shows that the symmetry-

breaking bifurcations of equilibria can naturally lead to the existence of robust

heteroclinic cycles. The second example is from Hou and Golubitsky ([38]) which

12
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displays that symmetry breaking may result in the occurrence of heteroclinic cy-

cles. The final example is a Lotka-Volterra system; an application will be also

discussed.

2.2.1 Spontaneous symmetry breaking

Let G ⊂ O(3) be the symmetry group generated by

rx =



































−1 0 0

0 1 0

0 0 1



































and

σ =



































0 0 1

1 0 0

0 1 0



































,

in other words,G consists of cyclic permutations of the coordinate axes inR3 and

reflections about the coordinate planes.

Guckenheimer and Holmes prove the following theorem [33]:

Theorem 2.2.1 Consider the spaceχG(R3) of Cr(r ≥ 3) vector fields onR3 that

are equivariant with respect to the group G. There is an open set U ⊂ χG of vector

fields inχG such that

(i) all vector fields in U are topologically equivalent, and

(ii) vector fields in U have heteroclinic cycles consisting of three saddle points

and trajectories joining these. All trajectories that do not lie on the coordinate

planes, or the lines x= ±y = ±z are asymptotic to the heteroclinic cycle.

Remark 2.2.1 In the original paper [33] by Guckenheimer and Holmes, the con-

tinuous differentiability ofχG(R3) was set to be r≥ 1. However, since the Taylor

13
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expansion up to order three of these vector fields will be considered in the follow-

ing, we consider vector fields inχG(R3) ∩Cr for r ≥ 3 here.

In the following, we will show only the existence and the stability of robust

heteroclinic cycles withinχG(R3).

Firstly, note that the vector field

X = ( f (x, y, z), g(x, y, z), h(x, y, z)) ∈ χG(R3)

if and only if f (x, y, z) = g(y, z, x) = h(z, x, y) and f (x, y, z) = − f (−x, y, z) =

− f (x,−y, z) = − f (x, y,−z), which ensures that the only system of equations defin-

ing a vector field inχG(R3) has a truncated Taylor expansion at the origin of the

form,


































ẋ = x(λ + a1x2 + a2y2 + a3z2)

ẏ = y(λ + a1y2 + a2z2 + a3x2)

ż= z(λ + a1z2 + a2x2 + a3y2)

(2.1)

Secondly, the symmetry of groupG forces the lines defined byx = ±y = ±z,

the coordinate axes and the coordinate planes to be invariant under the action of

any vector fieldX ∈ χG(R3).

Assumea1 < 0, so that the bifurcation is supercritical. LetP1 = (
√

− λ
a1
, 0, 0)

andP2 = σP1 = (0,
√

− λ
a1
, 0). Then

D f (P1) = λ · diag
(

−2, a1−a3
a1

, a1−a2
a1

)

D f (P2) = λ · diag
(

a1−a2
a1

,−2, a1−a3
a1

)
. (2.2)

Hence if we assume that

a2 < a1 < a3, (2.3)

thenP1 is a saddle andP2 is a sink for the flow of (1) restricted to{(x, y, z) : z= 0}.

(Obviously, ifa3 < a1 < a2 then we can do the same thing and get a cycle moving

in the opposite direction.)

14
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P2

P1

3P

x

Z

y

Figure 2.1: The heteroclinic cycle in the Guckenheimer-Holmes system (2.1) in the first

octant.

Now consider the restriction of (2.1) toP:



















ẋ = x(λ + a1x2 + a2y2)

ẏ = y(λ + a1y2 + a3x2)
(2.4)

We can easily show that (2.4) admits no equilibria other thanthe origin,±P1 and

±P2 if we have (2.3). Besides, we can prove that the unstable manifold Wu(P1)

is located in a bounded region. More precisely, chooseK >
√

− λ
a1

and consider

D = {(x, y) : 0 < x < K, 0 < y < K}. Then the flow withinD will not leave it since

ẋ = K(λ + a1K
2 + a2y

2) < 0

on {x = K} ∩ D̄, and

ẏ = K(λ + a1k
2 + a3x2) < 0

on {y = K} ∩ D̄. Hence, by the Poincaré-Bendixson theorem, there exists acon-

nection betweenP1 andP2. By applyingσ to this connection, we have proved the

following lemma:

Lemma 2.2.1 The heteroclinic cycle exists forλ > 0 in the system (2.1) if a1 < 0

and the condition (2.3) holds.

15
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Figure 2.2: The cross sectionsHin
x ,H

out
x andHin

y .

Moreover, this lemma proves that the existing cycle is robust for small symmetry-

preserving perturbations. (See Figure 2.1).

To identify the stability of the heteroclinic cycle, we use the Poincaré map

method to analyze the dynamics near the cycle we have found.

Let δ > 0 be a small real number andHin
x = {z = δ}, Hout

x = {y = δ} and

Hin
y = {x = δ} be cross sections nearP1 andP2. Let x0 ∈ Hin

x , y0 ∈ Hout
x , z0 ∈ Hin

y be

points on the connecting orbitsP3 −→ P1,P1 −→ P2,P1 −→ P2, respectively (see

Figure 2.2). LetU = {(u,w, δ)} be a small neighborhood ofx0, U+ = {(u,w, δ) :

w > 0} ∩ U andU− = {(u,w, δ) : w < 0} ∩ U. Then the trajectories starting

from U+ andU− will hit Hin
y if we chooseU small enough. On the other hand,

the trajectories starting fromU\(U+ ∪U−) will converge toP1 sinceP1 is a stable

equilibrium in thex-plane. Defineg : U+ → Hin
x by g = σ−1h, whereh is the

first hit map fromU to Hin
y . If we identify points inU with points inR2 then we

can writeg(u,w) = g(x0 + (u,w, δ)) = (g1(u,w), g2(u,w)). Now extendingg to

be defined onU by settingg(u,w) = (g1(u,−w),−g2(u,−w)), if w < 0, we get a

Poincaré mapg3 which reduce the 3-dimensional flow system to a 2-dimensional

16
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map system. In the following discussion, we will assumew > 0 without loss of

generality.

Note that the cycle that we have found is asymptotically stable if 0 is asymp-

totically stable fixed point ofg. On the other hand, the cycle is unstable if 0 is a

repelling fixed point ofg.

Before we derive the leading-order approximation ofg, we define some nota-

tion from [43]. Let

r = −2λ, e= λ · a1 − a3

a1
, c = λ · a2 − a1

a1
,

wherer, e,−c denote the radial, expanding and contracting eigenvalues of the lin-

earized system of (2.1), respectively. We expect that ifc > e, then the cycle

will be asymptotically stable. Moreover, the radial eigenvaluer plays no role in

determining stability.

Now we begin to derive the lowest order expression ofg. Letψ andφ denote

the first hit maps fromU+ to Hout
x and from a neighborhood ofy0 in Hout

x to Hin
y .

Since the flow near the hyperbolic equilibriumP1 is equivalent to the flow of the

linearized system,ψ is of the form

ψ(u,w, δ) = (δ−
r
euw

r
e , δ, δ1− c

ew
c
e).

The mapφ is a diffeomorphism. Using a Taylor expansion neary0, we can ap-

proximate

φ(u, δ, v) = (δ, a0(u, v), b0(u, v)v),

wherea0 andb0 are smooth functions. Thus, from the fact thatg(u,w) = σ−1φ ◦ψ

we get the following lemma.

Lemma 2.2.2 At leading order, the map g has the form

g(u,w) = (a(u,w), b(u,w)wc/e),

17
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for some continuous functions a and b, b(u,w) > 0 for w > 0. Moreover there

exist constants K, α > 0 such that

|a(u,w)| ≤ Kwα; |b(u,w)| ≤ K, (u,w) ∈ U

Supposec/e > 1 and letg = (g1, g2). If w < max{(2K)c/e−1, 1, 1/2K}, then

g2 ≤ Kwc/e ≤ w/2 which implies that|(g2)n(u,w)| ≤ (w/2)n → 0 asn → ∞.

On the other hand,|gn
1(u,w)| = |an(u,w)| ≤ (Kwα)n < (1/2)n → 0 asn → ∞.

Hence, we have proved the following corollary which describing the stability of

the heteroclinic cycle.

Corollary 2.2.1 The heteroclinic cycle in system (2.1) is stable if2a1 > a2 + a3.

2.2.2 Forced symmetry breaking

In this section, we will follow the result of Hou and Golubitsky ([38]) which

gives an example of a robust cycle arising through forced symmetry breaking.

Let Γ ⊂ O(n) be a Lie group acting onRn and let f : Rn −→ R
n be a

Γ−equivariant vector field. Consider systems of differential equations:

ż = f (z) (2.5)

ż = f (z) + ǫg(z), (2.6)

whereǫ is small andg is only∆−equivariant with∆ ⊂ Γ a Lie subgroup.

Suppose equation (2.5) has an equilibrium atz0. Then equivariance implies

that the manifold

X0 = Γz0 = {γz0 : γ ∈ Γ}

is a group orbit of equilibria. We assume thatX0 is not a set of disconnected equi-

libria. Moreover, we also assume thatX0 is normally hyperbolic and asymptoti-

cally stable. The definition of normal hyperbolicity can be found in [81]. Roughly
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speaking, we callX0 normally hyperbolic if it expands or contracts more quickly

in its normal directions than in its tangent directions. When ǫ is small, normal

hyperbolicity guarantees that there is a perturbed flow invariant manifoldXǫ for

the perturbed system (2.6) which is diffeomorphic toX0

Lauterbach and Roberts ([47]) show that, when dim∆ < dim Γ andǫ is small

enough, the dynamics on the perturbed group orbitXǫ is generally more compli-

cated than just consisting of equilibria. More precisely, the residual symmetry

∆ forces the occurrence of one-dimensional flow invariant sets connecting these

equilibria. Hence the symmetry-breaking perturbation will result in the occur-

rence of heteroclinic cycles. In their example,Γ = O(3) and∆ = T (the group of

symmetries of the tetrahedron). Later on, Lauterbachet al. ([45], [46]) classified

all pairs for whichΓ = O(3) or SO(3) and∆ is any proper Lie subgroup which

may force heteroclinic cycles.

Hou and Golubitsky considered the system inR4
� C

2with Γ = D4 ⋉ T2,∆ =

D2. The action ofD2 onC2 is generated by the reflections

κ1 · (z1, z2) = (z̄1, z2)

κ2 · (z1, z2) = (z1, z̄2)

The action ofΓ = D4 ⋉ T2 onC2 is generated byκ1 and

κ · (z1, z2) = (z2, z1)

(θ, φ) · (z1, z2) = (eiθz1, e
iφz2)

where (θ, φ) ∈ T2.

We will prove that there exists an equilibrium in the unperturbed system (2.5)

of the formz0 = (µ, µ) whereµ > 0. We call such an equilibrium a mixed mode

solution. Since the isotropy subgroup ofz0 is D4 generated byκ andκ1, the group

orbit X0 of z0 is diffeomorphic to the 2-torusT2.
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B

C

D

A

Figure 2.3: Fixed-point subsets on the 2-torusXǫ and the connections.

As we mentioned before, there is a perturbed flow invariant manifold Xǫ for

the perturbed system which is diffeomorphic toX0 so that only the dynamics of

X0 is needed to be considered. Moreover, there are some points in X0 which are

also inXǫ . In fact, the fixed-point subsets of subgroup ofD2 acting onX0 are

Fix0(κ1) = {(0, φ) : φ ∈ [0, 2π)} ∪ {(π, φ) : φ ∈ [0, 2π)}

Fix0(κ2) = {(θ, 0) : θ ∈ [0, 2π)} ∪ {(θ, π) : θ ∈ [0, 2π)}

Fix0(D2) = {(0, 0), (π, 0), (0, π), (π, π)}.

(In other words, the fixed-point subset for eachκi is the disjoint union of two

circles, while that ofD2 consists of four points. See Fig.2.3) Therefore, the four

fixed points inFix0(D2) are four equilibria onXǫ for the perturbed system (2.6).

We call themD2−equilibria.

Note that the two invariant circlesFix0(κ1) and Fix0(κ2) are connections of

theseD2− equilibria as depicted in Figure 2.3 Thus, if we can show that(i) all

these fourD2−equilibria are saddles and (ii) there is no other equilibriaonFix0(κ1)

andFix0(κ2), then we prove the existence of a heteroclinic cycle.
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Orbit representative Isotropy subgroup Fixed-point subspace Dimension

(0, 0) D4 ⋉ T2 (0, 0) 0

(x, 0), x ∈ R D2 ⋉ S1 (x, 0) 1

(x, x), x ∈ R D4 (x, x) 1

(x, y), x, y ∈ R D2 (x, y) 2

Table 2.1: Isotropy subgroups ofD4 · T2 acting onC2.

The existence of stable mixed mode solutions of (2.5) will beshown first. Then

we will prove the existence of perturbation termg(z) such that all theD2−equilibria

are saddles with inflow and outflow consistent with a cycle. After that, we will

prove that there are no other equilibria on the cycle which ensures the existence

of heteroclinic cycles. The asymptotic stability of the cycle will be established in

the following. After all this, we give the main result of [38].

The existence of stable mixed mode solutions

There are four isotropy subgroups arising from the group action of D4 ⋉ T2

acting onC2, as listed in Table 2.1. We call the points with isotropy subgroup

D2 ⋉ S1 pure modes and the points with isotropy subgroupD4 mixed modes.

Consider theD4 ⋉ T2-equivariant vector fieldf (z, λ) which depends on a bi-

furcation parameterλ

ż= f (z, λ). (2.7)

The general form of this vector field is

f (z1, z2, λ) = (A(|z1|2, |z2|2, λ)z1,A(|z2|2, |z1|2, λ)z2), (2.8)

whereA : R2 × R → R. AssumeA(0, 0, 0) , 0. After properly rescalingλ and
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Solution Type Subgroup Subspace Equation Eigenvalues

Trivial D4 ⋉ T2 (0, 0) z1 = z2 = 0 λ(twice)

Pure mode D2 ⋉ S1 (x, 0) λ = −ax2 2ax2, (b− a)x2

Mixed mode D4 (x, x) λ = −(a+ b)x2 2(a± b)x2

Table 2.2: Linear stability of different modes.

then Taylor expandingA, we have

A(|z1|2, |z2|2, λ) = λ + a|z1|2 + b|z2|2 + higher order terms,

wherea, b ∈ R.

Let

K(z, λ) = ((λ + a|z1|2 + b|z2|2)z1, (λ + a|z1|2 + b|z2|2)z2) (2.9)

be the third-order truncation off (z, λ). We say that aD4 ⋉ T2-equivariant vector

field f (z, λ) is nondegenerate ifa , 0 anda , ±b. The following theorem proved

in [72] asserts that the stability of the equilibria of the vector field f (z, λ) are

determined byK.

Theorem 2.2.2 A nondegenerateD4 ⋉ T2-equivariant vector field f(z, λ) is D4 ⋉

T2-equivalent to K(z, λ).

Therefore, we may assume thatf (z, λ) is in normal form (2.9) and only compute

the result fromK.

The invariant subspaces of vector fieldK can be classified into three different

types depending on which subgroup acting on it. See Table 2.2for the branching

equation.

Since fixed point subspaces are always flow-invariant, we canrestrict our dis-

22



Chapter 2. 2.2. Existence of heteroclinic cycles

λ<0 λ>0
Mixed mode

Pure mode

Trivial− −

− −

− +

+ +

Figure 2.4: Bifurcation diagram ina > |b| region.

cussion toFix(D2). Compute

(dK)|Fix(D2) =





















λ + 3ax2
1 + bx2

2 2bx1x2

2bx1x2 λ + bx2
1 + 3ax2

2





















,

we get the eigenvalues of points on these three different types of invariant sub-

spaces. See Table 2.2 for the details. Note that the stable mixed modes occur only

in the region{(a, b) : a > |b|}. See Figure 2.4 for the bifurcation diagram in this

region.

Stability of D2−equilibria

From this section on, we assume that the coefficients (a, b) of the truncated

vector field (2.9) satisfy the conditiona > |b|. This assumption will guarantee the

existence of an orbitally stable mixed mode solution which is a normally hyper-

bolic 2-torusX0.

By the previous section, we know that there are four mixed mode equilib-

ria which are also inFix0(D2) for the unperturbed system: (±µ,±µ) whereµ =
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√
λ/(a+ b).

Now consider the perturbed system:

ż= F(z, λ, ǫ), (2.10)

where

F(z, λ, ǫ) = f (z, λ) + ǫg(z). (2.11)

According to the previous discussion, we know that for fixedλ > 0 small andǫ

small there is a flow invariant 2-torusXǫ.

Sinceg = (g1, g2) is aD2 equivariant vector field, it has the form:

g1 = a1(z1 + z̄1, z2 + z̄2, z1z̄1, z2z̄2)z1 + b1(z1 + z̄1, z2 + z̄2, z1z̄1, z2z̄2)z̄1

g2 = a2(z1 + z̄1, z2 + z̄2, z1z̄1, z2z̄2)z2 + b2(z1 + z̄1, z2 + z̄2, z1z̄1, z2z̄2)z̄2

, (2.12)

wherea1, b1, a2 andb2 are real functions defined onR4. We define

K1 = g1,z̄1(0, 0)+ g1,z̄2(0, 0)

K2 = g1,z̄1(0, 0)− g1,z̄2(0, 0)

L1 = g2,z̄2(0, 0)+ g2,z̄1(0, 0)

L2 = g2,z̄2(0, 0)− g2,z̄1(0, 0)

whereg1,z̄1 is the partial derivative ofg1 with respect to ¯z1.

Note that the orbital stability of the mixed mode solutions to the unperturbed

problem guarantees that theD2−equilibria are stable in directions transverse to

the 2-torusXǫ so that we just need to consider the eigenvalues corresponding to

the eigenvectors ofdF which are tangent toXǫ . We denote the eigenvalues ofdF

in the (i, 0) and (0, i) directions byσ1(ǫ) andσ2(ǫ), respectively. The authors of

[38] prove:

Theorem 2.2.3 For fixed smallλ and for smallǫ,

sgn(K2) = −sgn(K1); sgn(L1) = −sgn(K1); sgn(L2) = sgn(K1). (2.13)
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Equilibria sgn(σ1(ǫ)) sgn(σ2(ǫ))

A(µ, µ) −sgn(K1ǫ) −sgn(L1ǫ)

B(µ,−µ) −sgn(K2ǫ) −sgn(L2ǫ)

C(−µ,−µ) −sgn(K1ǫ) −sgn(L1ǫ)

D(−µ, µ) −sgn(K2ǫ) −sgn(L2ǫ)

Table 2.3: The signs of the eigenvalues of equilibria in the tangent direction.

are necessary and sufficient conditions for proving thatD2−equilibria on Xǫ have

inflow and outflow directions that are consistent with havinga heteroclinic cycle.

To prove this theorem, the authors of [38] show that the sign of σ1(ǫ) and

σ2(ǫ) are as Table 2.3.

Having the result of Table 3, we can easily verify the necessary and sufficient

condition for the saddleness of eachD2−equilibria by checkingσ1(ǫ) · σ2(ǫ) di-

rectly. Moreover, the direction of inflow and outflow can be verified as Figure

2.3. We shall not go through the proof of Table 3 since it needsonly some tedious

calculations.

The existence of heteroclinic cycles

To prove the existence of heteroclinic cycles, we just need to prove there are

no equilibria other than theD2−equilibria on the one-dimensional invariant man-

ifolds on Xǫ connecting theD2−equilibria. In fact, we only need to prove that

the assertion is true on the unperturbed invariant subspaceX0, and then use the

continuity to establish the result for small enoughǫ.

Suppose (y, λ, ǫ) is an equilibrium ofF that is in Fix(κ2) but not in Fix(D2).

Let Y be the group orbit ofy under the action ofT2 and let

π : C2 → TyY
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be the orthogonal projection defined by

π(w1,w2) = (w1 − y1

|y1|2 Re(w1ȳ1),w2 − y2

|y2|2 Re(w2ȳ2)).

Here,TyY denotes the tangent space ofY at y.

It is easy to compute that

π(F(y, λ, ǫ)) = ǫ
(

i y1

|y1|2
Im(ȳ1)b1, i

y2

|y2|2
Im(ȳ2)b2

)

= 0.

Note that ify < Fix(κ2), thenb1|y = 0 since the coefficient ofb2 will not vanish in

this case. Similarly, ify < Fix(κ1), thenb2|y = 0. Thus, all we have to do is to find

out the conditions that makeb1|Fix0(κ2) andb2|Fix0(κ1) away from zero onX0.

Clearly, (2.13) implies

|g1,z̄2(0, 0)| < |g1,z̄1(0, 0)| and|g2,z̄1(0, 0)| < |g2,z̄2(0, 0)|. (2.14)

If we computeb1|Fix0(κ2) andb2|Fix0(κ1) by substitutingz1 = µeiφ1 andz2 = µeiφ2,

then we have

b2|Fix0(κ1) = 2(b2,1(0)+ b2,2(0) cos(φ2))µ +O(µ2)

b1|Fix0(κ2) = 2(b1,2(0)+ b1,1(0) cos(φ1))µ +O(µ2).

Moreover,

b1,1(0) = g1,z̄1(0, 0) b1,2(0) = g1,z̄2(0, 0)

b2,1(0) = g2,z̄1(0, 0) b2,2(0) = g2,z̄2(0, 0).

Therefore, (2.13) implies that theb j are uniformly bounded away from zero and

hence the only equilibria ofF areD2−equilibria. This proves the existence of the

heteroclinic cycles.

Asymptotic stability of cycles

In the previous section, for fixedλ > 0 and for all sufficient smallǫ, we have

found heteroclinic cycles connecting the fourD2−equilibria on the flow invariant

26



Chapter 2. 2.2. Existence of heteroclinic cycles

2-torusXǫ if the conditionsa > |b| and (2.13) are valid. In this section, we will

prove that in addition to these, if

sgn(ǫ) = sgn(L1K2 − K1L2) sgn(K1) (2.15)

also holds, then the heteroclinic cycles are asymptotically stable.

By using the Theorem2.7 in [42], all we need is to check if the product of

the four attracting eigenvalues is greater than the productof the four repelling

eigenvalues, which is equivalent toL2
1K2

2 −K2
1L2

2 > 0. Since (2.13) impliesL1K2+

K1L2 > 0 and (2.15) impliesL1K2 − K1L2 > 0, the asymptotically stable cycles

exist when both of them valid.

We summarize this section by the main result in [38]:

Theorem 2.2.4 Consider the system of ODEs (2.5) and (2.6) and assume a> |b|

and (2.13). Then for each fixed smallλ > 0 and for every sufficiently small

nonzeroǫ, there exist structurally stable heteroclinic cycles in (2.10) connecting

theD2−equilibria. When (2.15) is also valid, the heteroclinic cycles are asymp-

totically stable.

2.2.3 Biological models with heteroclinic cycles

Suppose that there aren species living in an ecosystem. Letxi denote the

density of speciesi and assume that the growth rate for each capita, ˙xi/xi, depends

on the density of all the species involved. Then, the dynamical system which

describes the dynamics of thesen species is:

ẋi = xi fi(x),

for i = 1, ..., n. If fi is affine for all i, then we obtain the Lotka-Volterra equation:

ẋi = xi(r i + (Ax)i), (2.16)
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for i = 1, ..., n whereA = (ai j ) is an× n matrix. Herer i is the intrinsic growth rate

of the ith species andai j are competition coefficients expressing the strength with

which the jth species affects the growth rate of theith.

Different choices of parameters,r i andai j , describes different biological sys-

tems. For example, in two dimensional cases, ifr1 > 0 > r2 anda21 > 0 = a11 =

a22 > a12, we obtain the prey-predator system. In contrast, a competing model be-

tween two species sharing the same resource can be modeled bysettingr1, r2 > 0

andai j , 0 for i , j.

The dynamics of two dimensional Lotka-Volterra systems with fi affine can be

easily analyzed as there exist no limit cycles in them. For instance, there are only

three possibilities for the competing case: (i) the two species coexist, (ii) only one

of the species is able to dominate the other one, regardless of initial condition, and

(iii) either of the species is able to dominate the other one,depending on the initial

condition.

In higher dimensional cases the situation becomes more complicated, even in

only three dimensions. If we make some symmetry assumptions: r1 = r2 = r3 = r,

a12 = a23 = a31 = 1+c anda21 = a32 = a13 = 1−e( i.e. cyclic interaction between

the species), rescalexi and timet to makeaii = 1 andr = 1, then we obtain

the 3-dimensional Lotka-Volterra system as considered by R. M. May and W. J.

Leonard in [52]:



































ẋ = x(1− (x+ y+ z) − cy+ ez)

ẏ = y(1− (x+ y+ z) − cz+ ex)

ż = z(1− (x+ y+ z) − cx+ ey)

. (2.17)

May and Leonard prove the following theorem:

Theorem 2.2.5 If c > e > 0 and e< 1, then there exists a stable heteroclinic

cycle in system (2.17).
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The construction of system (2.17) shows us that it is equivariant with respect

to Z3, the cyclic permutation group. Moreover, it can be easily converted into the

Guckenheimer-Holmes system (2.1) by settingx = X2, y = Y2 andz= Z2; it then

gainsZ3
2 symmetry. In other words, these two systems are equivalent and share

the same dynamics. (The biological constraint: once a species is extinct, it will be

extinct forever, forces the coordinate hyperplanes to be invariant. These invariant

hyperplanes also exist in a mathematical system withZn
2 symmetry.)

Remark 2.2.2 Note that an identical result can be found by comparing Theorem

2.2.5 with Corollary 2.2.1.

Remark 2.2.3 The non-Z3 symmetry system was considered by Chi, et al. ([13])

in which they prove that if the parameters satisfy a13 > 1 > a12 > 0, a21 > 1 >

a23 > 0, a32 > 1 > a31 > 0 and the conditions in Theorem2.1.1, then there exists a

stable heteroclinic cycle in this system.

The Lotka-Volterra system has long been utilized as a powerful ecological as

well as game-theoretical model ([70], [25]), and has been proved as an effective

archetype in describing the dynamics of sensory neurons [76]. It has also been

used in describing the mode interactions in rotating Rayleigh-Beńard convection

([12, 14]). In a two-species competitive Lotka-Volterra system, the ”winner -take-

all” scenario occurs due to the lack of cycles. Nevertheless, dramatically different

dynamics appear when it comes to higher dimensions. The coordinate planes,

corresponding to the extinction of some species, support heteroclinic connections

between saddle points, which results in the existence of a robust heteroclinic cycle.

In this case, the system becomes winnerless.

Recently, this system has also been used in modeling the networks of compet-

ing neuron ensembles( [63, 79, 76, 66, 77, 4]). According to experimental results,

the desired model to simulate the activity of a neural ensemble should have the
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following features: (i) It is strongly sensitive so that theneurons can be turned on

immediately as soon as a stimulus occurs. We use a functionσ to control it. (ii)

It is robust against small perturbation (noise). (iii) It admits no attracting equilib-

rium points so that the neurons can be fired in turns. In other words, a stable cycle

is preferable.

V. S. Afraimovich, et al. propose the following system:

ẋi = xi

















σ(H,S) −
N

∑

j=1

ai j xj + Hi(t)

















+ Si(t), (2.18)

wherexi > 0 is the firing rate of theith neuron,Hi is the forcing from other neuron

ensembles,Si is the stimuli from the sensors acting on thei-th neuron andai j is

the strength of inhibition on thei-th neuron by thej-th neuron. Ifσ = 1 and

H = S= 0, we retrieve the Lotka-Volterra system.

Here, they setσ(H,S) = −1, if H = S= 0, andσ(H,S) = 1, otherwise. More

precisely, all neurons are silent when there are no any stimuli, from sensors or

other neuron ensembles, on it, while all neurons are activated when stimuli occur.

A remarkable application is proposed by P. Varona et al.([77, 76]), who at-

tempt to use this model to capture the hunting behavior ofClione, a marine mol-

lusk. Clione uses a gravitational sensory organs, the statocysts, to determine its

orientation. TheSi(t), here, represents the stimuli of the statocyst on the receptor

neuronai. In their model, statocyst consists of six neurons( see Fig.2.5), which

are divided into two coupling subgroups of three neurons in each. Inside each sub-

group, a relatively stronger inhibitory constants construct heteroclinic connections

between three neurons. More precisely, the parameters theychoose for computing

are: a13 = a35 = a51 = 5, a46 = a24 = a62 = 2, a16 = a21 = a32 = a43 = a54 =

a65 = 1.5, aii = 1, for all i andai j = 0, otherwise. As soon as its food appears,

the hunting neurons are activated, i.e.H , 0. In this case, chaotic dynamics are

observed, similar to the irregular hunting behavior ofClione.
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1

2

3

4

5

6

Figure 2.5: Two groups of heteroclinic cycles, 1→ 5 → 3 → 1 and 2→ 6 → 4 → 2,

and their weak couplings between six neurons. The thicknessof connection curves denote

the strength of the inhibitions.

Based on this statocyst model, Venaille et al. [79] considered a coupled system

with two such statocyst models. They studied the coordination and synchroniza-

tion between two neuron ensembles by examining numericallythe dynamics of

the two cells for different coupling ways and coupling strengths. If there is only

two neurons coupled together, then synchronization between these two neurons

can be observed. However, the rest of the neurons can not be synchronized and

there is no activation sequence locking within them. In contrast, coupling three

corresponding neurons in each cell results in the existenceof activation sequence

locking. In the case of coupling all the corresponding neurons in each cell, the dy-

namics of the system can be fully synchronized or chaotic depending on the cou-

pling strength. These results give an example that coupled cell systems provide a

more complicated dynamics which increase the signals the system can produce in

terms of neuron activities.

As we have mentioned in the Introduction, a small perturbation destroying the

symmetry of a heteroclinic system may results in the birth ofa periodic solution.
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In other words, the above system looks like a periodic cycle interacting with a

heteroclinic cycle, or two periodic cycles interacting with each other. Therefore, a

thorough study in heteroclinic systems with periodic perturbations becomes very

important for understanding the coordination of neuron ensembles.

2.3 Circle maps

In this section, we review some basic properties of the maps of circle. Theory

on circle homeomorphisms, i.e. invertible circle maps, hasbeen well-established

and can be found in almost any textbooks on dynamical systemssuch as [20],

[35], [34] and [9]. We discuss briefly this case in section 2.3.1.

On the other hand, although non-invertible circle maps havebeen well-studied

in the literature, see for example [49, 40, 51, 48, 50, 78, 11,21], they are not

presented normally in any textbooks. Therefore, we will give a more detailed

review on circle maps in section 2.3.2.

2.3.1 Invertible circle maps

Supposef : S1 → S1 is an orientation preserving homeomorphism of circle

S1 = R/Z = [0, 1). A functionF : R→ R is called a lift of f if it satisfiesπ ◦ F =

f ◦π, whereπ : R→ S1 is the projection defined byπ(x) = (cos(2πx), sin(2πx)) ∈

S1. Note that the lift of a circle map is not unique; nevertheless, two different lifts

are equal up to translation by some integer.

It is well known that for the rigid rotationf (x) = x+ω (mod1), all the points

on [0, 1) are periodic ifω is a rational number. In contrast, all the points will travel

densely around [0, 1) if ω is irrational. As for a general circle map, which could

be nonlinear, we expect that there are only finitely many periodic points if they

exist. In this case, a typical non-periodic point could travel a different distance
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in each iteration. This suggests that it is useful to measurethe average amount a

point rotates by over many iterations.

Definition 2.3.1 Let f be an orientation-preserving circle homeomorphism and

let F be a lift of it. The rotation number of f is defined by

ρ( f ) = lim
n→∞

Fn(x) − x
n

,

x ∈ [0, 1).

This definition is, in fact, well-defined; that is, it is easy to prove that the

rotation number exists and that it is independent of the initial point x. Moreover,

supposem, n ∈ N and (m, n) = 1, i.e. m andn are coprime, thenρ( f ) = m
n if and

only if f has a periodic pointx with f n(x) = x+m.

Consider a one-dimensional differential equation ˙x = a+bsin(2πx) defined on

[0, 1) which describes the dynamics of a periodic system perturbed by a periodic

function. By using Euler’s method to discretise it, we have adifference equation

xn+1 = xn + α +
β

2π sin(2πxn), whereα = ah, β = 2πbh andh is the step size for

Euler’s method. In other words, the dynamics of the map

F(x, α, β) = x+ α +
β

2π
sin(2πx) (mod1) (2.19)

can be used to describe the dynamics of the differential equation. (2.19) is called

the standard or canonical family of circle maps and it is a homeomorphism if

β ∈ [0, 1]. Normally, we restrictα only in [0, 1] as we get the same dynamics for

the other cases.

The dynamics of (2.19) are quite regular whenβ ∈ [0, 1]. Forβ = 0, the map

becomes the simple rotation ofS1 and we haveρ(F) = m
n if and only if α = m

n ,

wherem, n ∈ N and (m, n) = 1. For a fixedβ ∈ (0, 1) and a fixed rational number

m/n in [0, 1], there exists a closed interval inα in which the rotation number
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of F is m/n. These intervals grow asβ increases to 1 when the measure of the

union of these intervals inα is exactly equal to 1. In other words, the standard

family has a periodic orbit for almost all values ofα in [0, 1] whenβ = 1. In

addition, for eachβ ∈ (0, 1) and for each irrational number ¯ρ, there exist a unique

α such thatρ(F(α, β)) = ρ̄. It follows that the bifurcation diagram of (2.19) in the

parameter space (α, β) consists of the so-called ’Arnold tongues’ in each of which

the rotation number ofF is a rational constant and periodic orbits exist within it.

2.3.2 Non-invertible circle maps

In this section, we consider the case whenf is a continuous circle map, i.e.

f ∈ C0(S1). Specifically, we concentrate through out this section on non-invertible

circle maps as the invertible case has been discussed in section 2.3.1.

The rotation number as defined in Definition 2.3.1 was first introduced by

Poincaré. Its definition has been extended to any continuous circle map by New-

house et al. in [55]:

Definition 2.3.2 Let f be a continuous circle map and let F be a lift of f . The

rotation number of a point x∈ [0, 1] is defined by

ρ(F, x) = lim
n→∞

Fn(x) − x
n

,

if the limit exists. The rotation set of F is defined by

ρ(F) = {ρ(F, x) : x ∈ [0, 1]}

Differentx may have different rotation numbers and, in some cases, this limit

may not exist [51]. Nevertheless, R. Ito in [40] proved that the rotation set ofF

is either a point or a bounded closed interval [ρ1, ρ2], which is called the rotation

interval ofF.
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By definition,ρ is clearly a monotonically increasing function ofF, meaning

that if F ≤ G thenρ(F, x) ≤ ρ(G, x) for all x where the limit exists. Therefore, one

way to find the rotation interval of a functionF is to find two monotone functions

F+ andF− such thatF− ≤ F ≤ F+, andρ(F, x+) = ρ(F+) andρ(F, x−) = ρ(F−)

for somex+ andx− ∈ [0, 1). Note that sinceF+ andF− are monotone, they have

rotation numbers that are well-defined and independent of the initial pointx.

P. Boyland [11] constructed the least monotone upper boundF+ and the great-

est monotone lower boundF− of F as follows:

F+(x) = sup
y≤x

F(y),

F−(x) = inf
y≥x

F(y),

and proved thatρ(F) = [ρ(F−), ρ(F+)]. We will use this method to calculate the

rotation interval of a circle map numerically in section 4.4.2.

For a circle map having a rotation interval instead of a rotation number, there

exist infinitely many periodic orbits which have rational rotation numbers, and

quasiperiodic orbits which have irrational rotation numbers. On the other hand,

having a single rotation number does not imply having a single periodic orbit.

For example, through a sequence of period-doubling bifurcations by varying the

parameters in the family of circle maps, we may arrive at a mapwhich has single

rotation number but infinitely many coexisting periodic orbits with period of the

form q · 2n, for all integersn and someq. As the existence of infinitely many

periodic orbits is a typical feature of chaos, the question then arises as to the

relationship between chaos and rotation numbers.

R.S. MacKay and C. Tresser in [49] considered the following class of circle

maps:

Definition 2.3.3 ([49]) Class Ar , r ≥ 1, is the subset of Cr(S1) such that for

f ∈ Ar , and F a lift of f :

35



Chapter 2. 2.3. Circle maps
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Figure 2.6: The schematic bifurcation diagram of a two-parameter family Fa,b of circle

maps. We denoteA as the Arnold tongue region in which the rotation numberp/q or w,

respectively, exists for some pointx ∈ [0, 1]. L is the region where the circle map has

single rotation number, i.e. frequency locked region, andZ is the region where the circle

map has zero topological entropy. The boundaries of the Arnold tongue and the region

where heteroclinic connections exist are denoted byA+,A−,H+ andH−.

(i) logDF has bounded variation on every compact interval where DF is

strictly positive.

(ii) If F is non-monotone, then every common critical point of the monotone

bounds F± is non-flat.

Here, a critical point of a map F is a point x where DF(x) = 0. We say that

a critical point of F is non-flat if there exist positive constantsǫ,A, B, c such that

|DF |−1/2 is convex on(x−ǫ, x) and(x, x+ǫ), and for all |t| < ǫ, B|t|c ≤ |DF(x+t)| ≤

A|t|c.

MacKay and Tresser identified the Arnold tongue regions (A),frequency-

locking regions (L) and zero topological entropy regions (Z) of circle maps inAr .
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Figure 2.7: Three possible routes when varying parameters of a family ofcircle maps

and their corresponding upper (green) and lower (blue) bounds of rotation intervals. The

vertical axes of the right figures are the possible rotation numbers of the maps. Note that

on the right ofH− and on the left ofH+, we havep/q as the minimum and maximum,

respectively, of the rotation intervals. In addition, frequency-locking intervals can be

observed in the cases (b) and (c).

See Figure 2.6 for a schematic diagram of these regions. A mapF is located in the

Arnold tongue regionAp/q or Aw if there exists a pointx such thatρ(F, x) = p/q or

ρ(F, x) = w, respectively. Frequency-locking regions consist of mapswhich have

single rotation number, i.e.ρ(F, x) = p/q or w, for all x ∈ S1. For a map which

is not in region (L), we expect a rotation interval instead ofa single rotation num-

ber. Figure 2.7 shows three possible routes when varying parameters of a family

of circle maps and their corresponding upper (green) and lower (blue) bounds of

rotation intervals.

As for the zero topological entropy regions, we first give thefollowing defini-

tion:
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Figure 2.8: The graphs of one-parameter family of circle maps (2.20) for(a)ω = 0.016,

(b) ω = 0.019 and (c)ω = 0.022. Whenω = 0.016, there exists a homoclinic connection

between the unstable fixed point and itself. This connectiondisappears, for instance in

the caseω = 0.022, after the family undergoes a homoclinic bifurcation atω = 0.019.

Definition 2.3.4 ([49]) The topological entropy of a function f is defined by

h( f ) = lim
ǫ→0

lim
n→∞

1
n

logH( f , n, ǫ),

where H( f , n, ǫ) is the maximal cardinality of(n, ǫ)-separated sets. Given a con-

tinuous map f: X → X where X is a compact metric space with metric d, and

givenǫ > 0, n ∈ Z+, we say that a set S is(n, ǫ)-separated if

[x, y ∈ S, x , y] ⇒ [∃m : 0 ≤ m< n such that d( f m(x), f m(y)) > ǫ].

We say there is topological chaos if the topological entropyis positive.

Maps in the regionA \ Z are topologically chaotic. Moreover, there exists

a regionL \ Z in which maps have single rotation number but are topologically

chaotic.

In figure 2.6, there are two curvesH+ and H− which separate the Arnold

tongue region into two subregions: frequency-locking region and non-frequency-
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locking region. Boyland [11] proved that these curves are the maps where hete-

roclinic (homoclinic) bifurcations occur. A heteroclinic(homoclinic) bifurcation

occurs when the preimage of the unstable fixed point of a map isits minimum or

maximum. For example, consider a one-parameter family of circle maps, which

will be studied in section 4.4.2:

s̄= h(s) = s+
ω

π
µ − ω

π
ξ log(1+

√
a1 cos(2πs)), (2.20)

whereµ = 232, ξ = 19.06 anda1 = 0.998 are constants. As depicted in Figure

2.8, whenω = 0.016, there exists a homoclinic connection between the unstable

fixed point and itself. This connection disappears in the caseω = 0.022 after the

family undergoes a homoclinic bifurcation atω = 0.019.

Note thatH+ andH− also form a part of the boundary of the region where

the topological entropy of the map is positive. R.S. MacKay and C. Tresser [49]

proved that maps with non-trivial rotation interval have positive topological en-

tropies. Consequently, non-trivial rotation interval implies topological chaos. We

will use this fact in section 4.4.2.

2.4 0-1 Test

In this section, we give a brief review of the 0-1 test which isa binary test

for chaotic dynamics developed by G.A. Gottwald and I. Melbourne [29, 30, 32].

This test will be performed later in section 4.4.3 to prove numerically the chaotic

dynamics for the system we are going to study.

The usual method to detect chaotic dynamics for a deterministic dynamical

system is to calculate numerically the maximal Lyapunov exponentλ [1]. For

positiveλ, the nearby trajectories separate exponentially and hencethe underlying

system demonstrates chaotic dynamics. In contrast, the system is regular (i.e.

periodic or quasiperiodic dynamics) ifλ < 0. However, this method is only valid
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for dynamical systems whose equations are known. In the casewhen the equation

is unknown or we have only a series of experimental data, thenλmay be estimated

by the phase space reconstruction method [75], approximating the linearisation of

the evolution operator [68], or by the direct method [67].

0-1 test has been proved to be an easier way to detect chaotic dynamics for

a time-series of data [29, 32, 31, 22, 39], even with noise [30]. J.H.P. Dawes

and M.C. Freeland [16] utilized a modified 0-1 test to distinguish quasiperiod and

strange non-chaotic attractor, both of which have no positive maximal Lyapunov

exponent. The benefit of this test is that it does not require to know the equation of

the underlying dynamical system. In other words, even experimental data can be

analysed without knowing the mechanism behind the data. Moreover, it is easy to

identify chaotic from regular dynamics due to the binary output. The test returns

0 or 1 if the underlying data is regular or chaotic, respectively.

We describe the 0-1 test in the following:

Consider the following Euclidean group extension of dynamical systemφ(n):



































̟(n+ 1) = ̟(n) + c

p(n+ 1) = p(n) + φ(n) cos̟(n)

q(n+ 1) = q(n) + φ(n) sin̟(n)

,

where̟ and (p, q) are the rotation and translation, respectively, in the plane. It

has been shown in [56] that the dynamics on the group extension is bounded if

the underlying dynamics is regular and unbounded if the underlying dynamics is

chaotic. Moreover, if the chaotic attractor is uniformly hyperbolic, thenp andq

behave asymptotically like Brownian motion. Therefore, one way to detect if a

set of dataφ(n) is chaotic or not is to see ifp andq are asymptotically bounded.

Thus, for a given set of dataφ( j) with j = 1, ...,N, G.A. Gottwald and I.
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Melbourne considered the translation variables

p̟(n)=
∑n

j=1 φ( j) cos(j̟),

q̟(n)=
∑n

j=1 φ( j) sin(j̟),

and their mean square displacement

M̟(n) = lim
N→∞

1
N

N
∑

j=1

[p̟( j + n) − p̟( j)]2 + [q̟( j + n) − q̟( j)]2,

for n ≤ ncut andncut ≪ N. The 0-1 test is based on the asymptotic growth rate of

M̟(n) asn→ ∞. In the practical use, all the dataφ( j) must be taken to be on the

attractor andN must be taken large enough so that the asymptotic behavior ofp̟

andq̟ can be observed. The authors suggested thatncut = N/10 is sufficient to

get good results.

Since, for thoseφ(n) with absolute summability, this mean square displace-

ment satisfies

M̟(n) = V(̟)n+ Vosc(̟, n) + e(̟, n),

wheree(̟, n)/n→ 0 asn→∞ uniformly in̟ ∈ (0, π) and

Vosc(̟, n) = (Eφ)21− cosn̟
1− cos̟

,

in which

Eφ = lim
N→∞

1
N

N
∑

j=1

φ( j),

they then subtract the oscillation termVosc(̟, n) from M̟(n) and define

D̟(n) = M̟(n) − Vosc(̟, n).

Although theoreticallyM̟ andD̟ get the same result as bothn andN tend to

infinity in the 0-1 test, the latter performs better in practice than the former for

finite n. Therefore, we will calculate the asymptotic growth rate ofD̟ instead of

M̟ for the system we are studying in section 4.4.3.
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Chapter 2. 2.4. 0-1 Test

There are two ways to calculate the asymptotic growth rate ofD̟: the re-

gression method and the correlation method. The regressionmethod involves the

calculation of a linear regression for the log-log plot of the mean square displace-

ment. The asymptotic growth rateK̟ is defined by

K̟ = lim
n→∞

log D̟̃(n)
logn

,

whereD̟̃(n) = D̟(n)−minn=1,··· ,ncut D̟(n). Here, we takẽD̟(n) instead ofD̟(n)

due to the fact that the latter could be negative and hence mayresult in problem

when taking the log in the definition.

In the case of the correlation method, the authors of [32] defined the linear

correlation coefficient ofD̟ as its asymptotic growth rate

K̟ = corr(~n,∆),

where~n = (1, 2, · · · , ncut), ∆ = (D̟(1),D̟(2), · · · ,D̟(ncut)) and the function

corr is the linear correlation coefficient defined by

corr(x, y) =
cov(x, y)

√

var(x)var(y)
,

where

cov(x, y) =
1
n

n
∑

j=1

(xj − x̄)(yj − ȳ)

is the covariance ofx and y, var(x) = cov(x, x) is the variance ofx and x̄ =

1
n

∑n
j=1 xj.

In many cases, the correlation method performs better than the regression

method although they should agree theoretically as bothn andN tend to infin-

ity.

By definition, the asymptotic growth rateK̟ depends on the choice of̟. In

some resonant cases where̟is such thatp̟(n) ∼ n, and henceM̟(n) ∼ n2,

K̟ = 2 irrespective of regular or chaotic dynamics. To avoid thissituation, we
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Chapter 2. 2.4. 0-1 Test

computeK̟ for N̟ values of̟ ∈ (0, π) and then take the median value of these

K̟ as our final asymptotic growth rateK of the data. In [32], the authors examined

the effect of increasingN̟ in the 0-1 test for the logistic map and found that

N̟ = 100 is sufficient. Therefore, in section 4.4.3, we apply 0-1 test to our

system by taking 100 values of̟.

43



Chapter 3

The Poincaŕe Map

3.1 Introduction

Poincaré method is normally used for studying the dynamicsnear a cycle in

a dynamical system [41, 60]. The idea of this method is to put aplane, called a

cross section, transversely crossing the cycle which we aregoing to study and then

observe the dynamics of points where an arbitrary orbit nearthe cycle intersects

this plane.

For a heteroclinic cycle, due to the time spent by an orbit on passing by an

equilibrium point is much greater than that on travelling between two equilibrium

points, and the strong linear effects happening only around equilibrium points, we

split the Poincaré map into two kinds of maps: local maps near equilibrium points

and global maps between their neighbourhoods.

Papers, such as [43, 44, 54, 61, 53], utilize the Poincaré map method to study

the dynamics of autonomous systems with heteroclinic cycles. But to date it has

not been done rigorously for the non-autonomous case. V.S. Afraimovich et al. in

[3] have derived a Poincaré map for a system which is similarto the system we

are going to investigate. However, their result has some limitations which are not
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Chapter 3. 3.1. Introduction

pointed out by the authors. We will discuss this in more detail at the end of this

chapter and at the beginning of next chapter.

In this chapter, we derive the Poincaré map of the system (1.3)



































ẋ = x(1− (x+ y+ z) − cy+ ez) + γ(1− x) f (2ωt)

ẏ = y(1− (x+ y+ z) − cz+ ex)

ż = z(1− (x+ y+ z) − cx+ ey)

,

where f is a non-negative function inPC1(2π), the set of all 2π-periodic functions

with continuous first-order derivative, 0< γ ≪ 1 and 1> c > e > 0. We may

assume thatf (s) ∼ O(1) to ensure that the perturbation term isO(γ). In order to

keep the intrinsic biological meaning of the unperturbed system, the assumption

of non-negativeness off is needed to ensure the first octant is invariant.

The derivation involves careful calculation of the local and global maps. Be-

cause of the time-periodic perturbation, the local linearisation now includes non-

autonomous terms. Actually, these time-dependent terms play a very important

role in obtaining an accurate corresponding local map. Therefore, we will not ne-

glect them as was done by Afraimovich et al. in [3]. As for the global parts, our

calculation takes the periodicity of the diffeomorphism between two cross sec-

tions into account and this has been shown numerically to produce a better map

than the one we have published in [18].

This chapter is divided into four sections. In section 3.2, we study the local

dynamics of (1.3). The complete derivation of the Poincarémap of the system

(1.3) will be displayed in section 3.3. We will discuss some assumptions on the

parameters of our Poincaré map in section 3.5. The chapter closes with a more

general discussion in section 3.6.
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Chapter 3. 3.2. Local dynamics

3.2 Local dynamics

Before deriving the Poincaré map of system (1.3), we will analyze the local

dynamics of the system.

In the absence of the periodic forcing term, the system is equivalent to the

Guckenheimer-Holmes system, which has been proved in chapter 2 to possess

a robust heteroclinic cycle connecting the three equilibrium pointsP1(1, 0, 0),

P2(0, 1, 0) andP3(0, 0, 1). The conditionc > e > 0 ensures the asymptotic stabil-

ity of the heteroclinic cycle. Otherwise, all orbits would flow exponentially away

from it.

Forγ > 0, symmetry is broken and we expect that there are periodic solutions

near the original heteroclinic cycle. In fact,P2 andP3 are no longer equilibrium

points. Instead, two periodic orbits exist nearby. For instance, nearP3 on the

xz-plane, the dynamics looks like

ẋ = ex+ γ f (2ωt) +O(γ2)

ẇ = −w− (1+ c)x+O(γ2),
(3.1)

wherex,w ≡ z−1 ∼ O(γ). The following lemma proves the existence of a periodic

orbit nearP3:

Lemma 3.2.1 System (3.1) has a periodic solution if f(s) is a periodic function

of period2π.

Proof: All we have to prove is that there exists an initial point (x0,w0) at time

t = 0 such that the solution (x(t),w(t)) of (3.1) satisfies (x(t + π/ω),w(t + π/ω)) =

(x(t),w(t)),∀t ∈ R.

The solution of the first equation of (3.1) is

x(t) = eetx0 + V(t), (3.2)
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Chapter 3. 3.2. Local dynamics

whereV(t) = γeet
∫ t

0
e−eτ f (2ωτ)dτ. Thenx(t) is π/ω-periodic if and only if

x0 =
V(t+π/ω)−V(t)

eet−ee(t+π/ω) , ∀t ∈ R

⇔ (V(t + π/ω) − V(t))′
(

eet − ee(t+π/ω)
)

− (V(t + π/ω) − V(t))
(

eet − ee(t+π/ω)
)′

= 0, ∀t ∈ R

⇔ [e(V(t + π/ω) − V(t)) + γ f (2ω(t + π/ω)) − γ f (2ωt)]
(

eet − ee(t+π/ω)
)

−e(V(t + π/ω) − V(t))
(

eet − ee(t+π/ω)
)

= 0, ∀t ∈ R.

The terms involvingV(t) are cancelled out, sox(t) is periodic if and only if

f (2ω(t + π/ω)) − f (2ωt) = 0, ∀ t ∈ R. This equality is always true sincef

is periodic function of period 2π. Thus, we have found a desired

x0 =

(

eeπ/ω

∫ π/ω

0
e−eτ f (2ωτ)γdτ

)

/
(

1− eeπ/ω
)

.

The same derivation can be done for the second equation of system (3.1).

Since the solutionx(t), with respect to this initial pointx0, of the first equation of

(3.1) is a periodic function, we can apply the same argument again and then get a

pointw0 and a corresponding periodic solutionw(t). Hence, we are done.�

A result similar to Lemma 3.2.1 also holds forP2 because the approximated

ODEs have the same form. We denote the periodic orbits nearP2 andP3 by P′2

andP′3, respectively. Note thatP′3 oscillates below the plane{x = 0}, while P′2

oscillates above this plane.

Remark 3.2.1 The explicit form of the x-coordinate of P′3 can be derived by sim-

ply changing variables. From (3.2),

x(t) = eet eeπ/ω

1−eeπ/ω

∫ π/ω

0
γe−eτ f (2ωτ)dτ + γeet

∫ t

0
e−eτ f (2ωτ)dτ

= γeet eeπ/ω

1−eeπ/ω

{

∫ π/ω

0
e−eτ f (2ωτ)dτ + e−eπ/ω

∫ t

0
e−eτ f (2ωτ)dτ

−
∫ t

0
e−eτ f (2ωτ)dτ

}

.

The second term in the curly brackets is equal to
∫ t+π/ω

π/ω

e−eτ f (2ωτ)dτ.
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{z=0} {y=0}P1

3P’

2P’

x

zy

Figure 3.1: A schematic diagram of the snap shot at timet = 0 of the unstable manifolds

of P1 (blue), P′2 (green) andP′3 (red). The black closed curves denoteP′2 andP′3. Con-

nections betweenP1 andP′2, as well asP1 andP′3, lie on the invariant planes{z= 0} and

{y = 0}, respectively. SinceP′2 ∈ {z = 0, x ≥ 0} andP′3 ∈ {y = 0, x ≤ 0}, the unstable

manifold ofP′2 will not have transversal intersections with the stable manifold of P′3.

Therefore,

x(t) = γ
(

eet eeπ/ω

1−eeπ/ω

∫ t+π/ω

t
e−eτ f (2ωτ)dτ

)

= γ
(

1
e−eπ/ω−1

∫ π/ω

0
e−eτ f (2ω(t + τ))dτ

)

.

The connections fromP1 to P′2 and fromP′3 to P1 exist due to the persistence

of the supporting planes{z = 0} and {y = 0}. In contrast, the invariant plane

{x = 0} and the connection betweenP2(0, 1, 0) andP3(0, 0, 1) are destroyed by

the forcing term. In fact, there is no connection betweenP′2 andP′3 because the

solutions starting at an initial point in{x = 0} will only flow into {x > 0}. See

Figure 3.1 for a schematic description.

In the absence of the perturbation, the unstable manifolds of Pi ’s are 2-dimensional

objects if we put them in the extended (x, y, z, t) space. SincePi ’s are hyperbolic,
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Chapter 3. 3.3. The construction of the Poincaré Map

the dimension of their unstable manifolds is not changed by adding a small peri-

odic perturbation. In other words, the unstable manifolds of Pi ’s depicted in the

Figure 3.1 are actually 2-dimensional in the extended space.

To analyze the global dynamics near a cycle is normally difficult. In general,

the Poincaré map method is a good way to begin investigatingit.

3.3 The construction of the Poincaŕe Map

Let the two cross sections nearP1 = (1, 0, 0) beHin
1 = {(x, y, z) : |x − 1| ≤

h, 0 ≤ y ≤ h, z= h} andHout
1 = {(x, y, z) : |x− 1| ≤ h, y = h, 0 ≤ z≤ h}, whereh is

a small constant, and define the cross sections nearP2 = (0, 1, 0) andP3 = (0, 0, 1)

in similar ways, see Figure 3.2.

Note that the radial eigenvalues ofP1, P2 andP3 are identity. Therefore, for

small enoughc ande with 1 > c > e > 0, the trajectories close to the original

heteroclinic cycle will visit these cross sections in turn.Hence, we will always

assume thatc ande are small enough in the following calculation to ensure the

intersections of the trajectory and the cross sections.

Local maps can be constructed by integrating the linearizedsystems near

P1,P2 andP3, while global maps can be estimated byC1−diffeomorphisms be-

tween neighborhoods of theP j. We calculate not only the point where an orbit

hits each cross section at each step but also the time that theorbit spends between

hits. Although the time spent on global parts of Poincaré map is relatively small

compared with the time spent nearP j, especially whenγ is small, we will not

ignore it throughout our calculation because it could be large compared with the

period 2π
ω

of the perturbation functionf , i.e. whenω is large. The time spent on

the global parts will be denoted by three constantsδ1, δ2 andδ3.

At each stage, we compute leading order andO(γ) terms in the local and global
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Chapter 3. 3.3. The construction of the Poincaré Map

P1

2P
3P
t=T1

t=T3+δ3

1t=T +δ1t=T2

+δt=T2 2

t=T3

y

x

z
t=s

H out
1

H in
2

in
1H

H3
out

H out
2

inH3

Figure 3.2: The cross sections of the cycle and the time when a trajectorynear the hete-

roclinic cycle hits the cross sections.

maps. For notational convenience, variables without suffix will be treated as de-

pending only on timet. Variables with suffix, corresponding to values of the

variables on a cross-section, will be treated as functions of γ.

3.3.1 Hin
3 → Hout

3

First of all, we derive the local map fromHin
3 to Hout

3 . Let (x1, h, z1) ∈ Hin
3 , near

P3, as the initial point of a specific orbit at the initial timet = s and suppose that

this orbit intersectsHout
3 at (h, y2, z2) at timet = T1(γ).

Since the flow is close toP3, we will write z(t) = 1+w(t) and denotez1 = 1+w1.

In this case, the dynamics is subject to the linearized system



































ẋ = ex+ γ f (2ωt)

ẏ = −cy

ż = ẇ = −w− (1+ c)x+ (e− 1)y
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Chapter 3. 3.3. The construction of the Poincaré Map

Integrating this system fromHin
3 to Hout

3 , we get







































h = x1ee(T1−s)
(

1+ γ 1
x1

∫ T1

s
e−e(τ−s) f (2ωτ)dτ

)

y2 = he−c(T1−s)

w2 = w1e−(T1−s)
(

1+ 1
w1

∫ T1

s
eτ−s(−(1+ c)x(τ) + (e− 1)y(τ))dτ

)

(3.3)

From the first equation of (3.3), it is clear that

T1(0) = s+ log

(

h
x1

)1/e

. (3.4)

Differentiating the first equation of (3.3) with respect toγ and settingγ = 0, we

get

0 = eee(−s+T1(0))x1T
′
1(0)+ ee(−s+T1(0))

∫ T1(0)

s
e−e(−s+τ) f (2ωτ)dτ,

which implies

T′1(0) = −x−1
1

1
e

∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ. (3.5)

Hence,

T1(γ) = s+ log

(

h
x1

)1/e

− γ
[

x−1
1

1
e

∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

+O(γ2).

Similarly, from the second equation of (3.3), we can easily verify thaty2 |γ=0=

h
(

h
x1

)−c/e
and

y′2(0) = he−c(T1(0)−s)(−cT′1(0))

= x−1+c/e
1

c
eh

1−c/e
∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ.

(3.6)

Therefore,

y2(γ) = h1−c/exc/e
1 + γ

[

x−1+c/e
1

c
eh

1−c/e
∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

+O(γ2).

To derivew2(γ), we first note that, (integration by parts)

∫ T1(γ)

s
eτ−sx(τ)dτ = eτ−sx(τ) |T1(γ)

s −
∫ T1(γ)

s
eτ−sẋ(τ)dτ

= eT1(γ)−sh− x1 −
∫ T1(γ)

s
eeτ−sx(τ)dτ − γ

∫ T1(γ)

s
eτ−s f (2ωτ)dτ,
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and,
∫ T1(γ)

s
eτ−sy(τ)dτ = eτ−sy(τ) |T1(γ)

s −
∫ T1(γ)

s
eτ−sẏ(τ)dτ

= eT1(γ)−sy2(γ) − h+ c
∫ T1(γ)

s
eτ−sy(τ)dτ.

These imply that

∫ T1(γ)

s
eτ−sx(τ)dτ = 1

1+e

(

eT1(γ)−sh− x1 − γ
∫ T1(γ)

s
eτ−s f (2ωτ)dτ

)

,
∫ T1(γ)

s
eτ−sy(τ)dτ = 1

1−c

(

eT1(γ)−sy2(γ) − h
)

.

So,

w2(γ) = e−(T1(γ)−s)
[

w1 − 1+c
1+e

(

eT1(γ)−sh− x1 − γ
∫ T1(γ)

s
eτ−s f (2ωτ)dτ

)

+e−1
1−c

(

eT1(γ)−sy2(γ) − h)
)]

,

w2(0) = ( h
x1

)−1/e
[

w1 − 1+c
1+e

(

( h
x1

)1/eh− x1

)

+ e−1
1−c

(

( h
x1

)1/e−c/eh− h
)]

≈ −1+c
1+eh,

and,

w′2(0) = −es−T1(0)
[

w1 − 1+c
1+e(e−s+T1(0)h− x1) − 1−e

1−c(−h+ e−s+T1(0)y2(0))
]

T′1(0)

+es−T1(0)
[

−1+c
1+e

(

−
∫ T1(0)

s
e−s+τ f (2ωτ)dτ + e−s+T1(0)hT′1(0)

)

−1−e
1−c

(

e−s+T1(0)y2(0)T′1(0)+ e−s+T1(0)y′2(0)
)]

(3.7)

Note that the terms involvingy2(0) and e−s+T1(0)h are cancelled out, andx1 and

w1 in the first bracket can be ignored since they are far smaller thanh for small

enoughγ. Hence, only three terms are left in (3.7).

w′2(0) ≈ −es−T1(0)1− e
1− c

hT′1(0)−
1− e
1− c

y′2(0)+
1+ c
1+ e

h−1/ex1/e
1

∫ T1(0)

s
e−s+τ f (2ωτ)dτ

By (3.4) and (3.6), the first term in the last equation is

−
(

h
x1

)−1/e 1− e
1− c

hT′1(0),

while the second term is

1− e
1− c

h

(

h
x1

)c/e

(−c)T′1(0),
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which is far larger than the first term sincec/e> 1 andx1 ≪ 1. It follows that

w′2(0) ≈ −x−1+c/e
1

c(1−e)
e(1−c)h

1−c/e
∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

+1+c
1+eh−1/ex1/e

1

∫ T1(0)

s
e−s+τ f (2ωτ)dτ.

Therefore,


























































T1(γ) = s+ log( h
x1

)1/e − γ
[

x−1
1

1
e

∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

+O(γ2)

y2(γ) = h1−c/exc/e
1 + γ

[

x−1+c/e
1

c
eh1−c/e

∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

+O(γ2)

z2(γ) = 1− 1+c
1+eh+ γ

[

−x−1+c/e
1

c(1−e)
e(1−c) h

1−c/e
∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

+x1/e
1

1+c
1+eh−1/e

∫ T1(0)

s
e−s+τ f (2ωτ)dτ

]

+O(γ2).

(3.8)

3.3.2 Hout
3 → Hin

1

Now we consider the first of the global maps.

Suppose that the unstable manifold ofP′3 intersectsHout
3 andHin

1 at (h, 0, ζ2(t, γ))

and (ξ3(t, γ), 0, h), respectively (See Figure 3.1). For simplicity, we useζ2 andξ3

to denoteζ2(t, γ) andξ3(t, γ), andζ20, ξ30 to denoteζ2(T1(0), 0) andξ3(T1(0), 0).

The same notation will be used in all the following.

We expand the diffeomorphism betweenHout
3 and Hin

1 near the point (h, 0,

ζ2(T1(γ), γ)) and suppose that the flow starting at (h, 0, ζ2(t1, γ)) takes the time

δ1 to arrive at (ξ3(t2, γ), 0, h).

The first order Taylor estimate gives us the linearised map (h, y2, z2)→ (x3, y3, h):


















x3 ≈ ξ3(T1(γ) + δ1, γ) + A11(T1(γ), γ)y2 + A12(T1(γ), γ)(z2 − ζ2(T1(γ), γ))

y3 ≈ B11(T1(γ), γ)y2

,

whereA11, A12 andB11 are smooth functions ofT1(γ) andγ which do not van-

ish for all small enoughγ generically, andδ1 denotes the time spent fromHout
3

to Hin
1 . Here, we denoteA110 = A11(T1(0), 0), A120 = A12(T1(0), 0) andB110 =

B11(T1(0), 0).
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Substituting (3.8) into this gives

x3 = ξ30+ A110h1−c/exc/e
1 + A120(1− 1+c

1+eh− ζ20)

+
[

∂ξ3

∂γ
(T1(0)+ δ1, 0)+ ∂A11

∂γ
(T1(0), 0)h1−c/exc/e

1 +
∂A12
∂γ

(T1(0), 0)
(

1− 1+c
1+eh− ζ20

)

−A120
∂ζ2

∂γ
(T1(0), 0)− A120x

−1+c/e
1

c(1−e)
e(1−c) h

1−c/e
∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

+A120x
1/e
1

1+c
1+eh−1/e

∫ T1(0)

s
e−s+τ f (2ωτ)dτ

]

γ +O(γ2)

,

(3.9)

and

y3 = B110h1−c/exc/e
1 +

[(

∂B11
∂t (T1(0), 0)T′1(0)+ ∂B11

∂γ
(T1(0), 0)

)

h1−c/exc/e
1

+B110x
−1+c/e
1

c
eh1−c/e

∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

γ +O(γ2)
.

(3.10)

Here, we use the fact that

ξ3(T1(γ) + δ1, γ) = ξ30 +
[

∂ξ3

∂t (T1(0)+ δ1, 0)T′1(0)+ ∂ξ3

∂γ
(T1(0)+ δ1, 0)

]

γ

= ξ30 +
∂ξ3

∂γ
(T1(0)+ δ1, 0)γ,

since∂ξ3

∂t (T1(0)+δ1, 0) = limδ→0
ξ3(T1(0)+δ+δ1,0)−ξ3(T1(0)+δ1,0)

δ
= 0, and the same fashion

for the other similar terms.

Thexc/e
1 terms in (3.9) can be ignored sincec/e> 1 andx1 ≪ 1. As for (3.10),

by (3.5), we need to compare the size ofxc/e
1 and x−1+c/e

1

∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ.

Since
∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ ≥

∫ s+1

s
e−e(τ−s) f (2ωτ)dτ

≥ e−e
∫ s+1

s
f (2ωτ)dτ≫ x1,

for small enoughγ, thexc/e
1 term in (3.10) can be ignored. Putting all the constant

terms together, we then have







































x3 = A130+

[

A140− A120x
−1+c/e
1

c(1−e)
e(1−c) h

1−c/e
∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

+A120x
1/e
1

1+c
1+eh−1/e

∫ T1(0)

s
e−s+τ f (2ωτ)dτ

]

γ +O(γ2)

y3 = B110h1−c/exc/e
1 + B110

[

x−1+c/e
1

c
eh

1−c/e
∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

γ +O(γ2)

,

(3.11)

54



Chapter 3. 3.3. The construction of the Poincaré Map

whereA120, A130, A140 andB110 are constant.

At this point, the time isT1(γ) + δ1.

3.3.3 Hin
1 → Hout

1

From this section on, we will omit most of the details and onlydescribe the

main ideas of the calculation.

Let x(t) = 1 + u(t), x3 = 1 + u3 and x4 = 1 + u4, wherey3, u3 ∼ O(γ). As

the flow passes into the vicinity of the fixed pointP1(1, 0, 0), the dynamics of the

system is given to leading order inγ by the linearized system


































ẋ = u̇ = −u− (1+ c)y+ (e− 1)z

ẏ = ey

ż = −cz

Integrating it fromHin
1 to Hout

1 we then get the following map fromHin
3 to Hout

1

up to orderγ:






































T2(γ) = s+ δ1 + log(B−1
110h

1+c/ex−1−c/e
1 )1/e − γ

[

x−1
1

e+c
e2

∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

z4(γ) = h1−c2/e2
Bc/e

110x
c2/e2

1 + γ
[

x−1+c2/e2

1 Bc/e
110h

1−c2/e2 c2

e2

∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

x4(γ) = 1− 1+c
1+eh+ γ

[

x−1+c2/e2

1
c2(1−e)
e2(1−c) B

c/e
110h

1−c2/e2
∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

.

(3.12)

3.3.4 Hout
1 → Hin

2

Suppose that the unstable manifold ofP1 intersectsHout
1 andHin

2 at (ξ4(t, γ), h, 0)

and (h, η5(t, γ), 0), whereξ4 andη5 are smooth functions oft andγ as before, then

the linearised map (x4, h, z4)→ (h, y5, z5) is


































y5 = η5(T2(γ) + δ2, γ) + A21(T2(γ), γ)(x4(γ) − ξ4(T2(γ), γ)) + A22(T2(γ), γ)z4(γ)

+O(γ2)

z5 = B22(T2(γ), γ)z4(γ) +O(γ2)

,
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Chapter 3. 3.3. The construction of the Poincaré Map

for some coefficientsA21, A22 andB22 which do not vanish for all small enough

γ = 0 generically. Hereδ2 denotes the time spent fromHout
1 → Hin

2 .

Substituting (3.12) into the above expressions we obtain






















































































































y5(γ) = η50 + A210(x4(0)− ξ40) + A220z4(0)

+γ
[

∂η5

∂γ
(T2(0)+ δ2, 0)+ ∂A21

∂γ
(T2(0), 0)(x4(0)− ξ40) + A210(x′4(0)

−∂ξ4

∂γ
(T2(0), 0))+ A220z′4(0)+ ∂A22

∂γ
(T2(0), 0)z4(0)

]

+O(γ2)

= A230+ γ [A24(T2(0), 0)

+x−1+c2/e2

1 A250B
c/e
110h

1−c2/e2 c2

e2

∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

+O(γ2)

z5(γ) = B220B
c/e
110h

1−c2/e2
xc2/e2

1 + γ
[

∂B22
∂γ

(T2(0), 0)z4(0)+ B220z′4(0)
]

+O(γ2)

= B220B
c/e
110h

1−c2/e2
xc2/e2

1

+γ
[

x−1+c2/e2

1 B220B
c/e
110h

1−c2/e2 c2

e2

∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

+O(γ2).

(3.13)

At this point, the time ist = T2(γ) + δ2.

3.3.5 Hin
2 → Hout

2

Let y(t) = 1+ v(t), y5 = 1+ v5 andy6 = 1+ v6. Consider the linearized system

nearP2


































ẋ = −cx+ f (2ωt)γ

ẏ = v̇ = −v+ (e− 1)x− (c+ 1)z

ż = ez
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As in the previous sections, we integrate this linearised system to derive






















































































T3(γ) = s+ δ1 + δ2 + log(B−1
220B

−1−c/e
110 h1+c/e+c2/e2

x−1−c/e−c2/e2

1 )1/e

−γ
[

x−1
1

e2+ce+c2

e3

∫ T1(0)

s
e−e(τ−s) f (2ωτ)dτ

]

+O(γ2)

x6(γ) = h1−c3/e3
Bc/e

220B
c2/e2

110 xc3/e3

1

+γ
[

e−c(T3(0)−T2(0)−δ2)
∫ T3(0)

T2(0)+δ2
ec(τ−T2(0)−δ2) f (2ωτ)dτ

]

+O(γ2)

y6(γ) = 1− 1+c
1+eh+ 1−e

1−cγ
[

e−(T3(0)−T2(0)−δ2)
∫ T3(0)

T2(0)+δ2
eτ−T2(0)−δ2 f (2ωτ)dτ

−e−c(T3(0)−T2(0)−δ2)
∫ T3(0)

T2(0)+δ2
ec(τ−T2(0)−δ2) f (2ωτ)dτ

]

+O(γ2).

(3.14)

3.3.6 Hout
2 → Hin

3

We suppose that the unstable manifold ofP′2 intersectsHout
2 andHin

3 at (ξ6(t, γ),

η6(t, γ), h) and (ξ7(t, γ), h, ζ7(t, γ)). Note that the forms of these two intersection

points are a little bit different from the previous ones due to the loss of the invariant

plane{x = 0}.

Then the map (x6, y6, h)→ (x7, h, y7) takes the leading-order form


















































x7 = ξ7(T3(γ) + δ3, γ) + A31(T3(γ), γ)(x6(γ) − ξ6(T3(γ), γ))

+A32(T3(γ), γ)(y6(γ) − η6(T3(γ), γ)) +O(γ2)

z7 = ζ7(T3(γ) + δ3, γ) + B31(T3(γ), γ)(x6(γ) − ξ6(T3(γ), γ))

+B32(T3(γ), γ)(y6(γ) − η6(T3(γ), γ)) +O(γ2)

,

whereA31, A32, B31 andB32, as before, are smooth functions ofT3(γ) andγ which

do not vanish for all small enoughγ generically, andδ3 is the time spent fromHout
2

to Hin
3 .

Substituting (3.14) into these expressions we obtain

x7(γ) = µxc3/e3

1 + ξ7(T3(γ) + δ3, γ) − A310ξ6(T3(γ), γ)

+γ
[

A310e−c(T3(0)−T2(0)−δ2)
∫ T3(0)

T2(0)+δ2
ec(τ−T2(0)−δ2) f (2ωτ)dτ

+
∂A32
∂γ

(1− 1+c
1+eh− η60)

]

, (3.15)
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whereµ is a constant which depends only onf .

Sinceξ6 andξ7 are thex-coordinates of the intersections of the unstable man-

ifold of P′2 with the cross sectionsHout
2 andHin

3 , respectively, by takingh small

enough, we estimateξ6 andξ7 as affine maps ofxP′2
and xP′3

, wherexP′2
and xP′3

denote thex-coordinates ofP′2 andP′3, respectively. By the same way as we did

in Lemma 3.2.1, it is easy to derive that

xP′2
= γ

1
ecπ/ω − 1

∫ π/ω

0
ecτ f (2ω(t + τ))dτ,

and

xP′3
= γ

1
e−eπ/ω − 1

∫ π/ω

0
e−eτ f (2ω(t + τ))dτ.

Therefore,

ξ6(t, γ) = λ1 + γλ2
1

ecπ/ω − 1

∫ π/ω

0
ecτ f (2ω(t + τ))dτ, (3.16)

ξ7(t, γ) = λ3γ + γλ4
1

e−eπ/ω − 1

∫ π/ω

0
e−eτ f (2ω(t + τ))dτ, (3.17)

whereλ1, λ2, λ3 andλ4 are constants.

Substituting (3.16) and (3.17)) into (3.15), we have

x7(γ) = µxc3/e3

1

γ
[

µ1 + µ2e−c(T3(0)−T2(0)−δ2)
∫ T3(0)

T2(0)+δ2
ec(τ−T2(0)−δ2) f (2ωτ)dτ

−µ4
1

ecπ/ω−1

∫ π/ω

0
ecτ f (2ω(T3(γ) + τ))dτ

−µ5
1

e−eπ/ω−1

∫ π/ω

0
e−eτ f (2ω(T3(γ) + δ3 + τ))dτ

]

.

As for z7, since it is not related toz1, there is no need to calculate it.

Note that the expression forx7(γ) depends onT3(γ) which in turn is given

in (3.14) in terms ofx1 and s, so we have a map (x1, s) → (x7,T3 + δ3) which

is our Poincaré map, in the form (x, t) → (x̄, t̄) = F(x, t) = ( f1(x, t), f2(x, t)) =
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( f1(x, t), t + T(x, t)), and



















f1(x, t) = µxd + γ
[

µ1 + µ2L1(x, t) − µ4G1(x, t) − µ5G2(x, t)
]

+O(γ2)

f2(x, t) = t + µ3 − ξ log x− γξL2(x, t)x−1 +O(γ2)
,

(3.18)

whereξ = e2+ce+c2

e3 , d = c3/e3, µ andµ′i sare constants,T(x, t) is the time necessary

for a point (x, t) to complete one iterate, and

L1(x, t) = e−c(T3(0)−T2(0)−δ2)

∫ T3(0)

T2(0)+δ
ec(τ−T2(0)−δ2) f (2ωτ)dτ, (3.19)

L2(x, t) =
∫ T1(0)

t
e−e(τ−t) f (2ωτ)dτ, (3.20)

G1(x, t) =
1

ecπ/ω − 1

∫ π/ω

0
ecτ f (2ω(T3(γ) + τ))dτ, (3.21)

G2(x, t) =
1

e−eπ/ω − 1

∫ π/ω

0
e−eτ f (2ω(T3(γ) + δ3 + τ))dτ. (3.22)

Remark 3.3.1 Note that for,γ = 0, system (3.18) is reduced to the Poincaré map

of the unperturbed ODE system. In this case, f1(x, t) = µ1xd is a one dimensional

map depending only on x and under repeated iteration, x tendsto 0 since d=

c3/e3 > 1. In other words, the heteroclinic cycle in the unperturbed system is

asymptotically stable if d> 1. This is consistent with [43]. Moreover, this leads

to the divergence of the return time T(x, t) = µ3 − ξ log x in each iteration, which

is a characteristic feature of trajectories near a stable heteroclinic cycle.

In the following chapters, we will mainly restrict our consideration to the same

system as [18] wheref (2ωt) = sin2(ωt):



































ẋ = x(1− (x+ y+ z) − cy+ ez) + γ(1− x) sin2(ωt)

ẏ = y(1− (x+ y+ z) − cz+ ex)

ż = z(1− (x+ y+ z) − cx+ ey)

, (3.23)

In this case, our Poincaré map becomes
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

















































f1(x, t) = µxd + γ
[

µ1 + µ2(−a1 cos(2ωg) − b1 sin(2ωg))

−µ4(−a1 cos(2ω(t̄ − δ3)) − b1 sin(2ω(t̄ − δ3)))

−µ5(−a2 cos(2ωt̄) − b2 sin(2ωt̄))
]

+O(γ2)

f2(x, t) = t + µ3 − ξ log(x) − γ ξ

2e[1 − a2 cos(2ωt) + b2 sin(2ωt)]x−1 +O(γ2)

,

(3.24)

wherea1 =
c2

c2+4ω2 , b1 =
2cω

c2+4ω2 , a2 =
e2

e2+4ω2 , b2 =
2eω

e2+4ω2 , g = t + µ3 − ξ log(x), µ,

µi ’s andδ3 are constant.

Remark 3.3.2 The Poincaré map here is slightly different from the one we have

published in [18] and has both a sounder mathematical basis and a better agree-

ment with our numerical results (see later).

Remark 3.3.3 The form of the (3.24) can be divided into two parts which are

due to (i) the mean of the perturbation function ,and (ii) theoscillation of the

perturbation function. More precisely, if we write the perturbation function f(2ωt)

as the form A+( f (2ωt)−A) where A= 1
2π

∫ 2π

0
f (t)dt denotes its mean and f(2ωt)−

A is its oscillation part, then the integrals in (3.19), (3.20), (3.21) and (3.22)

can be also wrote in the form of their means plus oscillation parts. It follows

that if we take the perturbation function as(1 − x)(δ( f (2ωt) − A) + γA) where

f (2ωt) = sin2(ωt), then the Poincaré map is of the form


















































































f1(x, t) = µxd + γµ1

+δ
[

µ2(−a1 cos(2ωg) − b1 sin(2ωg))

−µ4(−a1 cos(2ω(t̄ − δ3)) − b1 sin(2ω(t̄ − δ3)))

−µ5(−a2 cos(2ωt̄) − b2 sin(2ωt̄))
]

+O(γ2)

f2(x, t) = t + µ3 − ξ log(x)

− ξ

2e

[

γ − δ (a2 cos(2ωt) − b2 sin(2ωt))
]

x−1 +O(γ2)

. (3.25)

We will discuss the dynamics of the system with this general perturbation in sec-

tion 4.6.
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To make the Poincaré map (3.24) well-defined, we need to check if there exists

an open setV in Hin
3 such thatF(V) ⊆ V. In section 4.2, the asymptotic order ofx

is discussed. In the two cases we are going to analyse in chapter 4,O(x̂) could be

larger than or aroundγ depending on the size ofd, wherex̂ satisfies ˆx = x̂d + γ.

It follows that the asymptotic order ofx is aroundO(x̂) or O(γ). Therefore, the

Poincaré map (3.24) is well-defined, at least, in the discussions in the next chapter.

3.4 Comparison with Afraimovich et al’s result

V. S. Afraimovich et al.[3] also calculate the Poincaré mapfor a similar system

ẋ = x(1− (x+ y+ z) − cy+ ez) + γg1(t)

ẏ = y(1− (x+ y+ z) − cz+ ex) + γg2(t)

ż = z(1− (x+ y+ z) − cx+ ey) + γg3(t)

,

wherg1, g2 andg3 are periodic functions. In the caseg1(t) = sin2 t, g2(t) = g3(t) ≡

0, the system is similar to our system (3.23) withω = 1. They proposed a map as

a model of their Poincaré map:


















x̄ = A(Bx+ γ(1+ asint))d

t̄ = t + ω̄ − η log(Bx+ γ(1+ asint)), (mod2π)
, (3.26)

whereη = ξ = e2+ce+c2

e3 anda is a parameter.

In their calculation of the local maps, the time-dependent terms are ignored.

This results in incorrectness, especially in the cased large. Intuitively, the time a

trajectory spent in the local maps is much larger than that inthe global maps for

larged. Therefore, the periodic forcing term should affect the local maps more

than the global ones.

By letting x = yd, we are able to transform thex equation of (3.26) into a

similar form as our Poincaré map (3.24):

ȳ = A1/d
(

Byd + γ(1+ asint)
)

.
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Taylor expanding the second equation of (3.26), we have

t̄ = t + ω̄ − η log(Byd + γ(1+ asint))

= t + ω̄ − η
[

log(Byd) + γB−1(1+ asint)y−d
]

= t + ω̃ − ηd logy+ γηB−1(1+ asint)y−d.

For the casea = 0, by (3.26),x ∼ O(γd) and, hence,y ∼ O(γ). Therefore, since

η = ξ, the spending timeT = t̄ − t of their map for the casea = 0 is

T ≈ C − ξd logγ,

for some constantC. However, for larged, we show in section 4.4.1 that the

spending time fora = 0 should be

T ≈ C1 − ξ logγ,

whereC1 is a constant, which is a contradiction. In other words, eventhough we

can turn thex equation of their map (3.26) into the form as our map (3.24), the t

equation of their map is still incorrect.

In addition, consider the time-averaged function of the first equation of their

map

x̄ = A(Bx+ γ)d,

and our map

x̄ = µxd + µ1γ.

There is a substantial difference between these two whend is large. In this case,

the attracting fixed points of these two maps appear at different scalings:x ∼

O(γd) and x ∼ O(γ), respectively. For example, takec = 0.25, e = 0.2 (i.e.

d ≈ 2) andγ = 10−6, numerical simulation of the original ODE system (3.23)

shows that the time-average ofx is around 10−5, which can be obtained easily in

our map by suitable parametersµ andµ1. Moreover,µ andµ1 can be constant
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Chapter 3. 3.5. Two assumptions on the parameters

even thoughγ is changed for fixedc ande. This should be always true because

µ andµ1 depend only onc, e and the time-average of the perturbation function.

In contrast, the constantA in their map is actually not a constant but a function

of γ. Nevertheless, the two maps are equivalent ifd near 1 for a fixedγ. We will

discuss this issue in more detail at the beginning of the nextchapter.

Accordingly, Afraimovich’s map is not correct for larged. In contrast, we

will show in the next chapter that our Poincaré map (3.24) iscapable to simulate

the original ODE system (3.23) numerically, as well as give explanations of how

these complex dynamics arise analytically ford near 1 or large.

3.5 Two assumptions on the parameters

In this section, we state two assumptions on the parameters in our map (3.24)

which we use to capture the intrinsic nature of the ODE system(3.23).

Firstly, because there exist small intervals oft in which sin2(ωt) is close to 0,

a typical orbit of (3.23) will in general attracted by the original heteroclinic cycle

within these intervals. Thus, we make the first assumption onthe parameters

µ1, µ2, µ4 andµ5 in (3.24) as:

(A.1) µ1, µ2, µ4 andµ5 are assumed to make the perturbation part of the first

equation of (3.24) near0 in some small intervals of t.

Secondly, it is quite natural to assume that the returning time is always posi-

tive:

(A.2) µ3 is large enough that f2(x, t) > t for all (x, t).

Clearly, (A.2) is actually not important for the dynamics ofour map as replac-

ing µ3 by µ3 +
kπ
ω

for any integerk will not make any difference. But to make the

return time well-defined, we will assume (A.2) to be ture.

Most of our analytic work in the next chapter is not based on these assumptions
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Chapter 3. 3.6. Discussion

except for the results in section 4.4.2 where we use (A.1) only for simplifying the

Poincaré map. However, bearing them in mind will help us to find a suitable

sets of parameters to match accurately our 2D map system withthe original ODE

system.

Remark 3.5.1 Recall that the existence of the parameterδ3 is due to that the time

spent on the global maps for a trajectory might be large when comparing to the

period of the perturbation function. In other words, when the forcing frequency

ω is large,δ3 could be important. Nevertheless, sinceω < 0.5 in the following

numerical simulations, we always takeδ3 to be 0 for simulations.

3.6 Discussion

In this chapter, we have presented a systematic method to calculate the Poincaré

map for a heteroclinic system with periodic forcing. The whole calculation is di-

vided into two parts: local maps and global maps. Local maps are those maps near

equilibrium points and are computed from the linearized systems. We estimate

the global maps, which are the maps between neighbourhoods of the equilibrium

points, by means of the unstable manifolds ofP′1, P′2 andP′3.

Because of the time-dependent perturbation, the linearized systems near the

Pis become non-autonomous. By including the time-dependent term through all

steps in the calculation, we obtain a better Poincaré map than the one Afraimovich

et al. have. In their local maps, the time-dependent effects are ignored for simplic-

ity. However, a typical trajectory in a heteroclinic systemspends far more time

near equilibrium points than between them. Therefore, the time-dependent per-

turbation should affect the dynamics of the local maps more than the global maps

and so it is essential to include this.

Although the perturbation term only acts on thex-coordinate in our ODE sys-
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Chapter 3. 3.6. Discussion

tem (3.23), the whole calculation can be carried out in the same way for the gen-

eral case and the result should be of the same form as (3.18). An example will be

shown in section 5.3.3 where we add three perturbation functions on each coordi-

nate.

Moreover, the perturbation termγ(1 − x) f (2ωt) can be replaced byγ f (2ωt)

without affecting the Poincaré map. Through the derivation of the Poincaré map,

we can see that only the local mapsHin
3 → Hout

3 and Hin
2 → Hout

2 involve the

perturbation term. In these two cases, however, thex in the perturbation term can

be ignored due tox ∼ O(γ). We will derive the Poincaré map of a similar system

with such perturbation termsγ(φ1(2ωt), φ2(2ωt), φ3(2ωt)) in section 5.3 where the

result shows that the map takes the same form as (3.18).

65



Chapter 4

Analysis of the Poincaŕe Map

4.1 Introduction

In the previous chapter we considered the dynamics of the following system

(1.3) of ODEs:


































ẋ = x(1− (x+ y+ z) − cy+ ez) + γ(1− x) f (2ωt)

ẏ = y(1− (x+ y+ z) − cz+ ex)

ż = z(1− (x+ y+ z) − cx+ ey)

,

wher f (2ωt) is a periodic function. We showed that the dynamics for the case

f (2ωt) = sin2(ωt) could be reduced to the following 2D map (3.24) in the limit of

small forcing amplitudeγ:


















































f1(x, t) = µxd + γ
[

µ1 + µ2(−a1 cos(2ωg) − b1 sin(2ωg))

−µ4(−a1 cos(2ω(t̄ − δ3)) − b1 sin(2ω(t̄ − δ3)))

−µ5(−a2 cos(2ωt̄) − b2 sin(2ωt̄))
]

+O(γ2)

f2(x, t) = t + µ3 − ξ log(x) − γ ξ

2e[1 − a2 cos(2ωt) + b2 sin(2ωt)]x−1 +O(γ2)

,

(4.1)

wherea1 =
c2

c2+4ω2 , b1 =
2cω

c2+4ω2 , a2 =
e2

e2+4ω2 , b2 =
2eω

e2+4ω2 , g = t + µ3 − ξ log(x), µ,

µi ’s andδ3 are constant
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Chapter 4. 4.1. Introduction

In this chapter, we will show that this 2D map capture the dynamics of the

ODEs across a wide range of forcing frequenciesω and both close to, and far

from, the resonant bifurcation in the unforced case (i.e. values of the eigenvalue

ratio c/e near unity, and greater than unity). We also discuss the dynamics of the

2D map (3.24) and show how it may be understood in various different asymptotic

limits where it displays distinct dynamical behaviour.

Firstly, we discuss the asymptotic order ofx in section 4.2 in which we show

that both the order ofx in the map system (3.24) and the ODE system (1.3) are

relative to the size ofd. Specifically, this order is at least approximately around

O(γ). Our results show that there is some limitation for the Poincaré map obtained

by Afraimovich et al. in [3] to well-approximate the ODE system they studied,

and the analytic results they proved for the map are in fact irrelevant to the ODE

system since one assumption they made in all the proofs isx ∼ O(γd).

By section 4.2, the order ofx in the map system (3.24) are different in two

cases:ǫ near 0 andǫ large, whereǫ = d − 1. We discuss these two cases in the

following two sections. In section 4.3, we proved that the dynamics of the system

(3.24) in the caseǫ near 0 are equivalent to the dynamics of a forced damped

pendulumn with torque. In contrast, circle map dynamics canbe observed in the

system (3.24) in the caseǫ large. We prove in section 4.4 that the system (3.24)

is equivalent to an invertible circle map forω large and a non-invertible circle

map forω near 0. As for the case whereω is of intermediate size, we are unable

to proceed any analytic study due to the complicated form of the system (3.24).

Nevertheless, we use 0-1 test to prove numerically that the transition from non-

invertible to invertible circle map when increasingω do exist and the ’chaotic’-like

regions for large enoughω are not chaotic.

The effect of varyingγ will be discussed in section 4.5 in which we found

that, in some sense, the bifurcation structure when varyingγ is similar to that
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Chapter 4. 4.2. The asymptotic order of x

when varyingω.

It is hope that the Poincaré map (3.24) of the ODE system (1.3) for the case

f (2ωt) = sin2(ωt) can be served as a model map to describe the dynamics of

the system (1.3) for general periodic functionsf (2ωt). However, the function

γ sin2(ωt) has the feature that its mean and the amplitude are of the same order. It

then arises a question that if the results we obtain in the first few sections in this

chapter are still ture for the case when the functionγ f (2ωt) does not possess this

feature. We will vary the mean and amplitude of the perturbation function sepa-

rately in section 4.6 to get a more general model map and discuss its bifurcation

structure in detail.

The chapter closes with a discussion in section 4.7.

4.2 The asymptotic order ofx

In this section, we first defined andγ in a more careful way, and then investi-

gate how important thexd term is for differentd.

Firstly, consider the average functionl(x) = xd + γ of the first equation of

(3.24)

f1(x, t) = µxd + γ
[

µ1 + µ2(−a1 cos(2ωg) − b1 sin(2ωg))

−µ4(−a1 cos(2ω(t̄ − δ3)) − b1 sin(2ω(t̄ − δ3)))

−µ5(−a2 cos(2ωt̄) − b2 sin(2ωt̄))
]

+O(γ2)

.

Here, for simplicity, we set parametersµ = µ1 = 1. Nevertheless, the result we

demonstrate in this section can be extended to the generalµ andµ1 without any

difficulty.

Because we are interested in periodic solutions of the system, we assume that

our d andγ are such thatl(x) = x has at least one solution. To do this, note that

l′(xm) = 1 for xm = ( 1
1+ǫ )

1/ǫ, whereǫ = d − 1. Sincel(0) = γ > 0, if l(xm) ≤ xm,
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Figure 4.1: The regionΦp is between two curves:γ = γ1(ǫ) andγ = γ2,p(ǫ). x̂ exists if

(ǫ, γ) is below the curveγ = γ1(ǫ). The curveγ = γ2,p(ǫ), by definition, is the points of

(ǫ, γ) wherex̂ = γ1/p. Here, we display two cases forp = 2 (blue) andp = 3/2 (green).

i.e. γ ≤ xm− x1+ǫ
m , thenl(x) = x has at least one solution. In other words, for each

ǫ > 0, there exists a curveγ1(ǫ) =
(

1
1+ǫ

)1/ǫ
−

(

1
1+ǫ

)(1+ǫ)/ǫ
such that ifγ ≤ γ1(ǫ), then

l(x) = x has a solution. Denote the solution smaller thanxm as x̂.

The asymptotic size of ˆx can also be estimated. Fix a constantp > 1. Then

x̂ = γ1/p if and only if ǫ = ǫp(γ) = p log(γ1/p−γ)
logγ − 1. Sinceǫp(γ) is a strictly

monotonically increasing function ofγ > 0, by the inverse function theorem,

there exists a functionγ2,p(ǫ) such that ˆx = γ1/p if and only if γ = γ2,p(ǫ). See

Figure 4.1. Therefore, if (ǫ, γ) ∈ Φp = {(ǫ, γ) : γ2,p(ǫ) ≤ γ ≤ γ1(ǫ)}, then

γ1/p ≤ x̂ ≤ xm. It follows that, by suitably choosingǫ andγ, x̂ could be close

to O(γ) or asymptotically far larger thanγ and this implies thatxd can either be

neglected or not, respectively, in the system (3.24).

In most of our later numerical simulations, we normally fixe = 0.2 andγ =
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Chapter 4. 4.2. The asymptotic order of x

10−6 and consider two typical cases:c = 0.2001 andc = 0.25. Upper and lower

bounds on ˆx can be found by means of linear estimation. See Figure (4.2).More

precisely, consider the lineL1 in the (x, l(x)) plane joining two points (0, γ) and

(xm, xd
m + γ). It intersectsy = x at the point ( xm

xm−xd
m
γ, xm

xm−xd
m
γ). SinceL1 is larger

thanl(x) between 0 andxm, it follows that x̂ ≤ xm

xm−xd
m
γ. Similarly, consider the line

L2 which is tangent tol(x) at (γ, γd + γ). Sinceγ < x̂, the intersection ofL2 and

y = x, which is
(

1+ γǫ

1−(1+ǫ)γǫ

)

γ, is also smaller than ˆx. In short,

(

1+
γǫ

1− (1+ ǫ)γǫ

)

γ ≤ x̂ ≤ xm

xm− xd
m

γ.

Figure (4.2) shows the upper and lower bounds of ˆxd for fixed e = 0.2 and

γ = 10−6. Since the first equation of our Poincaré map and its averagemap are

only differed by an oscillation of orderγ, it turns out that thexd term plays an

important role whenc neare. However, it can be ignored ifc is near 0.25.

Now consider Afraimovich’s system (3.26)



















x̄ = A(Bx+ γ(1+ asint))d

t̄ = t + ω̄ − η log(Bx+ γ(1+ asint))(mod2π)
.

By using the ’Annulus Principle’, they prove the following theorem ([3]):

Theorem 4.2.1 If d > 1, γ ≪ 1 and 0 < a < 1/(
√

1+ η2), then there is an

invariant closed curve as the maximal attractor x(t) for equation (3.26).

Throughout their proof, the estimatex = O(γd) is crucially important to make

the theorem valid. However, this estimate is only true whenγ is small enough for

a fixedd, or whend is large enough for a fixedγ. For example, takea = 0.02, d =

1.0028, η = 20,A = 1, B = 1 andγ = 10−6. In this case, bistable dynamics can

be observed although the condition 0< a < 1/(
√

1+ η2) is satisfied. Therefore,

Theorem 4.2.1 is true only if (γ, d) ∈ {(γ, d) : d > d0(γ)} for some functiond0(γ).
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Figure 4.2: (a) The schematic diagram shown how we find the upper (B1) and lower (B2)

bound ofx̂. The blue curve is the graph ofy = l(x) and the green line is the diagonal line

y = x. (b) The upper (blue) and lower (green) bound of ˆxd for e = 0.2 andγ = 10−6. We

plot both axes inlog-scale. The figure shows that, forǫ small, as is the casec/e near 1,

O(x̂d) ≫ γ. In contrast, ˆxd is far smaller thanγ whenǫ is large, i.e.c/e large, and hence

can be ignored in the map.

For our system, it is clear thatx will never be asymptoticallyO(γd) asγ → 0.

This constrains the application of the ’Annulus Principle’to prove the existence of

an invariant closed curve as the maximal attractor althoughnumerical simulations

suggest that this is always true for at least small enoughω and ford near 1 for a

fixedγ. Nevertheless, we have proved this fact in Theorem 4.3.2.

Overall, Afraimovich et al. derived a Poincaré map (3.26) for a heteroclinic

system with periodic perturbations which is, in fact, only valid for c/e near 1.

However, their analytic study of this map is ture only whenc/e large. Conse-

quently, the analytic results they obtained for the map (3.26) is irrelevant to the
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Chapter 4. 4.3. ǫ near 0

original ODE system.

In the following two sections, we investigate in the bifurcation structure of

system (3.24) when varying the forcing frequencyω. Therefore,d andγ will be

fixed. The term ’ǫ near 0’ means that, for a givenγ, ǫ is small enough such that

the termxd can not be omitted in our Poincaré map (3.24), i.e. ˆx≫ γ. In contrast,

we say that we are in the case ’ǫ large’ if, for a givenγ, ǫ is large enough that

xd can be ignored without changing the bifurcation structure.In this case, ˆx ∼ γ.

Note that these actual values ofǫ all depend onγ.

4.3 ǫ near 0

In this section, instead of analysing the complicated Poincaré map (3.24), we

consider a simple map as a model to explain the dynamics of (3.24). This model

map demonstrates numerically similar dynamics as the ODE system (3.23) with

the benefit of being analytically tractable.

The results in the last seciton show thatµxd + γµ1 terms will dominate the

first equation of (3.24) whenǫ is close enough to 0 andx is near ˆx. In this case,

O(x̂) ≫ γ and the coefficientsa1 ≈ a2. The remaining terms of this equation

can be considered as small sine perturbation of ˆx. Therefore, a possible model to

replace the first equation of (3.24) is

x̄ = µxd + γµ1

(

1+
√

a2 sin(2ωt)
)

.

As for the second equation of (3.24), we hope that our model map can keep the

features of the Poincaré map (3.24) both in the cases ofγ = 0, when there exists a

log x term, andγ > 0, when a periodic perturbation adding into it. Hence,

t̄ = t + µ3 − ξ log x̄,
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could be the simplest way to describe thet-dynamics. In other words, if we define

a newγ as the originalµ1γ, our model map then takes the form



















x̄ = µxd + γ
(

1+
√

a2 sin(2ωt)
)

t̄ = t + µ3 − ξ log x̄
. (4.2)

This model map contains all the terms we know must be there in the absence

of external forcing, and incorporates a generic time-periodic term in the simplest

way possible, allowing frequency locking to arise.

The numerical integration of the ODE system and the iteration of our 2D

model map (4.2) when varyingω, in the case: c=0.2001, e=0.2 andγ = 10−6,

agree well near ˆx as shown in Figure 4.3. Here, we setµ = 1, µ2 = 20 and

µ3 = 27, i.e. theγ in (4.2) is 2· 10−5. Although the end points of the frequency-

locking intervals are not the same, the main global featuresof the dynamics in

these two systems are essentially identical. We observe that, in the map, orbits are

attracted either to an invariant curve or to a fixed point, andboth may be stable

simultaneously. The corresponding dynamics for the ODE system is the existence

of a stable invariant torus or periodic orbit which again mayboth be stable at the

same time. Moreover, these attractors occur in a regular pattern asω increasing.

The periodic orbits occur in frequency-locking intervals can be identified by

considering a plot of the return periodT = t̄− t againstω. Numerically, at least, it

appears that the only possible period of a periodic orbit in the ODE system (3.23),

as well as in the model map (4.2), iskπ/ω, for somek ∈ Z. In other words, the

curves in Figure 4.4 lie on hyperbolasT(ω) = kπ/ω indexed byk. This results in

the relationshipω/ω′ = k/2, whereω′ = 2π/T is the frequency of the periodic

orbit.

In the rest of this section, we will consider system (4.2) as amodel to demon-

strate the dynamics of the ODE system (3.23) for the caseǫ near 0. We will give

a detailed analysis near the end and the centre of the frequency locking intervals
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Figure 4.3: (a) The dynamics of the ODE system (3.23) forc = 0.2001,e = 0.2 and

γ = 10−6. We plot thex-coordinates of the points of two typical trajectories on the cross

sectionHin
3 for each fixedω. The curves in the figure display the existence of periodic

solutions of the system. Bistability occurs in both ends of all these curves. The rest

parts of the figure, which all sit near ˆx ≈ 2.2 · 10−3, demonstrate complex dynamics with

|x− x̂| ∼ O(γ). (b) A similar dynamics can be observed by iterating our modle map (4.2).

Here,γ = 2 · 10−5, µ = 1 andµ3 = 27 and the curves in the figure display the existence of

fixed points.

for smallω. In the caseω→∞, the dynamics are the same as the dynamics when

ǫ is large. We will leave this case to be studied later in section 4.4.1.

4.3.1 Local bifurcations of the system

In this section, we analyze the bifurcation structure of thesystem near the end

of the frequency locking intervals.

Fixed k. Clearly, a fixed point (x, t) = (x(ω), t(ω)) exists at a fixedω in the
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Figure 4.4: TheT − ω plot for the system (4.2) forc = 0.2001,e = 0.2, µ = 1, µ3 = 27

andγ = 2 · 10−5. The curves, where periodic solutions exist (compared to figure 4.3), all

lie on hyperbolas indexed byk.

system (4.2) if only if



















x = µxd + γ(1+
√

a2 sin(2ωt))

µ3 − ξ log x = kπ/ω
, (4.3)

i.e. x(ω) = e(µ3−kπ/ω)/ξ. Letω−k be the left end of thekth frequency-locking interval

in ω. Sincex(ω) is a monotone increasing function ofω and

lim
ω→0

x(ω) < x ∈ {x : x = µxd + γ(1+
√

a2 sin(2ωt)), for somet} < lim
ω→∞

x(ω),

ω−k can be defined as the smallestω such thatx(ω) satisfies the first equation of

(4.3) for somet. In this case, sin(2ωt) must take value−1 sincex(ω−k ) is the

minimum. As a resutl,t(ω−k ) = 3π
4ω−k

.

As soon asω is slightly larger thanω−k , x(ω) > x(ω−k ) and then there exist two
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t(ω), one larger and one smaller thant(ω−k ) such that (x(ω), t(ω)) are fixed points

for (4.2).

The stability of these fixed points can be easily verified. TheJacobian of

system (4.2) is





















dµxd−1 2ω
√

a2 cos(2ωt)γ

− ξx̄dµxd−1 1− ξ

x̄2ω
√

a2 cos(2ωt)γ





















,

which has two eigenvalues:

λ1 = 1− 2
ξ

x̄
ω
√

a2 cos(2ωt)γ −
dµxd−1 ξ

x̄2ω
√

a2 cos(2ωt)γ

1− dµxd−1 − ξ

x̄2ω
√

a2 cos(2ωt)γ

and

λ2 = dµxd−1 +
dµxd−1 ξ

x̄2ω
√

a2 cos(2ωt)γ

1− dµxd−1 − ξ

x̄2ω
√

a2 cos(2ωt)γ
.

Whenω = ω−k , i.e. t = t(ω−k ), the two eigenvalues areλ2 = dµxd−1, which is

smaller than 1, andλ1 = 1. The first eigenvalue turns out to be smaller than 1

if t(ω) > t(ω−k ) and greater than 1 otherwise, while the second one is alwaysa

positive number which is smaller than 1 ifω is closed enough toω−k . Accordingly,

we have proved the following proposition.

Proposition 4.3.1 System (4.2) undergoes a saddle-node bifurcation whenω passes

throughω−k and a stable fixed point occurs near(x(ω−k ), t(ω−k )) after that.

The same argument applies to the right endω+k of the kth frequency-locking

interval inω where another saddle-node bifurcation occurs and the fixed point

disappear. These saddle-node bifurcations correspond to the ends of the segments

of curves in Figure 4.3 and 4.4.

From Figure 4.3, it appears that there exists an invariant set nearx = 0.0022.

As x(ω) increases whenω increases for a fixedk, the question arises as to how

the dynamics of the system change when the stable fixed point (x(ω), t(ω)) passes

near the invariant set. We analyse this situation in the nextsection.
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4.3.2 Global bifurcations of the system

We now turn to investigating the dynamics near the centre of thekth frequency-

locking window. As shown in Figure 4.5, a stable fixed point (x(ω), t(ω)) moves

from below to above the invariant curve whenω increases. In between, a global

bifurcation occurs and the stable fixed point dominates the whole dynamics. We

will show that the phenomena which happen here are just like the bifurcation

which occur in the well-known forced damped pendulum.

Let (x̂, ωk) satisfy



















x̂ = µx̂d + γ

µ3 − ξ log x̂ = kπ
ωk

.

Clearly,ωk =
kπ

µ3−ξ log x̂ ≈
kπ

µ3−3/elog x̂ sinceξ = 1
e(1+c/e+c2/e2) ≈ 3/e for ǫ ≪ 1.

Consider points (x, ω) near (x̂, ωk). We define the new variables (y, λ) by let-

ting xn = x̂(1+ yn) andµ3ω − 3ω
e log x̂ = kπ + 3ωk

e λ, and we consider|y| and|λ| to

be small. We also definesn = 2ωtn and substitute into (4.2). Then

x̄ = xn+1 = x̂(1+ yn+1) = µx̂d(1+ yn)d + γ(1+
√

a2 sinsn)

= (x̂− γ)(1+ dyn +O(y2
n)) + γ(1+

√
a2 sinsn)

= (x̂− γ)(1+ yn) + (x̂− γ)
(

ǫyn +O(y2
n)
)

+γ(1+
√

a2 sinsn)

Since|xn − x̂| ∼ O(γ), we have|yn| ∼ O(x̂−1γ). Therefore,|x̂yn| ∼ O(γ) and

|x̂y2
n| ∼ O(x̂−1γ2). It then follows that

x̄ = (x̂− γ)(1+ yn) + γ(1+
√

a2 sinsn) +O(ǫγ) +O(x̂−1γ2)

≈ (x̂− γ)(1+ yn) + γ(1+
√

a2 sinsn)
,

for small enoughǫ and for somep such thatγ1/p ≤ x̂. This implies

yn+1 − yn = γx̂−1(−yn +
√

a2 sinsn).

77



Chapter 4. 4.3. ǫ near 0

Figure 4.5: The dynamics of the system (4.2) at (a)ω = 0.05, (b)ω = 0.053 and (c)

ω = 0.056, forc = 0.2001,e = 0.2, µ3 = 27 andγ = 2 · 10−5. We plot all the transient

points of five initial points to find their asymptotic attractors. Figure (a) and (c) show that

the stable fixed point exists alongside the invariant curve.Asω increasing, the stable fixed

point moves from below the invariant curve, before it intersects and destroys the invariant

curve as shown in figure (b), toward above the invariant curve, which reappears for large

enoughω. (For schematic diagrams of these three scenarios, see Figure 4.6 (b), (d) and

(f).)

As for thesn terms, using (4.2) we obtain

2ω(t̄ − t) = sn+1 − sn = 2ωµ3 − 6ω
e (log x̂+ log(1+ yn+1))

= 2ωµ3 − 6ω
e (log x̂+ yn+1) +O(y2

n+1)

≈ 6ωk

e λ −
6ω
e yn+1

.

Therefore,


















yn+1−yn

x̂−1γ
= −yn +

√
a2 sinsn

sn+1−sn

x̂−1γ
=

6ωk

ex̂−1γ
(λ − ω

ωk
yn+1)

.

Sinceγ1/p ≤ x̂ ≤ xm for some fixedp > 1, we have ˆx−1γ → 0 if (ǫ, γ) →

0 within Φp (see section 4.2). Hence, the last system above can then be well
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Figure 4.6: The schematic diagram depicted seven scenarios of the attractor(s) of the

system (4.2) and (4.7) for the casesλ < 0 ((a), (b) and (c)),λ = 0 ((d)), andλ > 0 ((e),

(f) and (g)). The red points denote the fixed points: one stable (solid) and another one

unstable. The one-dimensional invariant curve is also coloured in red if it exists. The blue

curves are the stable and unstable manifold of the unstable fixed points. The dashed line

denotesy = 0. Asω increases, i.e.λ moves from negative to positive, a pair of fixed

points appear through a saddle-node bifurcation ((a)→(b)); the system then undergoes a

global bifurcation (as is shown in (c)) when the invariant curve disappear; the fixed points

then move from below to above the liney = 0 ((c),(d) and (e)); another global bifurcation

happens (as is shown in (e)) and the invariant curve reappears; this pair of fixed points

then disappear through another saddle-node bifurcation ((f)→(g)).

approximated by the continuou-time dynamical system


















ẏ = −y+
√

a2 sins

ṡ = η2(λ − ω
ωk

y)
, (4.4)

whereη2 = 6ωk/(ex̂−1γ) is a parameter.

Figure 4.7 displays that the ODE system (4.4) does possess similar dynamics

as the map system (4.2) nearωk. Here, we takeωk = 0.053 and ˆx = 2.2 · 10−3, for

the casec = 0.2001,e = 0.2, µ3 = 27 andγ = 2 · 10−5. The parametersη andλ

are computed according to their definitions.
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Figure 4.7: The dynamics of the system (4.4) at (a)ω = 0.05 (λ = −0.3725), (b)ω =

0.053 (λ = 0) and (c)ω = 0.056 (λ = 0.3725), forc = 0.2001,e = 0.2, µ3 = 27 and

γ = 2 ·10−5. We takeωk = 0.053 and ˆx = 2.2 ·10−3. The curves are the transients of three

initial points and the fixed points arey = ωk
ω λ. Comparing to figure 4.5, the ODE system

(4.4) demonstrates similar dynamics as the map system (4.2)nearωk. (For schematic

diagrams of these three scenarios, see Figure 4.6 (b), (d) and (f).)

Combining the two equations in (4.4), we obtain

s̈ = −η2 ω
ωk

ẏ

= η2 ω
ωk

y− η2 ω
ωk

√
a2 sins

= −ṡ+ η2λ − η2 ω
ωk

√
a2 sins

.

After rescaling time derivatives byd/dt→ ηd/dt ands by s→ (ω/ωk)
√

a2s, we

obtain the canonical equation for a damped pendulum with constant torque:

s̈+ η−1ṡ+ sins=
ωk

ω

√
a2
−1λ. (4.5)

Physically, theη−1ṡterm corresponds to linear friction: oscillations are strongly

damped whenη is small. The
√

a2
−1λ term corresponds to a constant applied

torque.

The dynamics of equation (4.5) are quite simple and have beenfully investi-

gated ([15, 35, 6]). If|ωk
ω

√
a2
−1λ| > 1, the only invariant set is a stable periodic
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(attracting
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(frequency locked)

Figure 4.8: The bifurcation diagram of the forced pendulumn with torque(4.5) which is

equivalent to our Poincaré map (4.2 forǫ small enough. . In our map (4.2), the centre of

thekth frequency-locking interval inω is denoted byωk, η is a constant andλ is relative to

|ω − ωk|. Asω moves away fromωk, we expect to see the changes of the dynamics from

frequency-locked only to bistability and then to an attracting invariant curve only.

orbit. If |ωk

ω

√
a2
−1λ| < 1 andη−1 is large, then only equilibria exist. However,

bistability may occur when|ωk
ω

√
a2
−1λ| < 1 andη−1 is small. In this case, the

stable equilibria and periodic orbit coexist. See Figure 4.8 for the bifurcation

diagram of (4.5).

We now use this analysis to explain the dynamics of system (4.2) for small

ǫ. Firstly, note thatη−1 → 0 as x̂−1γ → 0. In other words, (4.2) can be well

approximated by the ODE equation (4.5) for small enoughη−1. Therefore, asω

moves away fromωk, i.e. ωk

ω

√
a2
−1λ moves away from 0, the dynamics of the

system (4.2) will also change from only frequency-locking to bistability, and then
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to having only a stable invariant curve, as was shown in Figure 4.6.

Therefore, we have proved the following proposition:

Proposition 4.3.2 The dynamics of the system (4.2) are equivalent to the dynam-

ics of a damped pendulum with constant torque (4.5) near the centres of each of

the frequency-locking intervals when the parametersǫ andγ are both sufficiently

small as long as(ǫ, γ) ∈ Φp for some p> 1.

4.3.3 The dynamics forω near 0

As was shown in 4.3.2, a one-dimensional attractor exists near the center of

each frequency-locking intervals except when the fixed point attractor dominate

the whole dynamics. However, we are not sure if this is alwaysthe case for gen-

eralω although our numerical simulation suggests that this one-dimensional at-

tractor always exists for allω. In this section, we prove the existence of this

one-dimensional attractor forω small enough.

We first prove a similar theorem analogous to Afraimovich’s Theorem 4.2.1

which provides a sufficient condition for the existence of an invariant curve as the

maximal attractor for their map (3.26). As we have discussedin section 4.2, their

result is only valid forx ∼ O(γd), which is irrelevant to the original ODE system.

Nevertheless, this is also true for the casex≫ O(γd), i.e. d near 1.

Consider the following system (¯x, θ̄) = F(x, θ) defined by:


















x̄ = µxd + γ(1+ asinθ)

θ̄ = θ + ω̃ − η̃ log x̄.
(4.6)

Fix γ. Recall that ˆx satisfies the equation ˆx = µx̂d + γ and suppose ˆx is of order

γ1/p for somep > 1, which is sufficiently large such that ˆx≫ r. This can be done

by lettingd be close enough to 1. We begin by proving that

D =

{

(x, θ) : 0 < x̂− 2a
1− dµx̂d−1

γ ≤ x ≤ x̂+
2a

1− dµx̂d−1
γ, 0 ≤ θ ≤ 2π

}

(4.7)
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is an invariant region forF.

Lemma 4.3.1 D is an invariant region for F.

Proof: DenoteĀ = 2a
1−dµx̂d−1 . If (x, θ) ∈ D, then, by Taylor expanding the first term

of the following inequality,

x̄ ≤ µ(x̂+ Āγ)d + γ(1+ asinθ)

= µx̂d + γdµx̂d−1Ā+ γ + γasinθ +O(γ2)

= x̂+ γdµx̂d−1Ā+ γasinθ +O(γ2)

≤ x̂+ γ(dµx̂d−1Ā+ a) +O(γ2)

= x̂+ γ a+adµx̂d−1

1−dµx̂d−1 +O(γ2)

< x̂+ Āγ +O(γ2),

sincedµx̂d−1 < dµxd−1
m = 1 by the definition ofxm in section 4.2. Similarly, ˆx− Āγ

provides a lower bound for ¯x of F in D since

x̄ ≥ µ(x̂− Āγ)d + γ(1+ asinθ)

= µx̂d − γdµx̂d−1Ā+ γ + γasinθ +O(γ2)

= x̂− γdµx̂d−1Ā+ γasinθ +O(γ2)

≥ x̂− γ(dµx̂d−1A+ a) +O(γ2)

= x̂− γ a+adµx̂d−1

1−dµx̂d−1 +O(γ2)

> x̂− Āγ +O(γ2).

Hence,D is an invariant region forF. �

This lemma implies the existence of an attractor forF in D. However, we

cannot at the moment identify what it looks like. The ’Annulus Principle’ provides

sufficient conditions forF to possess an invariant closed curve as its maximal

attractor. Here, the maximal attractor ofF in D is defined to be∩∞n=1Fn(D).

Theorem 4.3.1 (”Annulus Principle” [2]) Let Ψ : (x, θ) −→ (x̄, θ̄), x ∈ Rn, θ ∈

R
m, be a map of the form

x̄ = f (x, θ), θ̄ = θ + g(x, θ) (mod2π),
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where f, g are differentiable functions which are2π-periodic inθ = (θ1, . . . , θm).

Assume thatΨ maps an annulus D= {(x, θ) : |x| ≤ r0}, r0 > 0, into its interior.

Introduce the following norms of vectors or matrices in D:‖ · ‖ = sup(x,θ)∈D | · |,

where| · | is the Euclidean norm. If

(a) ‖(I + gθ)−1‖ < ∞,

(b) ‖ fx‖ < 1,

(c) 1− ‖(I + gθ)−1‖ · ‖ fx‖ > 2
√

‖(I + gθ)−1‖2 · ‖gx‖ · ‖ fθ‖,

(d) 1+ ‖(I + gθ)−1‖ · ‖ fx‖ < 2‖(I + gθ)−1‖,

where I is the m× m identity matrix and subscripts indicate differentiation with

respect to the corresponding variables, then the maximal attractor in D is an

invariant m-dimensional torus which is the graph of some function x= h(θ), where

h is2π−periodic inθ, and is smooth.

Now, we are ready to prove the following theorem:

Theorem 4.3.2 Suppose d andγ take values so that̂x ≫ γ. Then there exists a

constantδ, depending on d andγ, such that ifη̃a < δ and a< (xm−x̂)(1−dµx̂d−1)
2γ , then

there exists an invariant closed curve as the maximal attractor for F in D.

Recall thatxm is defined to satisfydµxd−1
m = 1.

Proof: Within and only within this proof, letf (x, θ) = µxd + (1 + asinθ)γ,

g(x, θ) = ω̃ − η̃ log x̄, M = x̂ + 2a
1−dµx̂d−1γ and m = x̂ − 2a

1−dµx̂d−1γ. Sincea <

(xm−x̂)(1−dµx̂d−1)
2γ , M < xm.

Let (x, θ) ∈ D. We proceed to check each of the conditions (a)-(d) in turn.

(a)

|gθ| =
∣

∣

∣

∣

∣

−
η̃acosθγ

µxd + (1+ asinθ)γ

∣

∣

∣

∣

∣

.

It is easy to prove that for each fixedx, the maximal value of the right hand side

in this last equality when varyingθ is

η̃aγ
√

(µxd + r)2 − a2γ2
,
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which is smaller than 1 for ˜ηa small enough. In this case,

‖(1+ gθ)
−1‖ = 1

1− η̃aγ√
(µmd+r)2−a2γ2

< ∞

is always satisfied.

(b) ‖ fx‖ = ‖dµxd−1‖ = dµMd−1 < dµxd−1
m = 1 since ˆx is smaller thanxm and

dµxd−1
m = 1 by the definition of ˆx andxm in section 4.2.

(c) ‖gx‖ = ‖−η̃ dµxd−1

µxd+γ(1+asinθ)‖ < η̃
dµMd−1

m sinceµxd+γ(1+asinθ) > mby Lemma

4.3.1 and‖ fθ‖ = aγ. By letting η̃a → 0, ‖(1 + gθ)−1‖ will tend to 1 and‖gx‖‖ fθ‖

will tend to 0. Thus, the third condition of the ’Annulus Principle’ is clearly true.

(d) Since‖(1+gθ)−1‖(2−‖ fx‖)→ 2−‖ fx‖ > 1 asη̃a→ 0, the fourth condition

is also valid.

Hence, the conditions of Theorem 4.3.1 are met in our case, for η̃a sufficiently

small, so we are done.�

Theorem 4.3.2 completes the case which is not considered by Afraimovich in

the proof of Theorem 4.2.1 in [3]. More precisely, recall that Afraimovich’s map

(3.26):


















x̄ = A(Bx+ γ(1+ asint))d

t̄ = t + ω̄ − η log(Bx+ γ(1+ asint)) (mod2π)
.

They prove that for the case ifx ∼ O(γd), i.e. d is large, there exists an invariant

curve as a maximal attractor for the system (3.26) if the conditions in Theorem

4.2.1 are satisfied. For the cased near 1, the first equation of this map is

x̄ = A
[

(Bx)d + γd(Bx)d−1(1+ asint) +O(γ2)
]

≈ ABdxd + γ(1+ asint) +O(γ2)
,

for |d − 1| small enough, while the second equation of this map is

t̄ = t + ω̄ − η

d

(

log x̄− logA
)

= t + ω̃ − η̃ log x̄.
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In other words, Afraimovich’s map (3.26) is equivalent to the map (4.6) whend

is near 1. It follows that, by Theorem 4.3.2, if the corresponding conditions are

satisfied, then their map (3.26) also has an invariant curve as its maximal attractor

for d near 1.

In our case,θ = 2ωt, a =
√

a2 andη = 2ωξ. Note that the definition of the

invariant setD in (4.7) depends onω. Nevertheless, since
√

a2 ր 1 asω ց 0,

we can always find an uniform invariant setD0, which is independent ofω, by

replacinga by 1. Then, because bothηa = 2ωξ
√

a2 anda tend to 0 asω→ 0, we

have

Corollary 4.3.1 Suppose d andγ are such that̂x ≫ γ. Then there exists anω0,

depending on d andγ, such that ifω < ω0, then system (4.2) has an invariant

closed curve as its maximal attractor in D0.

4.4 ǫ large

For large enoughǫ, by the results in section 4.2,xd becomes far smaller than

γ. In this case, the whole dynamics of the first equation of (3.24) depends on all

the terms exceptxd. Therefore, our Poincaré map can be further approximated by

dropping thexd term to take



















































x̄ = f1(x, t) = γ
[

µ1 + µ2(−a1 cos(2ωg) − b1 sin(2ωg))

−µ4(−a1 cos(2ω(t̄ − δ3)) − b1 sin(2ω(t̄ − δ3)))

−µ5(−a2 cos(2ωt̄) − b2 sin(2ωt̄))
]

+O(γ2)

t̄ = f2(x, t) = g− γ ξ

2e[1 − a2 cos(2ωt) + b2 sin(2ωt)]x−1 +O(γ2)

, (4.8)

whereg = t + µ3 − ξ log x.

This system is far more complicated than the system (4.2) andfirstly we will

deal with two extreme cases:ω ≫ 1 (section 4.4.1) andω ≪ 1 (section 4.4.2).
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Figure 4.9: The dynamics whenω→ ∞. The upper subplot shows that the ODEs system

tends to the averaged one (a blue dot on the right end). The linear relationship between

periodT and logγ is displayed on the lower subplot. The slope of this line is equal toξ.

The graphs are plotted for parameter valuesc = 0.25, e= 0.2 andγ = 10−6.

In general, both cases provide circle map dynamics. Numerical results will be

displayed in section 4.4.3 for the case of intermediate values ofω, where detailed

analytical study is not possible.

4.4.1 The dynamics for largeω

From the first equation of (4.8), we see that|xn−µ1γ| ∼ O(γ2) asω→ ∞. The

second equation of (4.8) indicates that the limit of the spending time of the map,
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Tn = tn+1 − tn, will be

T = µ3 − ξ log(µ1γ +O(γ2)) − γ ξ

2e
1

µ1γ+O(γ2) +O(γ2)

= µ3 − ξ

2eµ1
− ξ log(µ1γ) +O(γ)

= C1 − ξ logγ +O(γ),

whereC1 = µ3 − ξ

2eµ1
− ξ logµ1 is a constant.

In the limitω→ ∞, we expect that the forcing term of our ODE system (3.23)

can be replaced by the averaged one1
2(1− x)γ. In fact, the differences between the

Poincaré maps of the ODE systems for the perturbation function 1
2 and sin2(ωt)

are those terms in (4.8) with sin and cos which tend to 0 asω→∞.

Note that the above argument is also valid for the caseǫ near 0. But now, ˆx

becomes the asymptotic attractor for thex−dynamics asω → ∞. Therefore, we

have proved the following proposition

Proposition 4.4.1 The dynamics of the system (3.23) will tend to the averaged one

asω → ∞. For a givenγ, if ǫ is large enough, then the period of the attracting

periodic orbit T≈ C1 − ξ logγ for some constant C1.

The computational results also confirm this fact, (see Figure 4.9), and they

also demonstrate the linear relationship betweenT and logγ for largeω. The

slope takes the valueξ which provides another independent confirmation of the

analytic reduction carried out in Chapter 3.

Takingω large enough such thata1 ≈ a2 ∼ O(γ), thenx ≈ µ1γ. Substituting

this into the second equation of (4.8), we have

t̄ = t + µ3 − ξ log(µ1γ) − ξ

2eµ1
(1− √a2 sin(2ωt))

= t + ν + ξ
√

a2

2eµ1
sin(2ωt)

,

whereν = µ3 − ξ log(µ1γ) − ξ

2eµ1
. Let s= ω

π
t, then

s̄ = s+ ω
π
ν +

ξω
√

a2

2πeµ1
sin(2πs)

≈ s+ ω
π
ν +

ξ

4πµ1
sin(2πs)

, (4.9)
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since
√

a2 ≈ e
2ω whenω ≫ 1. (4.9) is actually the canonical family of the circle

maps

θ̄ = θ + α +
β

2π
sin(2πθ),

which are invertible ifβ < 1 and noninvertible ifβ > 1 as discussed in section

2.3.2. Comparing to this, we see that lettingω tend to∞ in our map (4.9) is

equivalent to lettingα tend to∞ and fixingβ = ξ

2µ1
in the canonical family of the

circle maps. Therefore, we have proved the following proposition:

Proposition 4.4.2 For large enoughω, there exists a constantµ0 near ξ/2 such

that (i) if µ1 > µ0, system (3.24) is equivalent to the canonical family of invertible

circle map; (ii) if µ1 < µ0, it is equivalent to the noninvertible ones.

In conclusion, the map (4.8) is roughly a periodic oscillator for ω near∞.

However, in detail, it still demonstrates a rather complicated dynamics as that of

the canonical circle map.

4.4.2 The dynamics forω near 0

In this section, we consider the other limiting case,ω → 0. In this case,

a1 ≈ a2 andb1 ≈ b2. The map (4.8) can then be further simplified to the form



































f1(x, t) ≈ µ1γ +
(

µ2
√

a1 sin(2ωg+ θ) + µ4
√

a1 sin(2ω(t̄ − δ3) + θ)

+µ5
√

a1 sin(2ωt̄ + θ)
)

f2(x, t) ≈ t + µ3 − ξ log(x) − ξ

2e(1− √a1 cos(2ωt))x−1γ,

(4.10)

whereθ = tan−1 a1
b1
≈ tan−1 a2

b2
≈ π

2.

We will takeµ5 near−µ1 to satisfy the assumption (A.1), and drop theµ2 and

µ4 terms for simplicity. In other words, we are looking at the dynamics in the

parameter space whereµ2 andµ4 near 0. In this case,x = µ1γ(1− √a1 cos(2ωt))
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is clearly an invariant curve for the system. Therefore, substituting this expression

for x(t) into (4.10), the whole dynamics can be represented by a one-dimensional

map

t̄ = h(t) = t + ν − ξ log(1−
√

a1 cos(2ωt)),

whereν = µ3 − ξ log(µ1γ) − ξ

2eµ1
.

Let s= ωt/π to normalize the effect ofω, the last equation then becomes

s̄= h(s) = s+
ω

π
ν − ω

π
ξ log(1−

√
a1 cos(2πs)). (4.11)

Numerical simulation shows that the dynamics of (4.11) fit the dynamics of the

original ODE system (3.23) very well. See Figure 4.10. Here,we takeν = 232.

A sequence of periodic windows with periodn, for n = 2, 3, 4, ..., can be easily

observed when we trackω down to 0.

Equation (4.11) is the lift of a degree 1 circle map defining on[0, 1) and,

because
√

a1 is near 1, this map will never be a homeomorphism for allω > 0.

More precisely, the equationh′(s) = 1+ 2ωξ
√

a1 sin(2πs)
1−√a1 cos(2πs) = 0 has at least one solution

for all ω because the upper bound of the absolute value of the last termis 2ωξ
√

a1√
1−a1
=

c/e+ (c/e)2 + (c/e)3 which is larger than 3 sincec/e> 1.

As we have mentioned in section 2.3.2, this kind of maps can demonstrate

more complicated dynamics than their homeomorphism counterparts as they can

possess rotation intervals instead of rotation numbers. Figure 4.11 shows the ro-

tation intervals of the map (4.11) which indicate the positions where the system

(4.11) has infinitely many periodic solutions. Recall that the rotation interval is

defined byρ( f ) = [ρ( f−), ρ( f+)], where f−(s) is the largest monotone function

which is smaller thanf (s) and f+(s) is the smallest monotone function which is

larger thanf (s). The definition ofρ( f ) is, as usual, the set of all possible rotation
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Figure 4.10: The dynamics of (a) the ODE system (3.23) and (b) the map (4.11) for

ω ∈ [10−3, 10−2]. Here we set theω-axis to be log-scaled. In both the ODE system and

the map, we can see that period-2, period-3,..., periodic solutions exist whenω decreases

toward 0. Each period-k solution appears due to a saddle-node bifurcation and then dis-

appears through a sequence of period-doubling cascade. This is an indication that both

systems can demonstrate chaotic dynamics in some intervalsof ω.

numbers:

ρ( f , x) = lim
n→∞

f n(x) − x
n

,

for different initial pointsx. Sincef− and f+ are monotone,ρ( f−) andρ( f+) are not

sets but two single values. Figure 4.11 is plotted by calculating numerically the

rotation numbers off− and f+ for eachω.

By R.S. MacKay and C. Tressers’ result [49], a non-trivial rotation interval of

f implies topological chaos. As a result, system (4.11) has chaotic dynamics at

thoseω where it has a non-trivial rotation interval. Note that thisidentification
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Figure 4.11: Rotation intervals of the map (4.11). Here we set theω-axis to be

log−scaled. For eachω, we plot the maximum (green) and minimum (blue) of all possi-

ble rotation numbers of the map (4.11). The existence of a rotation interval for someω

indicates the existence of infinitely many periodic solutions of the system for thisω.

doesn’t give the whole intervals inω where system (4.11) has chaotic dynam-

ics. As we have displayed in section 2.3.2, R.S. MacKay and C.Tresser [49]

also proved that there exist maps with frequency-locking but topological chaotic

dynamics. Therefore, there might be some intervals inω where system (4.11) is

frequency-locked but chaotic.

Comparing Figure 4.10 and 4.11, we can see that the period-n solutions are

located at thosesωwhereρ( f−) = ρ( f+). Also, we can note that, the interval where

period-n periodic solutions exist in Figure 4.11 is larger than in Figure 4.10. This

is due to the fact that period-doubling doesn’t change the rotation number. In the

following, we gives a first-order estimate for these intervals.

To derive the boundaries of the regions where period-n solutions exist, we

first consider a general circle mapφ(s) = s+ α + βp(s), wherep(s) is a periodic
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function with p(s + 1) = p(s). It is clear that a periodn solution exists when

α = 1/n andβ = 0. Therefore, forβ small enough, we can Taylor expandα =

1/n+ aβ + bβ2 +O(β3). By induction,

φn(s) = s+ nα + β(
n−1
∑

k=0

p(φk(s))).

Substituting the expansion ofα into the equationφn(s) = s+ 1, we have

a = −
1
n

n−1
∑

k=0

p(s+
k
n

)

and

b = −1
n

n−1
∑

k=1

p′(s+
k
n

)















a+
k

∑

l=1

p(s+
l − 1

n
)















.

In our case,α = ω
π
ν, β = ω

π
ξ and p(s) = − log(1 − √a1 cos(2πs)) where

a1 =
c2

c2+4ω2 . Consider the first order estimate of the region of (α, β) where a

period-n solution exists

ω

π
ν =

1
n
+

1
n

n−1
∑

k=0

log(1−
√

a1 cos(2π(s+
k
n

)))
ω

π
ξ,

and letMn andmn be the maximum and minimum of
∑n−1

k=0 log(1− √a1 cos(2π(s+

k
n))), respectively. Then

mn ≤
(

ω

π
ν − 1

n

)

nπ
ωξ
≤ Mn,

which implies
π

nν −mnξ
≤ ω ≤ π

nν − Mnξ
.

Therefore, the first order estimate of the interval inω where a period-n solution

exists is
[

π

nν −mnξ
,

π

nν − Mnξ

]

.
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This sequence of periodic intervals is actually an infinite sequence asω tends

to 0 if the only parameterν is taken to satisfyν > ξ log 2. More precisely, since

hn(s) = s+
nω
π
ν − ω

π
ξ

n−1
∑

k=0

log(1−
√

a1 cos(2πhk(s))),

we have

nω
π
ν − nω

π
ξ log(1+

√
a1) ≤ hn(s) − s≤ nω

π
ν − nω

π
ξ log(1−

√
a1).

If ν > ξ log 2, then the lower bound ofhn(s) − s is greater than 1 for large enough

n and for a fixedω since

nω
π
ν − nω

π
ξ log(1+

√
a1) >

nω
π
ξ
(

log 2− log(1+
√

a1)
)

> 0,

Note that, for a fixedω, hn(s)−sare bounded smooth periodic functions ofs for all

n. Therefore, if we consider the sequences of the graphsΓn,ω : {(s, hn(s) − s)}, for

eachω, there exists anω such that ifn > nω, then the graphΓn,ω is above the hori-

zontal lineL̄ : {(s, 1)}. In addition, it is easy to see that the upper bound ofhn(s)−s

tends to 0 asω→ 0. In other words, thoseΓn,ω which are above the horizontal line

L̄ will eventually intersect it if we decreaseω. Sincehn(s)− s is smooth, it follows

that, for each fixedn, period-n solutions of (4.11) appear through a saddle-node

bifurcation and disappear through another saddle-node bifurcation asω decreases.

Hence, we have proved

Proposition 4.4.3 For each n∈ N, if ν > ξ log 2, then there exists an interval of

ω within which a period-n orbit appears for the system (4.11).

The period-n interval can only ensure us the existence of a period-n solution.

However, the occurrence of a rotation interval can be viewedas a synonymous of

chaos since it indicates the existence of infinitely many periodic orbit of different

periods.
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Figure 4.12: The boundaries of the Arnol’d tongues (P−n and P+n , red) and the homo-

clinic bifurcation curves (Hn, purple) of the map (4.11). The blue line is the points where

(α, β) = (ωπ ν,
ω
π ξ), which is the case of (4.11). When lettingω down to 0, we are following

the blue line down to the origin point. For each fixedβ, if P−n ≤ α ≤ P+n , then there exists a

period-n solution. IfP−n ≤ α ≤ Hn, then the system has infinitely many periodic solutions

including period-n due to the homoclinic bifurcation occuring atHn.

Figure 4.12 is the bifurcation diagram of the map (4.11). Theblue line denotes

the points where (α, β) = (ω
π
ν, ω

π
ξ). For each fixedω, we have a normal Arnold’s

tongue picture for the map ¯s = s+ α − β log(1− √a1 cos(2πs)). So for a given

value ofβ = ω
π
ξ, we can record thoseα where the bifurcations occur. The red and

purple curves then show the values ofα where we have saddle-node (P+n andP−n )

and homoclinic bifurcations (Hn), respectively. Specifically, theseP+n ’s, P−n ’s and

Hn’s are functions ofβ. Recall that a homoclinic cycle exists after a homoclinic

bifurcation and, as we have discussed in section 2.3.2, thishomoclinic cycle gives

chaotic dynamics. Asω moves toward 0, we move down on the blue line and
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we expect a period-n solution to occur ifα ∈ [P−n , P+n ] before the homoclinic bi-

furcation, after which infinitely many periodic solutions appear and coexist when

α ∈ [P−n , Hn]. This period-n solution then disappear when passing through the

other endP−n of period-n region.

All in all, system (3.24) displays noninvertible circle mapdynamics forω

small enough and the parametersµ2, µ4 ≈ 0 andµ5 ≈ −µ1. The sequence of

period-n intervals always exists for everyn ∈ N if µ1 andµ3 satisfyµ3−ξ log(µ1γ)−
ξ

2eµ1
> ξ log 2.

4.4.3 The dynamics for intermediate values ofω

Within our Poincaré map (4.8), the dynamics are decided by two main terms

coming from the derivation of local and global maps. Recall that the terms con-

tainingωg come from local maps while those containingωt̄ from global ones.

When the forcing frequencyω is very small, the effect of perturbation on local

map is expected to fade out because of longer spending time. In this sense, taking

µ2 to be near 0 in section 4.4.2 becomes reasonable.

As ω increasing, the dynamics of (4.8) are also affected more and more by

the local terms. In other words, local and global terms compete to each other for

the dynamics of (4.8) and we cannot reduce the form of our Poincaré map further.

Therefore, we will only display numerical results for the dynamics of (4.8).

The numerical integration of the ODE system and the iteration of our 2D

Poincaré map, in the case :c = 0.25, e = 0.2 andγ = 10−6, agree very well

as shown in Figure 4.13. Here, we setµ1 = 9.6, µ2 = 0.3, µ3 = 17,µ4 = 26.4 and

µ5 = −35.7.

The main features of the dynamics of the ODEs system as well asthe Poincaré

map system are a sequence of frequency-locking areas with chaotic regions in

between. At the ends of the frequency-locking intervals, the periodic orbit un-
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Figure 4.13: Frequency locking windows for the ODEs system (upper) and Poincaré map

(lower) whenc = 0.25, e = 0.2 andγ = 10−6. The parameters in the Poincaré map are:

µ1 = 9.6, µ2 = 0.3, µ3 = 17,µ4 = 26.4 andµ5 = −35.7.

dergoes a saddle-node bifurcation and then disappears. Figure 4.14 confirms this

assertion. Denotetn modπ/ω astn for simplicity. We plottn+1 againsttn for fixed

ω = 0.0428,c = 0.25 ande = 0.2 (other parameters are the same as those in

Figure 4.13).

Note also that the bistability phenomenon, which happens whend near 1, dis-

appear. This is due to the saddle-node bifurcations, which result in the occurrence

of equilibrium points, all occuring at the maxima and minimaof the invariant

curves whenc/e is large enough. More precisely, supposex = h(t) is the invariant

curve of the system and denotex(ω) is the fixed point of (4.8) if it exists. Then for

thosed large enough, maxt h(t) atω+k = x(ω+k ) and mint h(t) atω−k = x(ω−k ), where

ω+k , ω
−
k are the end points of thekth frequency-locking interval ofω. In contrast,
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Figure 4.14: Circle-map-like dynamics. We plottn+1 againsttn for fixed ω = 0.0428

e= 0.2 andc = 0.25.

the invariant curve is around ˆx+O(γ) which is far away fromx(ω+k ) andx(ω−k ) in

the cased near 1.

Although the disappearance of the bistability looks just like the result of in-

creasingη−1 in the forced damped pendulum system (4.5), we emphasize that the

period-doubling bifurcations, which happen in some frequency-locking intervals

of ω with lower indexk, are not captured by (4.5).

A better way to explain this is through circle maps. In section 4.4.1 and 4.4.2,

we have shown that our Poincaré map is equivalent to two families of circle maps:

s̄= s+ ω
π
ν + ξ

4πµ1
sin(2πs) for largeω, ands̄= s+ ω

π
ν − ω

π
ξ log(1− √a1 cos(2πs))

for ω near 0. It turns out there might be a transition between thesetwo families

when we varyω from near 0 to near∞.

In our numerical simulation,µ1 is 9.6 which is slightly larger thanξ/2. By

Theorem 4.4.2, this indicates that, for large enoughω, the dynamics of our Poincaré
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Figure 4.15: 0-1 test result computed by regression method forc = 0.25, e = 0.2 and

γ = 10−6.

map is equivalent to the canonical family of invertible circle maps

s̄= s+
ω

π
ν +

b
2π

sin(2πs), (4.12)

whereb < 1. Therefore, for large enoughω, our Poincaré map will turn, from

a noninvertible circle map, into a near invertible or invertible canonical circle

map. In other words, the period-doubling bifurcations which can be seen in some

frequency-locking windows (see Figure 4.13) must eventually disappear asω in-

creases.

From this point of view, the regions that we have called ’chaotic’ in the last

few paragraphs might not be actually chaotic, especially for largeω. Indeed,

almost all maps of the family (4.12) withb < 1 possess periodic dynamics except

for values ofω in a set of measure near 0, forω between two frequency-locking

intervals. It is well-known that the canonical circle maps (4.12) in the invertible
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case cannot produce chaotic dynamics. In contrast, since chaotic dynamics are a

common phenomenon for a family of noninvertible circle maps, it follows that our

Poincaré maps are expected to demonstrate truly chaotic dynamics for smallω.

The ’0-1 test’ has been implemented to confirm this assertionnumerically.

Recall from section 2.4 in Chapter 2 that the 0-1 test distinguishes between regular

and chaotic dynamics in a deterministic system. If the asymptotic growth rateK

of a time series of data is 1, the test proves the occurrence ofchaotic dynamics. In

contrast, the test returnsK = 0 if the underlying dynamics is regular (i.e. periodic

or quasiperiodic). Figure 4.15 shows that the dynamics are always regular for

large enoughω even in the ’chaotic’ regions. Here, for eachω, we use regression

method for 9,000 data points and taken = 900. K is defined to be the median of

K̟ for 100̟ ∈ (0, π). For the definitions of notations, please refer to section 2.4.

4.5 The effect of varying γ

So far, we have presented a thorough study on the dynamics of the system

(3.23) for differentd and fixedγ. In this section, we discuss the effect of changing

γ for a fixedd.

In section 4.2, the order of the time-averaged system was shown to depend

on a combination ofd andγ. Nevertheless, changingd will never be the same

as changingγ. This is because changes ind affect the unstable manifolds of the

equilibrium points in the unperturbed system and hence affect all the unknown

parameters in Poincaré map (3.24).

Firstly, we consider the case whenǫ is large. Figure 4.16 displays the bifur-

cation structure of the ODE system and shows how it scales with γ for c = 0.25

ande = 0.2. The figures for each value ofγ are quite similar except that more

period-doubling bifurcations occur for smallerγ. We explain why this happens in
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Figure 4.16: Bifurcation structure of the ODE system and its scaling withγ for c = 0.25

ande= 0.2. The ends of thekth frequency-locking intervals are located on the gree dashed

curves and the red dashed lines which are defined by (4.13) and(4.14), respectively.

the following paragraph.

Recall that, forω small enough, the system is equivalent to a non-invertible

circle map (4.11):

s̄= h(s) = s+
ω

π
ν −

ω

π
ξ log(1−

√
a1 cos(2πs)),

whereν = µ3 − ξ log(µ1γ) − ξ

2eµ1
. Supposeω∗ is such that the ODE system can

be well-approximated by (4.11), and that period-doubling bifurcations happen in

all the frequency-locking intervals for which 0< ω < ω∗. Note that the term

−ω∗
π
ξ log(1− √a1 cos(2πs)) will not be affected if we changeγ. Therefore, by

decreasingγ, we are only increasingω∗
π
ν and hence including more and more

frequency-locking intervals ofω within ω < ω∗.

Also, by (4.11), we can notice that the endsω+k , ω
−
k of thekth frequency-locking
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intervals inω all satisfy

ω±k
π
ν −

ω±k
π
ξ log(1±

√
a1) = k,

which implies

logγ = − πk
ξω±k
+
µ3

ξ
− 1

2eµ1
− log(µ1(1±

√
a1)), (4.13)

wherek = 1, 2, ..., is small enough such that the ODE system is equivalent to the

non-invertible circle map (4.11). We denote these curves inFigure 4.16 by green

dashed curves. These curves can be replaced by straight lines

logγ = −
(

π

ξ
k±

1
4µ1

)

1
ω±k
+
µ3

ξ
−

1
2eµ1

− logµ1, (4.14)

for large enoughω where the ODE system is equivalent to the invertible circle

map (4.9)

s̄= s+
ω

π
ν +

ξ

4πµ1
sin(2πs).

The red dashed lines display good match in Figure 4.16.

Figure 4.16 also demonstrates an interesting phenomenon. If we fix ω and

let γ decrease, we will trace out a similar bifurcation structureas we observe in

the usual case of fixingγ and increasingω. In other words, for a fixed periodic

perturbation, changing the strength of the forcing term will produce a sequence of

isolated intervals where periodic attractors exist, with complex dynamics between

them. This has implications for a coupled heteroclinic system because in this situ-

ation of coupled heteroclinic cycles, the effective frequency of the forcing term is

unknown and all we can do is to control the forcing strength through the coupling

coefficient.

In the caseǫ near 0, the ODE system near the centre ofkth frequency-locking

interval ofω is equivalent to the forced damped pendulum (4.5):

s̈+ η−1ṡ+ sins=
ωk

ω

√
a2
−1λ,
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whereη−1 =

√

eγ
6x̂ωk

. By section 4.2, we have to be very careful in lettingγ

decrease. Ifγ is too small, the average ˆx of x will becomeO(γ) and thus the

ODE system cannot be well estimated by (4.5). Therefore, we consider only large

enoughγ such that the ODE system remains equivalent to (4.5). In thiscase, de-

creasingγ makes intervals inω in which we have only frequency-locking (and no

bistability) smaller becauseη−1 is also decreasing. However, the whole bifurcation

structure remains qualitatively unchanged.

4.6 Comparison with a periodic system perturbed

by a periodic forcing

Consider a more general perturbation in the form (1− x)(δ( f (2ωt) − A) + γA)

whereδ andγ are independent parameters, andA = 1
2π

∫ 2π

0
f (t)dt. Then the system

(1.3) becomes


































ẋ = x(1− (x+ y+ z) − cy+ ez) + (1− x)(δ( f (2ωt) − A) + γA)

ẏ = y(1− (x+ y+ z) − cz+ ex)

ż = z(1− (x+ y+ z) − cx+ ey)

. (4.15)

For δ = γ, we recover the original system (1.3). The independent parametersδ

andγ enable us to vary the amplitude and mean of the perturbation function sep-

arately. As the mean and amplitude of the perturbation function γ(1− x) sin2(ωt)

are the same, the analysis we have done so far can be only served as a model

for a heteroclinic system with such kind of perturbation. Byseparating the mean

and amplitude of the perturbation function, we obtain the benefit of being able to

understand the dynamics of a heteroclinic system with a general periodic pertur-

bation function. In this section, we will show how the dynamics of the system

(4.15) changes as we move from the caseδ ≪ γ to the caseδ = γ. To keep the

biological meaning of (4.15), the caseδ > γ will not be discussed.
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Firstly, we prove that there exists a periodic attractor forδ = 0:



































ẋ = x(1− (x+ y+ z) − cy+ ez) + γ(1− x)A

ẏ = y(1− (x+ y+ z) − cz+ ex)

ż = z(1− (x+ y+ z) − cx+ ey)

. (4.16)

There is no need to derive the Poincaré map of this system step by step again since

we need only to refer back to the general expression for the Poincaré map given

by (3.18). SubstitutingA into it, we get

L1(x, t) = e−c(T3(0)−T2(0)
∫ T3(0)

T2(0)
ec(τ−T2(0))Adτ

= A/c(1− e−c(T3(0)−T2(0))) = ν1 − ν2xd,

whereν1 andν2 are constants, and,

L2(x, t) =
∫ T1(0)

t
e−e(τ−t)Adτ =

A
e

( x
h
− 1

)

.

Since the unstable manifold ofP′2 is time-independent in this case,G1(x, t) and

G2(x, t) give two constants. Therefore, the Poincaré map of the system (4.16) is

of the form


















































f1(x, t) = µxd + [ν3 + ν4xd]γ +O(γ2)

= µxd + ν3γ +O(γ1+d)

f2(x, t) = t + µ3 − ξ log x+ ξA
e (1/h− x)γ

= t + µ3 − ξ log x+O(γ)

. (4.17)

whereν3 andν4 are constants.

Clearly, there is an attracting fixed pointx0 for γ small enough for the first

equation of (4.17) sinced > 1. This implies the existence of a periodic attractor

for the corresponding system (4.16). Moreover, the period of this periodic solution

is approximatelyµ3 − ξ log x0.

Therefore, in some sense, system (4.15) for whichδ , 0 is merely a periodic

oscillator perturbed by a periodic function.
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Chapter 4. 4.6. Comparison with a periodic system perturbedby a periodic forcing

In the following, we takef (2ωt) = sin2(ωt). As we have shown in Remark

3.3.3, the Poincaré map of system (4.15) withf (2ωt) = sin2(ωt) is:


















































































x̄ = f1(x, t) = µxd + γµ1

+δ
[

µ2(−a1 cos(2ωg) − b1 sin(2ωg))

−µ4(−a1 cos(2ω(t̄ − δ3)) − b1 sin(2ω(t̄ − δ3)))

−µ5(−a2 cos(2ωt̄) − b2 sin(2ωt̄))
]

+O(γ2)

t̄ = f2(x, t) = t + µ3 − ξ log(x)

− ξ

2e

[

γ − δ (a2 cos(2ωt) + b2 sin(2ωt))
]

x−1 +O(γ2)

.

(4.18)

In the case whenǫ is large andω is near 0, the first equation of this map (4.18)

can be reduced further, by assumingµ2 andµ4 to be near 0 andµ5 to be near−µ1

and noting thatxd term can be ignored as we did in section 4.4.2, into:

x̄ = f1(x, t) = µ1(γ − δ
√

a1 cos(2ωt̄)).

So, x = µ1(γ − δ
√

a1 cos(2ωt̄)) is an invariant curve for the system. Substituting

this expression forx(t) into the second equation of (4.18) and lettings = ωt/π,

this map can then be represented by a one-dimensional map:

s̄= h(s) = s+
ω

π
ν −

ω

π
ξ log(1− γ−1δ

√
a1 cos(2πs)), (4.19)

whereν = µ3 − ξ log(µ1γ) − ξ

2eµ1
. Sinceh′(s) = 1 + 2ωξγ−1δ

√
a1 sin(2πs)

1−γ−1δ
√

a1 cos(2πs) , (4.19) is

invertible if and only ifh′(s) = 0 has no real solutions, which is true if and only

if (γ−1δ)2 < c2+4ω2

c2+4ω2c2ξ2 . Note that c2+4ω2

c2+4ω2c2ξ2 ր 1 asω ց 0. Therefore, (4.19) is

invertible over the whole range ofω for which it applies ifγ−1δ is small enough.

Moreover, ifδ ≪ γ, (4.19) is very close to the rigid rotation ¯s= s+ ω
π
ν and hence

we expect that all the period-k intervals have widths that tend to zero asδ → 0;

thus they will be very difficult to observe in numerical simulations.

In the caseγ−1δ near 1, (4.19) remains invertible for all small enoughω but

becomes non-invertible at largeω. This is always the case untilγ−1δ = 1, at which
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Chapter 4. 4.6. Comparison with a periodic system perturbedby a periodic forcing

Figure 4.17: The transition of the dynamics of (4.15). Here we compare thedynamics for

a fixedγ = 10−6 with differentδ: (a)δ = 9.99×10−7 = 0.999γ, (b)δ = 9.5×10−7 = 0.95γ

and (c)δ = 10−7 = 0.1γ. Theω-coordinate is inlog-scale.

point it becomes non-invertible for all validω. This is consistent with the results

we proved in section 4.4.2.

Figure 4.17(c) shows that the dynamics of the ODE system (4.15) for ω near

0 are almost the same as a rigid rotation forδ ≪ γ. The dynamics appears to be

periodic or quasiperiodic for allω. As we increaseδ, the widths of the period-k

intervals increase, and they can be clearly observed, as shown in Figure 4.17(b).

Compared to Figure 4.10, period-doubling bifurcations appear in some, but not

all, period-k intervals ofω for δ = 9.99× 10−7 andγ = 10−6. This indicates that

the dynamics of (4.15) here correspond to the non-invertible circle map case.

By a similar argument as we did in section 4.4.1, we discuss the caseω large

andǫ large as follows. Takingω large enough such thata1 ≈ a2 ∼ O(γ), then
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Chapter 4. 4.6. Comparison with a periodic system perturbedby a periodic forcing

the first equation of the Poincaré map (4.18) givesx ≈ µ1γ sincexd term can be

ignored in this case. Substituting this into the second equation of (4.18), we have

t̄ = t + ν + γ−1δ
ξ
√

a2

2eµ1
sin(2ωt),

whereν = µ3 − ξ log(µ1γ) − ξ

2eµ1
. Since

√
a2 ≈ e

2ω , by letting s = ω
π
t, the last

equation then becomes

s̄≈ s+
ω

π
ν +

ξ

4πµ1
γ−1δ sin(2πs),

Clearly, it is always an invertible circle map for any fixedµ1 if δ is small enough.

Figure 4.18 shows the regions where the ODEs system (4.15) isequivalent

to an invertible or non-invertible circle map. The green line is the case when

γ = δ, which has been studied in previous sections. As was showed in Proposition

4.4.2, for large enoughµ2 andω, the caseγ = δ provides invertible-circle-map

dynamics. This implies that the blue curveC2 will eventually intersect the green

line. However, this is not the case ifµ2 is not large enough. As it stands, we are

not sure if the two blue curves intersect or not for small enoughγ−1δ.

For the case ofǫ near 0, by the same way as we did in section 4.3.2, the

Poincaré map (4.18) now takes the form



















x̄ = µxd + µ1
[

γ + δ(−a2 cos(2ωt) + b2 sin(2ωt))
]

t̄ = t + µ3 − ξ log x̄
,

which can be reduced, by defining a newγ andµ3, into



















x̄ = µxd + γ
(

1+ γ−1δ
√

a2 sin(2ωt)
)

t̄ = t + µ3 − ξ log x̄
,

Clearly, the analysis in section 4.3.2 for the dynamics nearthe centre of the

k-th frequency-locking interval can be proceeded directly by only replacing
√

a2
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Chapter 4. 4.7. Discussion

Figure 4.18: The schematic diagram depicted the regions where the 2 parameter ODEs

system (4.15) is equivalent to an invertible or non-invertible circle map forǫ large.

with γ−1δ
√

a2. Therefore, system (4.15) is equivalent to the forced damped pen-

dulum with torque:

s̈+ η−1ṡ+ sins= γδ−1ωk

ω

√
a2
−1λ, (4.20)

whereη2 =
6ωk x̂

eγ . Referring to Figure 4.8, the only attractor of (4.20) is a sta-

ble periodic orbit if|λ| > γ−1δ ω
ωk

√
a2, and a stable equilibrium exists otherwise.

Therefore, what we observe in theω − T figure of system (4.15) when decreasing

δ is only the shrinking of the frequency-locking intervals and the decreasing of

the amplitude of the invariant curve.

4.7 Discussion

In this chapter, we have presented analytic studies of the dynamics of the

Poincaré map of a G-H system perturbed by a periodic function. The frequency
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Chapter 4. 4.7. Discussion

ω of the perturbation function is varied continuously in order to examine the bi-

furcation structure of the system. The results also provideexplanations of the

frequency-locking phenomena in the original ODEs system reported by Rabi-

novichet al [63].

We first notice that the order of the time-averaged map depends on bothγ

andc for a fixede. Therefore, to make the problem in the same scale, we have

to adjustc when lettingγ tend to 0. This argument was not found in the work

done by Afraimovichet al. Moreover, we can now identify two different cases in

which the maps can be reduced into two different forms and the dynamics they

demonstrates are two different types of oscillators weakly perturbed by another

oscillator.

More precisely, we call the case ’ǫ near 0’ if, for a givenγ, ǫ is small enough

such thatxd term plays an important role for the dynamics of our Poincar´e map. In

this case, we observe stable equilibrium points and stable 1-dimensional invariant

curves dominate the dynamics in turns when varyingω. There are overlappings of

these two scenarios where bistability occur. We have provedthat the model map,

which demonstrates similar dynamics as the original ODE system, is basically

equivalent to a damped pendulum with constant torque near the centres of each

frequency-locking intervals.

As for the case whereǫ is large enough thatxd term doesn’t affect the dynam-

ics, bistability disappears. What we can see is a sequence offrequency-locking

intervals ofω with chaotic-like windows in between; see theω − T plot in Figure

4.13. We have proved that the map (or the original ODE system)is now equivalent

to circle maps. These circle maps could be invertible or non-invertible depending

on the size ofω and the parameters in the map. Therefore, for large enoughω

and parameters, the chaotic-like windows are actually not chaotic but periodic or

quasi-periodic. However, for some intervals of smallω, the system does demon-
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Chapter 4. 4.7. Discussion

strates topological chaos. This is supported by strong numerical evidence from (i)

0-1 test and (ii) the calculation of rotation intervals.

We have also demonstrated that the G-H system perturbed by a general class

of periodic functions (1− x)(δ( f (2ωt) − A) + γA) can be regarded as an oscillator

perturbed by a periodic function. As we have shown previously for the special

caseγ = δ in section 4.3 and 4.4, there are intrinsic differences between the

caseǫ near 0 andǫ large for all 0< δ < γ. For the caseǫ near 0, there is no

major difference in the dynamics between the caseγ = δ andδ < γ. However,

if ǫ large andδ < γ, the system is equivalent to an invertible, non-invertibleand

then invertible circle map whenω increasing from 0 to∞. The results here can

be considered as good descriptions in general for the dynamics of a heteroclinic

system perturbed by a periodic function.

A well analytic study forω of intermediate size is still needed. The difficulty

comes from the fact thatω is now the same order ofc ande and hence we are

unable to reduce the Poincaré map into a simpler form.
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Chapter 5

Symmetric Solutions in Coupled

Cell Systems

5.1 Introduction

It is well known that symmetric periodic solutions could exist in a system with

symmetry. For example, theSO(2)-equivariant differential equation


















ẋ = (1− (x2 + y2))x− y

ẏ = (1− (x2 + y2))y+ x

has a periodic solutionx(t) = cost, y(t) = sint with SO(2)-symmetry. However,

symmetry in a system doesn’t generically imply that every solution is symmetric.

Note that ifẋ = f (x) is Γ-equivariant and the action ofΓ onRn is irreducible then

f (0) = 0. So the solutionx(t) = 0 isΓ-equivariant, i.e. in this case there is always

at least oneΓ-symmetric solution trajectory.

Spatially symmetric periodic solutions in a symmetric system possess tem-

poral symmetry automatically [28]. More precisely, suppose ẋ = f (x) is a Γ-

equivariant system, whereΓ is a symmetry group, andx(t) is aT-periodic solu-

tion of it. If γ ∈ Γ is a symmetry ofx(t), thenγx(t) and x(t) must be identical,
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Chapter 5. 5.1. Introduction

i.e. γ{x(t)} = {x(t)}. By the uniqueness of solutions of ODE system, there exists

θγ ∈ S1 = [0,T] such thatγx(t + θγ) = x(t). In other words, (γ, θγ) ∈ Γ × S1 is

a spatio-temporal symmetry of the periodic solutionx(t). We denote the group of

all spatio-temporal symmetries ofx(t) by Σx(t).

It is clear that the map (γ, θγ)→ γ is an isomorphism fromΣx(t) to H, where

H = {γ ∈ Γ : γ{x(t)} = {x(t)}}.

In other words,H is the group of all spatio-temporal symmetries ofx(t). We call

a symmetryγ of x(t) a spatial symmetry ifθγ = 0 and let

K = {γ ∈ Γ : γx(t) = x(t) , ∀t}

be the group of all spatial symmetries ofx(t). In the caseK = {1}, we call the

periodic solution trivial. For example,x(t) = (ǫ sint, ǫ sint, ǫ sint, ǫ sint) is a

trivial periodic solution of the system

ẋi = ǫ cost, for i = 1, ..., 4,

which is aZ4-symmetric (cyclically symmetric) system

ẋi = 0, for i = 1, ..., 4,

perturbed by periodic functionsǫ cost.

The following theorem, due to P-L. Buono and M. Golubitsky, characterizes

possible spatio-temporal symmetry of periodic solutions of a Γ-equivariant sys-

tem.

Theorem 5.1.1 ([28]) Let Γ be a finite group acting onRn. There is a periodic

solution to someΓ-equivariant system of ODEs onRn with spatial symmetries K

and spatio-temporal symmetries H if and only if

(a) H/K is cyclic,

112



Chapter 5. 5.1. Introduction

(b) K is an isotropy subgroup,

(c) dim Fix(K)≥ 2. If dim Fix(K)=2, then either H= K or H = N(K),

(d) H fixes a connected component of Fix(K)\LK .

Moreover, when these conditions hold, hyperbolic asymptotically stable limit cy-

cles with the desired symmetry exist.

We are not going to discuss this theorem in detail. Nevertheless, according to

this theorem, it is necessary thatH/K is cyclic for a periodic solution to have a

spatio-temporal symmetry. In this sense, we will only consider periodic solutions

of Zn-symmetric systems in this chapter, whereZn is the cyclic group generated

byσ : (x1, ..., xn)→ (xn, x1, ..., xn−1).

In a system containing a robust heteroclinic cycle which is stable, we can pro-

duce an attracting periodic solution either by adding perturbation terms to break

the parts of the symmetry group which lead to the existence ofthe fixed point

subspaces which support the connections, or by coupling thesystem with another

one. In the second case, we expect that synchronization could occur and the ra-

tio of frequencies of two heteroclinic cycling subsystems could be rational. The

question then arises: in a system with symmetry, what is the general form of the

ratio of frequencies between two oscillating subsystems ifthey are symmetric?

M. Tachikawa in [74] considered an ecological system consisting of two repli-

cator equations coupled diffusively. Of these two replicator equations, one has

a heteroclinic cycle attractor and the other one has a limit cycle attractor. In his

paper, frequency-locking intervals with specific ratios offrequencies can be ob-

served numerically when varying the strength of coupling. The author explained

graphically that these specific ratios come from the existence of symmetric peri-

odic solutions. In this chapter, we investigate analytically the possible ratios for

symmetric periodic solutions.

Instead of studying coupled systems directly, we firstly consider a single sys-
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tem with periodic perturbations. This is similar to considering the projection of

the whole coupled system to a single one. More precisely, suppose the coupled

system is


















ẋ = F1(x) + ǫ(y− x)

ẏ = F2(y) + ǫ(x− y),

where x, y ∈ Rn and the system has a periodic solution (¯x(t), ȳ(t)). We call it

a coupled cell system with two cells:x-cell andy-cell. Then thex-cell can be

written as a system with periodic external perturbation function ȳ(t):

ẋ = F̄1(x) + ǫȳ(t),

for which x̄(t) is a periodic solution. It follows that the possible ratiosof frequen-

cies between periodic solutions in the two cells is the same as those between the

periodic solution and the perturbation function inx-cell system.

Therefore, we consider

ẋ = F(x) + φ(t), (5.1)

wherex ∈ Rn, φ(t) = (φ1(t), ..., φn(t)) andφi ’s are periodic functions of periodTφ.

Suppose that the action of the cyclic groupZn onRn is generated by

σ : (x1, ..., xn)→ (xn, x1, ..., xn−1),

and the unperturbed system ˙x = F(x) is Zn-equivariant. In other words,σF(x) =

F(σx). In the case when there exists a non-trivial periodic solution X(t) in the

system, i.e. the spatial symmetry ofX(t) is K = {1}, we are interested in whether

this periodic solution hasZn-symmetry or not, and the ratio of frequencies between

the periodic solution and the perturbation function.

The structure of this chapter is as follows. In section 5.2.1, we give a necessary

condition of the perturbation functions for system (5.1) tohave a non-trivial peri-

odic solution withZn symmetry. The ratio of frequencies between aZn-symmetric
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Chapter 5. 5.2. Symmetric solutions in systems with periodic perturbations

periodic solution and the perturbation function will be identified in section 5.2.2.

The results obtained in these two sections can be easily extended to a generalZp-

symmetric case whereZp is a subgroup ofZn. We show these in section 5.2.3

followed by a discussion of the ratio of frequencies of a non-symmetric periodic

solution in section 5.2.4. In section 5.3, we consider the Guckenheimer-Holmes

system with periodic perturbations as an example to check the validity of the re-

sults. By analysing the Poincaré map of the system, we proveresults analogous

to those in section 5.2.1 and 5.2.2. As a result, we are able toidentify the possi-

ble positions of the frequency-locking windows where period-1 periodic solutions

with Z3-symmetry exist. Here, we call a periodic solution a period-1 periodic

solution if it intersects any cross section at only one point. We then discuss cou-

pled cell systems in section 5.4 where we prove that periodicorbits have the same

cyclic symmetry in each of the two cells and also derive the form of the ratio of

frequencies between two symmetric periodic solutions in two cells. Tachikawa’s

system is studied as an example of our analytic results. We close this chapter with

discussion in section 5.5.

The periodic solutions we considered in the following sections will always

be non-trivial. Therefore, for simplicity, the term ’non-trivial’ will be neglected

throughout this chapter without further comment. Also, we will always take suf-

fixes to be modulon in this chapter.

5.2 Symmetric solutions in systems with periodic per-

turbations

In this section, we study non-trivial symmetric periodic solutions in the system

(5.1).

SupposeX(t) is a periodic solution of periodP and letτs be a temporal op-
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erator which translates time by an amounts, i.e. τsX(t) = X(t + s). We firstly

consider theZn-symmetric case.

5.2.1 Zn-symmetric periodic solutions

The periodicity ofX means thatτPX(t) = X(t) andτPẊ(t) = Ẋ(t) for all t. This

impliesF(X(t + P)) + φ(t + P) = F(X(t)) + φ(t) for all t. Therefore,P = kTφ for

somek ∈ N.

Definition 5.2.1 Suppose X(t) is a periodic solution of system (5.1). X(t) pos-

sesses Zn-symmetry ifσ{X(t)} = {X(t)}.

If X(t) possessesZn-symmetry, then by the uniqueness of ODE solutions there

exists aθ such thatσ ◦ τθX(t) = X(t) for all t. By induction,X(t) = σnX(t) =

X(t − nθ) for all t. Therefore,θ = lP/n for some integerl. Conversely, it is trivial

thatX(t) possesses theZn-symmetry ifσ ◦ τlP/nX(t) = X(t) for all t for somel. In

short, a spatial-symmetric periodic solution also inducestemporal-symmetry.

Moreover,X(t) hasZn-symmetry if and only if

σm ◦ τP/nX(t) = X(t), (5.2)

for all t and some integerm with (m, n) = 1, i.e. m andn are coprime. This is

because that{1, σm} can generate the whole groupZn if and only if (m, n) = 1.

More precisely, (5.2) is valid if and only if

σmX(t) = X(t − P/n).

Since there exists an integerl such thatσlm = σ, the last equation is equivalent to

σX(t) = X(t − lP/n).
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By the last paragraph, this is equivalent to thatX(t) has theZn-symmetry. In

other words,X(t) hasZn-symmetry if and only if there exists an integerm with

(m, n) = 1 such thatσmX is doing att = 0 whatX did at a timeP/n ago.

For example, inR4 as depicted in Figure 5.1, a pointxE on aZ4-symmetric

periodic trajectory could arrive at the pointσxE (the casem = 1) or σ3xE (the

casem = 3) after a period of timeP/4. Note that the solution could possess only

Z2-symmetry instead ofZ4 if it takes a quarter of the periodP from xE to σ2xE

(the casem= 2).

Remark 5.2.1 In the case X(t) is trivial, (5.2) is not a necessary condition for

Zn-symmetry. For example, consider

ẋi = γ cost, for i = 1, ..., 4.

Then X(t) = (γ sint, γ sint, γ sint, γ sint) is a periodic solution with Z4-symmetry.

However,

σ ◦ τ2π/4X(t) = X(t + π/2) , X(t).

Condition (5.2) can be achieved by the following two conditions:

σm ◦ τP/nX(t0) = X(t0), for somet0, (5.3)

and

σm ◦ τP/nẊ(t) = Ẋ(t), for all t. (5.4)

The first condition states that there exists an initial pointwhere (5.2) is true, whilst

the second one ensures that the tangent vectors at each pointon X(t) also satisfy

this spatio-temporal condition. Hence, by integration along X(t), these two condi-

tions are equivalent to (5.2).

Condition (5.4) is equivalent toσmF(τP/nX) + σmφ(t + P/n) = F(X) + φ(t).

Therefore, ifX(t) is Zn-symmetric, thenσmF(τP/nX) = F(X) and hence we have

the following proposition sinceP = kTφ:
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Figure 5.1: Schematic diagrams depicting the two cases of a Z4-symmetric periodic so-

lution in R4: (a) m= 3 and j = 2, (b)m= 1 and j = 2. Here,m is taken to be the integer

such thatσmxE is the next symmetric copy ofxE along the periodic trajectoryX(t), and

j − 1 is the number of loops thatX(t) passes throughE. We only show the part of the

trajectory betweenxE and its next symmetric copyσmxE alongX(t).

Proposition 5.2.1 Suppose system (5.1) has a non-trivial periodic solution X(t)

with period P= kTφ. If X(t) has Zn-symmetry and satisfies (5.2), then

φi+m(t +
k
n

Tφ) = φi(t), (5.5)

for all t ∈ R, i = 1, 2, ..., n.

Proposition 5.2.1 implies that in order to have aZn-symmetric periodic solu-

tion, the perturbation functions must differ only by a phase shift. By periodicity

of φ, we can note that bothP = kTφ andP = (ln + k)Tφ for some integerl give the

same necessary condition (5.5). Conversely, if (5.5) is satisfied andP = (ln+k′)Tφ

wherek′ . k (modn), then the periodic solution is notZn-symmetric for otherwise

we will end up with a different necessary condition. Therefore, for a fixedm and
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k in (5.5), the period of aZn-symmetric periodic solution satisfying (5.2) is of the

form (ln + k)Tφ for some non-negative integerl.

In practice,φ is fixed at the beginning of the study of a specific collection of

ODEs, sayφi+1(t + k
nTφ) = φi(t) for a fixedk. This impliesφi+m(t + mk

n Tφ) = φi(t).

Therefore, the period of aZn-symmetric periodic solutionX(t) which satisfies

(5.2) is of the form

P = (ln +mk)Tφ,

if φi+1(t + k
nTφ) = φi(t).

Corollary 5.2.1 Suppose system (5.1) has a non-trivial Zn-symmetric periodic so-

lution X(t) satisfying (5.2) andφi+1(t + k
nTφ) = φi(t). Then the period of X(t) is of

the form P= (ln +mk)Tφ for some integer l.

For example, inR4, suppose we take (φ1, φ2, φ3, φ4) = ( f (t), f (t + T/4), f (t +

T/2), f (t + 3T/4)) whereT is the period off . In this case,φi+1(t + 3T/4) = φi(t),

i.e. k = 3. By the results of the last paragraph, the period of aZ4-symmetric

periodic solution could be (4l + 3)T whenm= 1 or (4l + 1)T whenm= 3.

5.2.2 The ratio of frequencies

We now consider the ratio of the frequencies between the periodic forcing

functions and theZn-symmetric periodic solutionX(t). SupposeX(t) satisfies

(5.2). By Proposition 5.2.1 and Corollary 5.2.1, to ensure the possibility of the

existence of a periodic solution withZn-symmetry, we assume the period ofX(t)

is (ln +mk)Tφ andφi+1(t + k
nTφ) = φi for all i.

Let E be any cross section ofX(t). ThenσiE, i = 0, 1, 2, ..., n− 1, are theZn-

corresponding cross sections ofX(t). DenotexE to be a point ofX(t) on E. If X(t)

satisfies (5.2), thenσmxE is the next symmetric copy ofxE alongX(t). See figure

5.1. Define the frequency ofX(t) to be 2π/T whereT is the average of the first
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return time forX(t) corresponding toE. The frequency of the forcing functions is

defined as usual by 2π/Tφ.

It can be easily seen thatX(t) intersects all the cross sectionsσiE, for i =

0, 1, ..., n− 1, a total of jn−m times betweenxE andσmxE for some integerj, and

n times betweenxE and its first return point. Since the timeX(t) spends between

xE andσmxE is P/n, T is therefore equal to

P
n
×

n
jn −m

,

which simplifies to
ln +mk
jn −m

Tφ.

So, we have

Proposition 5.2.2 Suppose X(t) is a non-trivial periodic solution of system (5.1)

satisfying (5.2) andφi+1(t + k
nTφ) = φi(t) for all i, then the ratio of the frequencies

between the periodic forcing function and X(t) is of the form

ln +mk
jn −m

, (5.6)

where l and j are non-negative integers.

Again, let us consider the same example inR4 in which we take (φ1, φ2, φ3, φ4) =

( f (t), f (t + T/4), f (t + T/2), f (t + 3T/4)) whereT is the period off . In this case,

φi+1(t+3T/4) = φi(t), i.e. k = 3. By Proposition 5.2.2, the ratio of the frequencies

betweenφ and aZ4-symmetric periodic solution could be

4l + 3
4 j − 1

for the casem= 1,

or
4l + 1
4 j − 3

for the casem= 3,

for some integersl and j.
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Proposition 5.2.2 also implies that a regular pattern exists for the positions

whereZn-symmetric period-1 periodic solutions could occur. Here,a periodic

solution is called period-1 if it intersects any transversal cross section at only one

point. To have a period-1 periodic solution,mmust ben− 1 and alsoj must be 1.

The following corollary then follows:

Corollary 5.2.2 Suppose X(t) is a non-trivial period-1 periodic solution of system

(5.1) with Zn-symmetry andφi+1(t + k
nTφ) = φi(t) for all i, then the ratio of the

frequencies between the periodic forcing function and X(t) is of the form ln− k,

where l is a positive integer.

We will present an example to demonstrate this result in Section 5.3.

5.2.3 Zp-symmetric periodic solutions

SupposeZp is a subgroup ofZn, i.e. n = pq for some positive integerq. We

can easily derive results analogous to those in sections 5.2.1 and 5.2.2 forZp-

symmetric solutions. SinceZp � Zn/ ∼, where∼ defines an equivalence among

the members ofZn by σm1 ∼ σm2 if m1 ≡ m2 (mod p), this suggests that we need

to defineq of the functions inφ to construct a system containingZp-symmetric

solution inRn. We will see this in Proposition 5.2.3.

In general,X(t) is aZp-symmetric periodic solution if and only if

σmq◦ τP/p(X(t)) = X(t), (5.7)

for all t and for (m, p) = 1. Sinceσmq−l ◦τP/p(σlX(t)) = σmq◦τP/p(X(t)) = X(t), for

l = 1, 2, ..., q, there are exactlyq distinct copies ofZp-symmetric solutions without

Zjp-symmetry forj = 2, 3, ..., q: σl{X(t)}, l = 1, 2, ..., q.

By replacingn by p andm by mq in (5.2), the necessary condition forX(t) to

beZp-symmetric is

φi+mq(t +
k
p

Tφ) = φi(t), (5.8)
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for all i. In other words, the perturbation functionsφi ’s can be divided intoq

groups each of which consists ofp functions which differ only by a phase shift

k
pTφ.

Supposeφi+q(t + k
pTφ) = φi(t) for all i. Again, the period ofX(t) is of the form

(lp +mk)Tφ then the averaged return timeT is

P
p
× n

jn −mq
,

which is equal to
lp +mk
jp −m

Tφ,

for some positive integersl and j. We summarize this by the following proposi-

tion:

Proposition 5.2.3 Suppose X(t) is a non-trivial periodic solution of system (5.1)

satisfying (5.7) andφi+q(t + k
pTφ) = φi(t) for all i, then the ratio of the frequencies

between the periodic forcing function and X(t) is of the form

lp +mk
jp −m

, (5.9)

where l and j are nonegative integers.

It is clear that condition (5.5) implies condition (5.8). Ina system satisfying

condition (5.5), aZn-symmetric periodic solution is automaticallyZp-symmetric,

which is reflected by the fact that (5.6) is also of the form as (5.9).

For example, inR4, considerZ2-symmetric solutions. Suppose we take

(φ1, φ2, φ3, φ4) = ( f (t), f (t + T/4), f (t + T/2), f (t + 3T/4)),

whereT is the period off . In this case,φi+2(t + T/2) = φi(t), m = 1 andk = 1.

So the period of aZ2-symmetric periodic solution is (2l + 1)T and the ratio of the

frequencies is of the form
2l + 1
2 j − 1

,
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for some integerl and j.

In fact, (5.8) and (5.5) share the same form. Note thatm is always taken to

satisfy the condition (m, p) = 1 in theZp case or (m, n) = 1 in theZn case. As for

k, it is determined by the value of the phase-shift between perturbation functions.

In the following, we demonstrate with an example inR6 how to classify all

the possible ratio of frequencies where a periodic solutionwith cyclic symmetry

could exist.

Instead of takingφi(t) = f (t + (i − 1)T/6) for some periodic functionf with

periodT, we takeφi(t) = f (t − (i − 1)T/6) this time. This is equivalent to

φi+1(t +
1
6

T) = φi , (5.10)

for all i. The ODE system is as usual assumed to beZ6-symmetric in the absence

of the forcing terms. Under this framework, a periodic solution could possess

Z6, Z3, Z2 or no symmetry. In each case, (5.10) gives us a fixedk by comparing

the conditionφi+q(t + k
pTφ) = φi(t) in Proposition 5.2.3. The number of distinct

possible ratios depends on how many values ofm, 1 ≤ m< p, are relatively prime

to p.

• Z6 ratio: p = 6, q = 1, and (5.10) impliesk = 1. There are two possiblem:

m = 1 or m = 5. Therefore, according to (5.9), the ratio of frequencies can

be
6l + 1
6 j − 1

or
6l + 5
6 j − 5

.

• Z3 ratio: p = 3, q = 2, and (5.10) impliesφi+2(t + 1
3T) = φi. Hencek = 1.

There are two possiblem: m = 1 or m = 2. Therefore, according to (5.9),

the ratio of frequencies can be

3l + 1
3 j − 1

or
3l + 2
3 j − 2

.
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Symmetry Z6 Z3 Z2 None

Ratio 6l+1
6 j−1, 6l+5

6 j−5
3l+1
3 j−1, 3l+2

3 j−2
2l+1
2 j−1 otherwise

Table 5.1: The classification of the ratio of frequencies of a periodic solution with cyclic

symmetry. The underlying 6-dimensional system has theZ6-symmetry in the absence of

forcing termφ andφ is taken to beφi+1(t + 1
6T) = φi .

• Z2 ratio: p = 2, q = 3, and (5.10) impliesφi+3(t + 1
2T) = φi. Hencek = 1.

There is only one possiblem: m= 1. Therefore, according to (5.9), the ratio

of frequencies must be
2l + 1
2 j − 1

.

• Non-symmetric: Otherwise.

This classification is summarized in Table 5.1.

5.2.4 Non-symmetric periodic solutions

In this section, we discuss whether a given rational number could be the ratio

of frequencies of a symmetric solution. This question arises from the various

equivalent forms of a rational number. For example,

8
7
=

16
14
=

24
21
= ...,

each of which demonstrates a ratio formed in different ways in terms ofZ5-

symmetry:
1 · 5+ 3
2 · 5− 3

=
3 · 5+ 1
3 · 5− 1

=
5 · 5− 1
4 · 5+ 1

= ....

Nevertheless, by Proposition 5.2.3, if a rational numberα/β cannot be written

in the form (5.9), then it cannot be the ratio of frequencies of any Zp-symmetric

periodic solution. Hence, we can identify those periodic solutions withoutZp-

symmetry by the ratio.
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Firstly, note that the forms in (5.9) for differentm with (m, p) = 1 are inter-

changeable. This is because (m, p) = 1 implies the existence of integersn1 andn2

such thatn1p+ n2m = 1. So multiplying both the denominator and numerator of

(5.9) byn2 gives

n2(lp +mk)
n2( jp −m)

=
n2lp + (1− n1p)k
n2 jp + n1p− 1

=
l′p+ k
j′p− 1

,

wherel′ = n2l − n1k and j′ = n2 j + n1.

Moreover, jp + m′, where (p,m′) , 1, cannot be transformed into the form

j′p +m, where (p,m) = 1. Therefore, for a rational numberα/β, if β = jp +m′

with (p,m′) , 1, then the periodic solution is notZp-symmetric. We then have the

following proposition:

Proposition 5.2.4 Supposeφi+q(t+ k
pTφ) = φi(t) for all i in system (5.1) andα/β =

(lp + k′)/( jp − m′) is a rational number, where l, j,m′ and k′ are integers and

(α, β) = 1. If (p,m′) , 1 or k′ . m′k (mod p), then the non-trivial periodic

solution with frequency ratioα/β is not Zp-symmetric.

We close this section with a brief remark showing that it is possible for non-

symmetric periodic solutions to nevertheless have frequency ratios of the form

(5.9). This demonstrates that condition (5.9) might be not sufficient to guarantee

the existence of aZp-symmetric periodic solution.

Consider a four-dimensional case of (5.1) withφi+1(t) = φi(t + Tφ/4). In this

case,k = 3 andm= 1 orm= 3. A Z4-symmetric periodic solution then must have

one of the following ratios of frequencies:

4l + 3
4 j − 1

or
4l + 1
4 j + 1

,

for some integersl and j, by Proposition 5.2.3. For example, 7/3 is in this form.

Suppose now thatX(t) is a non-symmetric periodic solution with periodP = 7Tφ
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and it intersects 3· 4 times with the cross sections,E, σE, σ2E andσ3E, which

are defined in the same way as we did in the previous sections, through a whole

period. Then the averaged return timeT is

P× 4
3 · 4

,

which is 7Tφ/3. In other words, the ratio of frequencies of this non-symmetric

solution is 7/3, aZ4-symmetric ratio, even though this periodic orbitX(t) has no

symmetry.

5.3 The positions of period-1 periodic solutions with

symmetry – an example

In this section, we consider a 3-dimensional system:



































ẋ = x(1− (x+ y+ z) − cy+ ez) + γφ1(2ωt)

ẏ = y(1− (x+ y+ z) − cz+ ex) + γφ2(2ωt)

ż = z(1− (x+ y+ z) − cx+ ey) + γφ3(2ωt)

, (5.11)

whereφ1, φ2 andφ3 are non-negative periodic functions of period 2π. A simi-

lar system was studied in the previous two chapters in which we observed the

existence of a sequence of intervals in which frequency-locking occurs. We use

this system to check the validity of the results obtained in the previous sections.

Specifically, we only focus on the period-1 periodic solutions which produce the

frequency-locking windows. Recall that a periodic solution is classified as period-

1 if it intersects any cross section at only one point. The positions of the windows

whereZ3-symmetric period-1 periodic solutions exist will be identified. Instead

of applying the previous results directly, we study the system by analyzing its

Poincaré map and then prove results analogue to Proposition 5.2.1 and 5.2.2. The
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numerical simulations in section 5.3.3 confirm that the positions of these windows

are at exactly the locations predicted by the analytic results.

5.3.1 Poincaŕe map

By the same method of calculation as presented in Chapter 3, we can easily

derive the Poincaré map of (5.11). We will omit the detailedderivation but only

demonstrate the map fromHin
3 to Hin

1 briefly in the following. The notations we

use here will be completely the same as those in Chapter 3.

NearP3, the system can be approximated up toO(γ) by:


































ẋ = ex+ γφ1

ẏ = −cy+ γφ2

ẇ = −w− (1+ c)x+ (e− 1)y+ γφ3

, (5.12)

wherew = z− 1. Suppose that the trajectory of (5.12) starting at timet = s from

(x1, h, z1) ∈ Hin
3 intersectsHout

3 at the point (h, y2, z2) at time t = T1. Integrating

(5.12) implies






































y2(γ) = h1−c/exc/e
1 + h1−c/exc/e

1

[

c
ex−1

1

∫ T1(0)

s
e−e(τ−s)φ1(2ωτ)dτ

+1
h

∫ T1(0)

s
ec(τ−s)φ2(2ωτ)dτ

]

γ

T1(γ) = s+ log( h
x1

)1/e −
[

x−1
1

1
e

∫ T1(0)

s
e−e(τ−s)φ1(2ωτ)dτ

]

γ

.

Since the plane{y = 0} supporting the connection betweenP3 andP1 is no longer

invariant, the intersections of the unstable manifold ofP′3 and the cross sections

Hout
3 andHin

1 are relative to they-coordinate ofP′3 andP′1 respectively. Following

the same calculation as in Remark 3.2.1, they-coordinate ofP′3 is
(

1
ecπ/ω − 1

∫ π/ω

0
ecτφ2(2ω(t + τ))dτ

)

γ,

and they-coordinate ofP′1 is
(

1
e−eπ/ω − 1

∫ π/ω

0
e−eτφ2(2ω(t + τ))dτ

)

γ.
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Therefore, the map betweenHin
3 andHin

1 is

Φ1 :







































































x̄ = xc/e + µ1γ

+µ2xc/e
[

c
ex−1

∫ g

t
e−e(τ−t)φ1(2ωτ)dτ + 1

h

∫ g

t
ec(τ−t)φ2(2ωτ)dτ

]

γ

+µ4

[

1
ecπ/ω−1

∫ π/ω

0
ecτφ2(2ω(t + τ))dτ

]

γ

+µ5

[

1
e−eπ/ω−1

∫ π/ω

0
e−eτφ2(2ω(t + τ))dτ

]

γ

t̄ = t + µ3 − 1
e log x−

[

1
e

∫ g

t
e−e(τ−t)φ1(2ωτ)dτ

]

x−1γ

,

where, as before,g = t + µ3 − 1
e log x andµi, i = 1, ..., 5, are constant. Note that

the integrals involvingg can be written as
∫ g′

0
e−eτφ1(2ω(τ + t))dτ,

whereg′ = µ3 − 1
e log x by changing variableτ′ = τ − t. This is useful becauseg′

is independent oft.

Since system (5.11) stays the same by cyclic-permutating its suffixes, the

Poincaré mapΦ : Hin
3 → Hin

3 is given by the composition of the three mapsΦi,

i = 1, 2, 3:

Φi :







































































x̄ = xc/e + µ1γ

+µ2xc/e
[

c
ex−1

∫ g′

0
e−eτφi(2ω(τ + t))dτ + 1

h

∫ g′

0
ecτφi+1(2ω(τ + t))dτ

]

γ

+µ4

[

1
ecπ/ω−1

∫ π/ω

0
ecτφi+1(2ω(t + τ))dτ

]

γ

+µ5

[

1
e−eπ/ω−1

∫ π/ω

0
e−eτφi+1(2ω(t + τ))dτ

]

γ

t̄ = t + µ3 − 1
e log x−

[

1
e

∫ g′

0
e−eτφi(2ω(τ + t))dτ

]

x−1γ

,

(5.13)

whereΦ2 : Hin
1 → Hin

2 andΦ3 : Hin
2 → Hin

3 . That is,Φ = Φ3◦Φ2◦Φ1 : Hin
3 → Hin

3 .

5.3.2 Periodic solutions with symmetry

In this section, we give a necessary condition for system (5.11) to have pe-

riodic solutions withZ3-symmetry. We will consider only period-1 solutions in

which the periodT is equal tokπ
ω

, k = 1, 2, 3, ....

128



Chapter 5. 5.3. The positions of period-1 periodic solutions with symmetry – an example

Suppose (x(t), y(t), z(t)) is a periodic solution of system (5.11) withZ3-symmetry

andHin
3 = {y = h}. Let (x0, h, z0) ∈ Hin

3 be a point of the periodic solution at timet0.

Then the periodic solution intersectsHin
1 = {z= h} andHin

2 = {x = h} at (z0, x0, h)

and (h, z0, x0) respectively. By definition, the Poincaré mapΦ = Φ3 ◦ Φ2 ◦ Φ1 for

the system (5.11) acts in the way depicted in the following diagram:

(x0, t0)
Φ1→

(

x0, t0 +
kπ
3ω

)

Φ2→
(

x0, t0 +
2kπ
3ω

)

Φ3→
(

x0, t0 +
kπ
ω

)

. (5.14)

Proposition 5.3.1 SupposeΦ1(x0, t0) = (x0, t0 + kπ
3ω ) for a fixed k. Ifφi+1(2ωt +

2kπ
3 ) = φi(2ωt) for all t and i, thenΦ2(x0, t0 + kπ

3ω ) = (x0, t0 + 2kπ
3ω ) andΦ3(x0, t0 +

2kπ
3ω ) = (x0, t0 + kπ

ω
)

Proof: We only prove theΦ2 case.

Thet-coordinate ofΦ2(x0, t0 + kπ
3ω ) is

t0 +
kπ
3ω
+ µ3 −

1
e

log x0 −
[

1
e

∫ g′

0
e−eτφ2

(

2ω

(

τ + t0 +
kπ
3ω

))

dτ

]

x−1
0 γ,

which is equal to

t0 +
kπ
3ω
+ µ3 −

1
e

log x0 −
[

1
e

∫ g′

0
e−eτφ1(2ω(τ + t0))dτ

]

x−1
0 γ, (5.15)

sinceφ2(2ω(τ + t0 + kπ
3ω )) = φ1(2ω(τ + t0)) for all τ. In addition,Φ1(x0, t0) =

(x0, t0 + kπ
3ω ) gives

t0 +
kπ
3ω
= t0 + µ3 −

1
e

log x0 −
[

1
e

∫ g′

0
e−eτφ1(2ω(τ + t0))dτ

]

x−1
0 γ,

i.e.
kπ
3ω
= µ3 −

1
e

log x0 −
[

1
e

∫ g′

0
e−eτφ1(2ω(τ + t0))dτ

]

x−1
0 γ.

Substituting this into (5.15), it follows that thet-coordinate ofΦ2(x0, t0 + kπ
3ω ) is

equal tot0 + 2kπ
3ω .
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SinceΦ1(x0, t0) = (x0, t0 + kπ
3ω ) andφi+1(2ωt + 2kπ

3 ) = φi(2ωt), we have

x0 = xc/e
0 + µ1γ

+µ2xc/e
0

[

c
ex−1

0

∫ g′

0
e−eτφ1(2ω(τ + t0))dτ + 1

h

∫ g′

0
ecτφ2(2ω(τ + t0))dτ

]

γ

+µ4

[

1
ecπ/ω−1

∫ π/ω

0
ecτφ2(2ω(t0 + τ))dτ

]

γ

+µ5

[

1
e−eπ/ω−1

∫ π/ω

0
e−eτφ2(2ω(t0 + τ))dτ

]

γ

= xc/e
0 + µ1γ

+µ2xc/e
0

[

c
ex−1

0

∫ g′

0
e−eτφ2

(

2ω
(

τ + t0 +
kπ
3ω

))

dτ + 1
h

∫ g′

0
ecτφ3

(

2ω
(

τ + t0 +
kπ
3ω

))

dτ
]

γ

+µ4

[

1
ecπ/ω−1

∫ π/ω

0
ecτφ3

(

2ω
(

t0 + τ + kπ
3ω

))

dτ
]

γ

+µ5

[

1
e−eπ/ω−1

∫ π/ω

0
e−eτφ3

(

2ω
(

t0 + τ +
kπ
3ω

))

dτ
]

γ,

which is thex-coordinate ofΦ2(x0, t0 +
kπ
3ω ). Therefore,Φ2(x0, t0 +

kπ
3ω ) = (x0, t0 +

2kπ
3ω ). Obviously, theΦ3 part is similar to theΦ2 one.�

In other words, if the perturbation functions differ by only a phase-shift2kπ
3 ,

then (5.14) is valid if one of the three parts of (5.14) is true. This phase-shift con-

dition constrains the form of perturbation functions and hence seems too strong

for (5.14) to be valid at first sight. However, the following proposition shows

that generically it is a necessary condition for system (5.11) to possess a periodic

solution withZ3-symmetry.

Proposition 5.3.2 Generically, the existence of a periodic solution with Z3-symmetry

and periodkπ
ω

in the system (5.11) impliesφi+1(2ωt+ 2kπ
3 ) = φi(2ωt) for all t and i.

By genericity, we mean that aZ3-symmetric solution always exists in an open

interval ofc andeof system (5.11) for a fixedω.

Before proceeding the proof of proposition 5.3.2, we make some remarks on

φi andt0. Firstly, if (x0, h, z0) ∈ Hin
3 is a point of aZ3-symmetric periodic solution

at timet0, then (z0, x0, h) and (h, z0, x0) are the intersection points of the periodic

solution and the cross sectionsHin
1 andHin

2 at timet = t0 + kπ
3ω and t = t0 + 2kπ

3ω ,
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respectively. The existence of aZ3-symmetric solution also implies the tangent

vectors of the periodic solution must possessZ3 symmetry. For aZ3-symmetric

periodic solution, thex direction of the tangent vector of the point (x0, h, z0) at

time t0 must agree with they direction of the tangent vector of the point (z0, x0, h)

at time t0 + kπ/3ω. By considering system (5.11),φ2(2ωt0 + 2kπ
3 ) = φ1(2ωt0).

Similarly,φ3(2ωt0 +
2kπ
3 ) = φ2(2ωt0).

Secondly,t0 is in fact a function ofc, eandω. We will assume thatt0 depends

smoothly onc, e andω, and we denote byt′0 the derivative oft0 with respect toc

in the following proof.

Proof of Proposition 5.3.2:

Suppose that there exists a periodic solution withZ3-symmetry such that

Φ1(x0, t0) =
(

x0, t0 +
kπ
3ω

)

Φ2

(

x0, t0 + kπ
3ω

)

=
(

x0, t0 + 2kπ
3ω

)

Φ3

(

x0, t0 +
2kπ
3ω

)

=
(

x0, t0 +
kπ
ω

)

.

By the definition of thex-coordinates ofΦ1 andΦ2, we have

x0 = xc/e
0 + µ1γ

+µ2xc/e
0

[

c
ex−1

0

∫ g′

0
e−eτφ1(2ω(τ + t0))dτ + 1

h

∫ g′

0
ecτφ2(2ω(τ + t0))dτ

]

γ

+µ4

[

1
ecπ/ω−1

∫ π/ω

0
ecτφ2(2ω(t0 + τ))dτ

]

γ

+µ5

[

1
e−eπ/ω−1

∫ π/ω

0
e−eτφ2(2ω(t0 + τ))dτ

]

γ

= xc/e
0 + µ1γ

+µ2xc/e
0

[

c
ex−1

0

∫ g′

0
e−eτφ2

(

2ω
(

τ + t0 + kπ
3ω

))

dτ + 1
h

∫ g′

0
ecτφ3

(

2ω
(

τ + t0 + kπ
3ω

))

dτ
]

γ

+µ4

[

1
ecπ/ω−1

∫ π/ω

0
ecτφ3

(

2ω
(

t0 + τ + kπ
3ω

))

dτ
]

γ

+µ5

[

1
e−eπ/ω−1

∫ π/ω

0
e−eτφ3

(

2ω
(

t0 + τ + kπ
3ω

))

dτ
]

γ,
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which implies

µ2xc/e
0

[

c
ex−1

0

∫ g′

0
e−eτ

(

φ1(2ω(τ + t0)) − φ2

(

2ω
(

τ + t0 + kπ
3ω

)))

dτ

+1
h

∫ g′

0
ecτ

(

φ2(2ω(τ + t0)) − φ3

(

2ω
(

τ + t0 + kπ
3ω

)))

dτ
]

γ

+µ4

[

1
ecπ/ω−1

∫ π/ω

0
ecτ

(

φ2(2ω(t0 + τ)) − φ3

(

2ω
(

t0 + τ + kπ
3ω

)))

dτ
]

γ

+µ5

[

1
e−eπ/ω−1

∫ π/ω

0
e−eτ

(

φ2(2ω(t0 + τ)) − φ3

(

2ω
(

t0 + τ +
kπ
3ω

)))

dτ
]

γ

= 0.

In the generic case, this equality holds in an open interval of c and e. Since

each collection of terms multiplying one ofµ2, µ4 andµ5 has a different functional

dependence onc ande, the integrals in each collection can be considered to vanish

independently of each other, i.e. the above equality implies conditions:

∫ g′

0
e−eτ

(

φ1(2ω(τ + t0)) − φ2

(

2ω
(

τ + t0 + kπ
3ω

)))

dτ = 0
∫ g′

0
ecτ

(

φ2(2ω(τ + t0)) − φ3

(

2ω
(

τ + t0 + kπ
3ω

)))

dτ = 0
∫ π/ω

0
ecτ

(

φ2(2ω(t0 + τ)) − φ3

(

2ω
(

t0 + τ + kπ
3ω

)))

dτ = 0
∫ π/ω

0
e−eτ

(

φ2(2ω(t0 + τ)) − φ3

(

2ω
(

t0 + τ +
kπ
3ω

)))

dτ = 0

.

The third equality can be written in the form
∫ π/ω

0
ecτφ3

(

2ω(t0 + τ) +
2kπ
3

)

dτ =
∫ π/ω

0
ecτφ2(2ω(t0 + τ))dτ, (5.16)

which is valid in an open interval ofc. Differentiating the equation with respect

to c, we have, for the left hand side of (5.16)

d
dcLHS =

∫ π/ω

0
τecτφ3

(

2ω(t0 + τ) + 2kπ
3

)

dτ

+
∫ π/ω

0
ecτφ′3

(

2ω(t0 + τ) + 2kπ
3

)

2ωt′0dτ.

By integration by parts, the last term is equal to

ecπ/ωt′0φ3

(

2ωt0 +
2kπ
3

)

−t′0φ3

(

2ωt0 +
2kπ
3

)

−ct′0

∫ π/ω

0
ecτφ3

(

2ω(t0 + τ) +
2kπ
3

)

dτ,

which is equal to

ecπ/ωt′0φ2(2ωt0) − t′0φ2(2ωt0) − ct′0

∫ π/ω

0
ecτφ2(2ω(t0 + τ))dτ.
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In other words,

d
dcLHS =

∫ π/ω

0
τecτφ3

(

2ω(t0 + τ) + 2kπ
3

)

dτ

+ecπ/ωt′0φ2(2ωt0) − t′0φ2(2ωt0) − ct′0
∫ π/ω

0
ecτφ2(2ω(t0 + τ))dτ.

Equivalently, differentiating the right hand side of (5.16) with respect toc, we

obtain

d
dcRHS =

∫ π/ω

0
τecτφ2(2ω(t0 + τ))dτ +

∫ π/ω

0
ecτφ′2(2ω(t0 + τ))2ωt′0dτ

=
∫ π/ω

0
τecτφ2(2ω(t0 + τ))dτ

+ecπ/ωt′0φ2(2ωt0) − t′0φ2(2ωt0) − ct′0
∫ π/ω

0
ecτφ2(2ω(t0 + τ))dτ.

Comparing the expressions ofd
dcLHS and d

dcRHS, it is obvious that

∫ π/ω

0
τecτφ3

(

2ω(t0 + τ) +
2kπ
3

)

dτ =
∫ π/ω

0
τecτφ2(2ω(t0 + τ))dτ,

i.e.
∫ π/ω

0
τecτ

(

φ3

(

2ω(t0 + τ) +
2kπ
3

)

− φ2(2ω(t0 + τ))

)

dτ = 0.

Differentiating the last equation again and then by induction, we have

∫ π/ω

0
τnecτ

(

φ3

(

2ω(t0 + τ) +
2kπ
3

)

− φ2(2ω(t0 + τ))

)

dτ = 0,

for all integern ≥ 0. This implies

∫ π/ω

0
P(τ)ecτ

(

φ3

(

2ω(t0 + τ) +
2kπ
3

)

− φ2(2ω(t0 + τ))

)

dτ = 0,

for all polynomialsP. Since the polynomial space in dense in the continuous

function space with sup-norm, we have

∫ π/ω

0

(

ecτ

(

φ3

(

2ω(t0 + τ) +
2kπ
3

)

− φ2(2ω(t0 + τ))

))2

dτ = 0.

Therefore,

φ3

(

2ωt +
2kπ
3

)

= φ2(2ωt),
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for all t. Similarly,φ2(2ωt+ 2kπ
3 ) = φ1(2ωt) can be proved by the same way. Hence,

we have done.�

Combining Proposition 5.3.1 and 5.3.2, we are able to identify the positions

where the periodic solutions withZ3-symmetry exist.

Corollary 5.3.1 Generically, the Z3-symmetry solutions, with periodkπ
ω

, of system

(5.11) can occur only for

1. k= 3l, l = 1, 2, ..., if φi+1 = φi for all i, i.e. when T= 3lπ
ω

.

2. k= 3l + 1, l = 0, 1, 2, ..., if φi+1(t + 2π
3 ) = φi(t) for all i, i.e. when T= (3l+1)π

ω
.

3. k= 3l + 2, l = 0, 1, 2, ..., if φi+1(t + 4π
3 ) = φi(t) for all i, i.e. when T= (3l+2)π

ω
.

5.3.3 Numerical results

In this section, we consider an example and display figures which illustrate the

three possibilities listed in Corollary 5.3.1.

Let φ1(2ωt) = sin2(ωt + θ1), φ2(2ωt) = sin2(ωt + θ2) andφ3(2ωt) = sin2(ωt +

θ3). We are interested in the positions where period-1 periodic solutions withZ3-

symmetry exist. Firstly, by (5.13), the Poincaré map of thecorresponding ODE

system is the compositionΦ = Φ3 ◦ Φ2 ◦ Φ1 of three maps:

Φi :



































































x̄ = xc/e + µ1γ

+
[

µ2(−a1 cos(2ωg+ 2θi+1) − b1 sin(2ωg+ 2θi+1))

+µ4(a1 cos(2ωt̄ + 2θi+1) + b1 sin(2ωt̄ + 2θi+1))

+µ5(a2 cos(2ωt̄ + 2θi+1) + b2 sin(2ωt̄ + 2θi+1))
]

γ

t̄ = t + µ3 − 1
e log x− 1

2e2 [1 − a2 cos(2ωt + 2θi) + b2 sin(2ωt + 2θi)] x−1γ

,

(5.17)

i = 1, 2, 3. Figure 5.2 shows that the map agrees very well with the original ODE

system for (θ1, θ2, θ3) = (0, π/3, 2π/3), c = 0.25 ande = 0.2. Here, we take
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Figure 5.2: The dynamics of the ODEs system (5.11) (upper) and the Poincaré map (5.13)

for c = 0.25, e= 0.2 and (θ1, θ2, θ3) = (0, π/3, 2π/3).

parametersµ1 = 9.6, µ2 = 0.3, µ3 = 17/3, µ4 = 26.4 andµ5 = −35.7 for the

Poincaré map. Note that the parametersµ1, ..., µ5 are the same with the ones in

chapter 4 except that the newµ3 is the original one divided by 3. This reflects the

fact that we now divide the whole map into three parts. In the rest of this section,

all the figures are plotted for the Poincaré map with this setof parameters.

To detectZ3-symmetric periodic solutions of the ODE system (5.11), we con-

sider the difference of they-coordinate and thez-coordinate of points where tra-

jectories intersectHin
1 andHin

2 respectively. This is equivalent to check ifΦ2 ◦

Φ1(x0, t0) − Φ1(x0, t0) = (0, kπ
3ω ) in the Poincaré map. We denote thex-coordinate

of this difference by∆x. For each fixedω, we iterate 1, 000 times for the map, take

the last 500 points and then calculate the maximum and minimum of∆x. Periodic

solutions withZ3-symmetry exist generically if and only ifMax(∆x)−Min(∆x) =

0 over an open interval inω.
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(θ1, θ2, θ3) (0, 0, 0) (0, π/3, 2π/3) (0, 2π/3, π/3)

k 3, 6, 9,... 2, 5, 8,... 1, 4, 7,...

Table 5.2: Three possible locations of thek-th frequency-locking windows whereZ3-

symmetric solution exists.

Without loss of generality, we may takeθ1 = 0. Figure 5.3, 5.4 and 5.5 show

that the periodic solutions withZ3-symmetry are located at specific frequency-

locking windows for the case (θ1, θ2, θ3) = (0, 0, 0), (0, π/3, 2π/3) and (0, 2π/3, π/3),

respectively. In each upper subplots of these figures, we also plot the hyperbolic

curveskπ/ω, k = 1, 2, 3, 4, 5, 6 for reference. It turns out these symmetric solu-

tions occur only at thek-th frequency-locking windows as shown in Table 5.2.

This matches the analytic results which we have shown in Corollary 5.3.1.

In addition, we remark that there exist isolated values ofω whereMax(∆x) −

Min(∆x) = 0 but they are not identified asZ3-symmetric by Corollary 5.3.1. This

happens actually due to a non-generic situation. More precisely, they appear just

because we are only comparing the x-coordinates of the points on the cross sec-

tions but not looking at the whole trajectories, and as a result, they can be removed

by changingc or e slightly. In other words, this is not the case in our disscussion

and should be ignored.

5.4 Symmetric solutions in coupled cell systems

In this section, we consider a system formed by coupling two ODE systems:


















ẋ = F1(x) + γ(y− x)

ẏ = F2(y) + γ(x− y),
(5.18)

wherex, y ∈ Rn and bothF1 andF2 haveZn-symmetry. We call system (5.18) a

coupled cell system with two cells: thex-cell and they-cell.
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Figure 5.3: The frequency-locking windows whereZ3-symmetric solutions exist for

(θ1, θ2, θ3) = (0, 0, 0), c = 0.25 ande = 0.2. We consider the Poincaré map (5.17) and

denote the difference of thex coordinates ofΦ1 ◦Φl andΦ2 ◦Φ1 ◦Φl by∆x, wherel is an

integer. Only the last 500 points of the 1,000 iterations areploted. If Max(∆x)-Min(∆x)=0

in an open intervals ofω, then the periodic solutions at theseω could beZ3-symmetric.

The red curves on the upper subplot are hyperbolic curveskπ/ω. TheZ3-symmetric solu-

tions occur only atk = 3, 6, 9, ....
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Figure 5.4: The frequency-locking windows whereZ3-symmetric solutions exist for

(θ1, θ2, θ3) = (0, π/3, 2π/3), c = 0.25 ande = 0.2. We consider the Poincaré map (5.17)

and denote the difference of thex coordinates ofΦ1 ◦ Φl andΦ2 ◦ Φ1 ◦ Φl by ∆x, where

l is an integer. Only the last 500 points of the 1,000 iterations are ploted. If Max(∆x)-

Min(∆x)=0 in an open intervals ofω, then the periodic solutions at theseω could be

Z3-symmetric. The red curves on the upper subplot are hyperbolic functionskπ/ω. The

Z3-symmetric solutions occur only atk = 2, 5, 8, ....
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Figure 5.5: The frequency-locking windows whereZ3-symmetric solutions exist for

(θ1, θ2, θ3) = (0, 2π/3, π/3), c = 0.25 ande = 0.2. We consider the Poincaré map (5.17)

and denote the difference of thex coordinates ofΦ1 ◦ Φl andΦ2 ◦ Φ1 ◦ Φl by ∆x, where

l is an integer. Only the last 500 points of the 1,000 iterations are ploted. If Max(∆x)-

Min(∆x)=0 in an open intervals ofω, then the periodic solutions at theseω could be

Z3-symmetric. The red curves on the upper subplot are hyperbolic functionskπ/ω. The

Z3-symmetric solutions occur only atk = 1, 4, 7, ....
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Suppose there exists a solution (¯x(t), ȳ(t)) in the system (5.18), for which ¯x(t)

andȳ(t) are periodic solutions ofx-cell andy-cell respectively. We are interested

in the ratio of frequencies between ¯x(t) and ȳ(t), specifically, when they are also

Zn-symmetric.

5.4.1 Synchronisation of periodic solutions

It clearly follows from (5.18) that ¯x(t) is a periodic solution of the system:

ẋ = F̄1(x) + γȳ(t), (5.19)

whereF̄1(x) = F1(x) − γx. Similarly, ȳ(t) is a periodic solution of the system:

ẏ = F̄2(y) + γx̄(t), (5.20)

whereF̄2(y) = F2(y)− γy. Denote byPx andPy the period of ¯x andȳ respectively.

As we have shown at the beginning of section 5.2.1, there exist positive integers

k1 andk2 such thatPx = k1Py andPy = k2Px. This implies

Px = Py.

We denote this common periodP.

Note that bothF̄1 and F̄2 are still Zn-symmetric. The following proposition

shows that a kind of synchronisation must occur for ¯x andȳ to beZn-symmetric.

Proposition 5.4.1 Suppose system (5.18) has a non-trivial periodic solution(x̄(t), ȳ(t)).

Thenx̄ is Zn-symmetric if and only if̄y is Zn-symmetric. Moreover,σm◦ τP/nx̄(t) =

x̄(t) if and only ifσm ◦ τP/nȳ(t) = ȳ(t), where(m, n) = 1.

Proof: Since (5.19) is aZn-symmetric system with a periodic perturbation, the

results obtained in the previous sections can be applied. Suppose ¯x(t) is Zn-

symmetric and satisfiesσm◦τP/nx̄(t) = x̄(t), wherem is an integer with (m, n) = 1.
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By Proposition 5.2.1, ¯x(t) hasZn-symmetry only if

ȳi+m

(

t +
1
n

P

)

= ȳi(t),

for all t. This is equivalent to

σmȳ(t) = ȳ

(

t − 1
n

P

)

,

for all t. In other words,

σm ◦ τP/nȳ(t) = ȳ(t),

for all t. Therefore, ¯y(t) is alsoZn-symmetric.

Conversely, if ¯y(t) is Zn-symmetric, then by the same argument, we can easily

prove that ¯x(t) must be alsoZn-symmetric. The proposition then follows.�

Proposition 5.4.1 is very important as it also shows that thesymmetric solu-

tions in both cells are always of the same form. More precisely, if σmx0 is the

next symmetric copy of a pointx0 alongx̄(t), thenσmy0 is also the next symmetric

copy of a pointy0 alongȳ(t). This result further restricts the form of the ratio of

frequencies between ¯x and ȳ. We will give an example of this fact in the next

section.

The following corollary for theZp case is trivial.

Corollary 5.4.1 Suppose system (5.18) has a non-trivial periodic solution(x̄(t), ȳ(t))

and Zp is a subgroup of Zn. Thenx̄ is Zp-symmetric if and only if̄y is Zp-symmetric.

5.4.2 Ratio of frequencies between two cells

We now turn to study the ratio of frequencies. Again, as we didin section

5.2.2, we define the frequency of ¯x to be fx = 2π/Tx, whereTx is the average of

the first return time corresponding to a cross section. Similarly, the frequency of
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ȳ is defined byfy = 2π/Ty. By Proposition 5.4.1, we suppose both ¯x and ȳ are

Zn-symmetric satisfying

σm ◦ τP/nx̄(t) = x̄(t) (5.21)

and

σm ◦ τP/nȳ(t) = ȳ(t), (5.22)

where (m, n) = 1. Then by the same arguments as we had in section 5.2.2, we

have

Tx =
P
n
×

n
j1n−m

=
P

j1n−m

and

Ty =
P
n
× n

j2n−m
=

P
j2n−m

,

for some integersj1 and j2. Since

fy
fx
=

Tx

Ty
,

we have the following proposition

Proposition 5.4.2 Suppose(x̄(t), ȳ(t)) is a non-trivial periodic solution of the cou-

pled cell system (5.18). If both̄x and ȳ are Zn-symmetric satisfying (5.21) and

(5.22), then the ratio of frequencies ofx̄ andȳ is of the form

fy
fx
=

j2n−m
j1n−m

, (5.23)

for some integers j1 and j2.

Similarly, the following corollary for theZp case is a straightforward result.

Here,Zp is a subgroup ofZn.

Corollary 5.4.2 Suppose(x̄(t), ȳ(t)) is a non-trivial periodic solution of the cou-

pled cell system (5.18). If both̄x andȳ are Zp-symmetric, then the ratio of fre-

quencies of̄x andȳ is of the form

fy
fx
=

j2p−m
j1p−m

, (5.24)
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for some integers j1, j2 and where(m, p) = 1.

Now, we can identify those rational numbers which are not theratio of fre-

quencies of any symmetric periodic solutions in two cells.

Corollary 5.4.3 Suppose p= j1p+m and q= j2p+m′ are two positive integers

such that(p, q) = 1, j1, j2,m and m′ are integers. If(m, p) , 1, (m′, p) , 1 or

m , m′, then q/p is not the ratio of frequencies of any non-trivial Zp-symmetric

periodic solution in two cells.

5.4.3 Numerical results- an example

In this section, we use Tachikawa’s example to check numerically that the

results in the previous sections are valid.

The system consists of two replicator equations coupled diffusively:



















ẋi = xi((Ax)i − xTAx) + D(yi − xi)

ẏi = yi((By)i − yTBy) + D(xi − yi)
, (5.25)

for i = 1, 2, 3, 4. Here, the 4× 4 matricesA andB are defined by

(aii , ai,i+1, ai,i+2, ai,i+3) = (0,−2.0,−1.0, 1.0)

(bii , bi,i+1, bi,i+2, bi,i+3) = (0,−1.0,−0.9, 2.0)
,

where the suffixes are all taken modulo 4.

Without coupling, i.e. the caseD = 0, thex-cell has a robust heteroclinic cycle

as an attractor. In contrast, an unstable heteroclinic cycle exists in they-cell and,

as a result, the attractor within they-cell is a periodic orbit. As long asD > 0, the

attractors in both cells are periodic or quasi-periodic.

Replicator equations describe the dynamics of the frequencies ofn-species in

an ecological system. More precisely, letxi denote the frequency of theith species
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and suppose that the rate of increase ˙xi/xi depends on the difference between the

fitnessfi(x) of the ith species and the average fitnessf̄ (x) =
∑

xj f j(x), i.e.

ẋi = xi( fi(x) − f̄ (x)), (5.26)

i = 1, ..., n. Equation (5.26) is calledreplicator equation. Sincexi denotes the

frequency of theith species, the equality

n
∑

i=1

xi = 1

is trivially true. In other words, replicator equations aredefined on then-simplex.

Normally, we takefi(x) to be a linear functional ofx

(Ax)i =

n
∑

j=1

ai j xj ,

whereA = (ai j ) is an× n matrix. In game theory, this matrixA can be considered

as the payoff matrix. For example, in the rock-scissors-paper fair game,A can be

of the form


































a b c

c a b

b c a



































,

wherea, b, c denote the payoff obtained by rock against rock, scissors and paper,

scissors against scissors, paper and rock, or paper againstpaper, rock and scissors,

respectively. Whenfi(x) is linear, which is the case of Tachikawa’s paper, the

replicator equation (5.26) is in the form

ẋi = xi((Ax)i − xTAx), i = 1, 2, ..., n,

A = (ai j ), which is equivalent to the (n − 1)-dimensional Lotka-Volterra system

[37]

ẏi = yi

















r i +

n−1
∑

j=1

a′i j yj

















, i = 1, ..., n− 1,
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Figure 5.6: The frequency-locking intervals in system (5.25) when varying the coupling

strengthD. We reproduce this figure from [74].

wherer i = ain − ann anda′i j = ai j − anm. Specifically, by suitable choice of the

payoff matrix A, there exists a stable robust heteroclinic cycle in the replicator

system.

Tachikawa compared the frequencies of the attractors in each cells and showed

numerically that frequency-locking intervals ofD can be observed when varying

the forcing strengthD. See Figure 5.6. He also explained some of the ratios are

due to symmetric periodic solutions in both cells. In the following, we will check

that our analytic results are confirmed by numerical investigations for this system.

Specifically, we answer the following questions:

• Are the period of periodic solutions inx-cell andy-cell the same?

• Do they both share the same symmetry?

• Does the ratio match the form given in Proposition 5.4.2 or Corollary 5.4.2?
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Chapter 5. 5.4. Symmetric solutions in coupled cell systems

Since both cells have robust heteroclinic cycles connecting the four points

(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0) and (0, 0, 0, 1), we investigate periodic solutions

near the heteroclinic cycles by putting cross sections nearthese four points. Let

E = {x3 = 0.2} be the cross section near (0, 0, 0, 1) in the x-cell, thenσiE =

{σi x3 = 0.2} are the cross sections nearσi(0, 0, 0, 1) for i = 1, 2, 3, 4. The cross

sections in they-cell are defined by the same way and denoted byσiE′. See

Figures 5.7, 5.8 and 5.9.

Suppose ¯x(t) and ȳ(t) are periodic solutions in thex-cell and they-cell, re-

spectively. By Proposition 5.4.2, the ratio of the frequencies of twoZ4-symmetric

periodic solutions is of the form (4j2 −m)/(4 j1 −m), wherem= 1 or 3. To detect

Z4-symmetric periodic solutions, we record thex1-coordinate of points in ¯x(t)∩E

and thex4-coordinate of points in ¯x(t) ∩ σ3E, which are denoted byxE
1 andxσ

3E
4

respectively, and then compare the last 50 points to see if there exists the same

sequence of points which occurs periodically. If this sequence exists, the periodic

solution is aZ4-symmetric one ofm= 3 type.

Although thex2-coordinate of points in ¯x(t)∩σE is not computed, we are still

able to identify symmetric periodic solutions of them = 1 type by knowing only

xE
1 and xσ

3E
4 . In fact, the number of loops the periodic solution circle around is

different in these two cases. It can be 3, 7, 11, ... for m= 1, while 1, 5, 9, 13, ... for

m = 3. For example, if bothxE
1 andxσ

3E
4 are period-7 sequences, we then know

the underlying symmetric solution is ofm= 1 type.

The periodicity and the symmetry of the solutions in they-cell are studied

in the same way and all the cross sections as well as other notations are defined

analogously. See Figures 5.7 and 5.8 for schematic diagrams.

In the following, we will consider three values ofD for which the system has

Z4, Z2 and non-symmetric solutions. These values areD = 10−8, D = 2.1× 10−5

andD = 3.3× 10−6.
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Figure 5.7: Schematic diagram depicting the existence ofZ4-symmetric periodic solu-

tions in thex-cell (left) and they-cell (right). In thex-cell, m= 3 and j1 = 2. In they-cell,

m= 3 and j2 = 3. The ratio of frequenciesfy/ fx = 9/5 in this case.

• Z4-symmetry

By Proposition 5.4.2, 9/5 could be the ratio of frequencies ofZ4-symmetric

solutions inx andy-cells ofm = 3 type. From Figure 5.6,D = 10−8 gives

this ratio. So we integrate the system with initial point (10−4, 10−4, 10−4, 1−

3 × 10−4, 10−4, 10−4, 10−4, 1 − 3 × 10−4) for this value ofD to look for a

Z4-symmetric solution. As is shown in Table 5.3, there exists aperiod-5

periodic solution in thex-cell and a period-9 one in they-cell. By comparing

the sequences ofxE
1 andxσ

3E
4 , the periodic solution is indeedZ4-symmetric.

This is also the case for they-cell. In addition, we note that the period of ¯x

andȳ, which can be calculated by summing up the return timesTx andTy,

are both equal to 407.04, as we expect.
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xE
1 7.288e-09 4.569e-08 4.459e-08 2.038e-11 2.597e-12 7.288e-09

xσ
3E

4 4.569e-08 4.459e-08 2.038e-11 2.597e-12 7.288e-09 4.569e-08

Tx 82.62 84.62 84.63 80.50 74.67 82.62

yE′
1 1.484e-08 2.487e-10 6.829e-08 7.097e-10 6.382e-08 1.962e-09

5.475e-09 6.393e-09 2.057e-10 1.484e-08

yσ
3E′

4 6.829e-08 7.097e-10 6.382e-08 1.962e-09 5.475e-09 6.393e-09

2.057e-10 1.484e-08 2.487e-10 6.829e-08

Ty 43.62 45.45 46.48 43.12 48.76 41.34

49.28 41.42 47.56 43.62

Table 5.3: Thex1 andx4-coordinates of the last few points of ¯x(t) on the cross sectionsE

andσ3E, and they1 andy4-coordinates of the last few points of ¯y(t) on the cross sections

E′ andσ3E′, respectively. The system (5.25) is integrated forD = 10−8 starting from the

initial point (10−4, 10−4, 10−4, 1−3×10−4, 10−4, 10−4, 10−4, 1−3×10−4). The data shows

that there exists a period-5Z4-periodic solution in thex-cell and a period-9Z4-periodic

solution in they-cell. This gives the ratio of frequencies 9/5. By summing the return

timesTx andTy, we see that the period of both periodic solutions is 407.04.
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Figure 5.8: Schematic diagram depicting the existence ofZ4-symmetric periodic solu-

tions in thex-cell (left) and they-cell (right). In thex-cell, m= 1 and j1 = 2. In they-cell,

m= 1 and j2 = 3. The ratio of frequenciesfy/ fx = 11/7 in this case.

• Z2-symmetry

Here, we consider 7/5 = (2×4−1)/(2×4−3) as this could be the ratio of a

Z4-symmetric periodic solution ofm= 3 type in thex-cell and one ofm= 1

type in they-cell. See Figure 5.9. By Proposition 5.4.1, this is actually not

the case.

However, by Proposition 5.4.2, 7/5 could be the ratio of twoZ2-symmetric

periodic solutions in the two cells. Figure 5.10 shows how the periodic

solutions circle around in two cells to produce this ratio. From Figure 5.6,

D = 2.1×10−5 gives this ratio. So we integrate the system with initial point

(10−3, 10−3, 10−3, 1− 3× 10−3, 10−3, 10−3, 10−3, 1− 3× 10−3) for this value

of D to see if the periodic solutions in both cells areZ2-symmetric. As is

shown in Table 5.4, there exists a period-5 periodic solution in the x-cell

and a period-7 one in they-cell. By comparing the sequences ofxE
1 , xσ

3E
4

andxσ
2E

3 , the periodic solution is indeed notZ4 but Z2-symmetric. This is

also the case for they-cell. In addition, we notice that the period of ¯x andȳ
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Figure 5.9: Schematic diagram showing a situation which cannot happen in system

(5.25). A Z4-symmetric periodic solution in thex-cell of typem = 3 (left) can not ac-

company aZ4-symmetric periodic solution in they-cell of typem = 1 (right). In other

words, 7/5 is not a ratio of frequencies of twoZ4-symmetric periodic solutions.

are both equal to 218.64.
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xE
1 4.275e-05 6.907e-05 9.160e-05 2.141e-09 8.130e-05 4.275e-05

xσ
3E

4 9.166e-05 5.260e-05 8.693e-05 1.978e-06 7.550e-05 9.165e-05

xσ
2E

3 9.160e-05 2.141e-09 8.130e-05 4.275e-05 6.907e-05 9.160e-05

Tx 38.24 51.71 38.50 43.12 47.07 38.24

yE′
1 7.272e-06 8.045e-05 3.412e-07 8.702e-07 1.204e-04 4.792e-06

2.861e-07 7.272e-06

yσ
3E′

4 2.125e-06 1.418e-04 1.138e-06 4.538e-07 3.597e-05 1.447e-05

2.211e-07 2.125e-06

yσ
2E′

3 1.204e-04 4.793e-06 2.861e-07 7.272e-06 8.045e-05 3.413e-07

8.702e-07 1.204e-04

Ty 34.86 26.42 29.68 36.46 31.05 25.59

34.59 34.86

Table 5.4: Thex1, x4 andx3-coordinates of the last few points of ¯x(t) on the cross sections

E, σ3E andσ2E, and they1, y4 andy3-coordinates of the last few points of ¯y(t) on the

cross sectionsE′, σ3E′ andσ2E′, respectively. The system (5.25) is integrated forD =

2.1×10−5 starting from the initial point (10−3, 10−3, 10−3, 1−3×10−3, 10−3, 10−3, 10−3, 1−

3 × 10−3). The data shows that there exists a period-5Z2-symmetric periodic solution in

thex-cell and a period-7Z2-symmetric periodic solution in they-cell. This gives the ratio

of frequencies 7/5. By summing the return timesTx andTy, we see that the period of both

periodic solutions is 218.64.

151



Chapter 5. 5.4. Symmetric solutions in coupled cell systems

σE

E2σ

E3σ

σ3 xE
xEσ2

xEσ

xE

E

σyE’

yE’

σ2 yE’

σ3 yE’

E’

E’3σ

E’2σ

σE’

Figure 5.10: Schematic diagram depicting the existence ofZ2-symmetric periodic solu-

tions in thex-cell (left) and they-cell (right). In thex-cell, m= 1 and j1 = 2. In they-cell,

m= 1 and j2 = 3. The ratio of frequenciesfy/ fx = 7/5 in this case.

• Non-symmetry

Apparently, 3/2 is the ratio of the frequencies of neitherZ4 norZ2-symmetric

solutions by Corollary 5.4.3. From Figure 5.6,D = 3.3 × 10−6 gives this

ratio. So we integrate the system with initial point (10−3, 10−3, 10−3, 1− 3×

10−3, 10−3, 10−3, 10−3, 1− 3× 10−3) for this value ofD to see if the periodic

solutions in both cells have any symmetry. As is shown in Table 5.5, there

exists a period-2 periodic solution in thex-cell and a period-3 one in the

y-cell. By comparing the sequences ofxE
1 andxσ

2E
3 , the periodic solution is

indeed notZ2-symmetric. As a result, it is notZ4-symmetric as well. This

is also the case for they-cell. In addition, we see that the period of ¯x andȳ

are both equal to 104.86.
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xE
1 1.482e-05 1.841e-08 1.482e-05

xσ
2E

3 1.326e-05 1.982e-06 1.327e-05

Tx 49.32 55.54 49.32

yE′
1 5.248e-08 2.146e-05 3.409e-07 5.248e-08

yσ
2E′

3 1.024e-06 3.594e-06 3.131e-08 1.024e-06

Ty 39.38 35.36 30.11 39.38

Table 5.5: Thex1 andx3-coordinates of the last few points of ¯x(t) on the cross sectionsE

andσ2E, and they1 andy3-coordinates of the last few points of ¯y(t) on the cross sections

E′ andσ2E′, respectively. The system (5.25) is integrated forD = 3.3 × 10−6 starting

from the initial point (10−3, 10−3, 10−3, 1− 3× 10−3, 10−3, 10−3, 10−3, 1− 3× 10−3). The

data shows that there exists a period-2 non-symmetric periodic solution in thex-cell and a

period-3 non-symmetric periodic solution in they-cell. This gives the ratio of frequencies

3/2. By summing the return timesTx and Ty, we see that the period of both periodic

solutions is 104.86.
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5.5 Discussion

In this chapter, we have demonstrated a systematic approachto the analysis

of coupled cell systems consisting of two cells which are coupled diffusively. We

concentrated our investigation on the existence of non-trivial periodic solutions of

systems with cyclic symmetry. Such a coupled cell system canbe decomposed

into two systems with periodic perturbations when periodicsolutions occur in

both cells. Consequently, we first studiedZn-symmetric ODE systems perturbed

by periodic functions.

For this kind of system, we have shown that to have a non-trivial, cyclically

symmetric, periodic solution, the perturbation functionsmust differ by only a

phase-shift. Once we fix a set of perturbation functions satisfying this necessary

condition, the ratio of the frequencies between a cyclically symmetric periodic

solution and the perturbation functions can be identified.

A Guckenheimer-Holmes system perturbed by periodic functions is then stud-

ied as an example to check the validity of results obtained insection 5.2.1 and

5.2.2. Instead of applying these results directly, we calculated the Poincaré map

of the system and then give analogous results by studying themap analytically.

Our result shows that a regular pattern for the frequency-locking windows where

Z3-symmetric period-1 periodic solution exists can be observed generically.

By applying the results for the system with periodic perturbations, we are able

to extend our study to symmetric periodic solutions in coupled cell systems. Our

results show that the symmetry is always ’synchronized’ between two cells and

again the ratio of the frequencies of the non-trivial symmetric periodic solutions

in two cells can be identified. Moreover, the symmetric periodic solutions in each

of the two cells must be of the same type. These observation help to explain the

numerical results given by Tachikawa.

There are still many questions unsolved in the coupled cell systems with cyclic
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symmetry. For example, sufficient conditions for the system to have a cyclically

symmetric solution are unclear. So far, we only understand that for some ratio

of frequencies the periodic solutions could be symmetric. However, knowing the

ratio of frequencies is not sufficient to identify what symmetry a periodic solution

possesses. An example can be found in Tachikawa’s system forD = 5.5 × 10−7

where the periodic solutions in both cells are notZ2-symmetric even though the

ratio of frequencies, 5/3, is of theZ2-symmetric form.
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Chapter 6

Conclusion and Future Work

Chapters 3, 4 and 5 contain the central results of this thesis, divided into these

three parts: the construction of Poincaré maps, the analysis of one specific ex-

ample, and the investigation of symmetric periodic orbits arising in coupled cell

systems. In this chapter, we give concluding remarks on eachof these topics in

turn and describe directions for future research on each.

6.1 Constructing Poincaŕe maps for time-periodically

forced heteroclinic systems

In Chapter 3, we have presented a systematic method to derivethe Poincaré

map of the time-periodic forced Lotka-Volterra system inR3. The derivation in-

volves careful calculation of (i) the local maps by integrating the linearized system

near each equilibrium point, and (ii) the global maps by estimating the unstable

manifold of each periodic orbit bifurcating from the original equilibrium points

due to the perturbation. Unlike the method by Afraimovich etal. [3], we keep the

time-dependent terms in each step of the derivation. This complicates the calcula-

tions but enables us to obtain a more general and, indeed, correct result. Our result
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should be able to be extended to higher dimensional asymptotically stable simple

heteroclinic cycles, which by definition are heteroclinic cycles with connections

lying in two-dimensional planes.

Essentially, the Poincaré map can be divided into two parts. The time-independent

terms reflect a constant forcing term corresponding to the mean of the perturba-

tion function. On the other hand, the oscillating componentof the perturbation

function contributes to the time-dependent terms by affecting the form of the lin-

earized systems and the unstable manifold of each periodic orbit bifurcating from

the original equilibrium points. From this point of view, itis not too hard to write

out the form of the Poincaré map.

Finding the parameters in the Poincaré map (3.25) is not straightforward. All

we know is that they are functions ofc, eand depend on the form of the perturba-

tion function. This results in two difficulties: (i) it is very hard to find a suitable

set of parameters for simulating an ODE system (it involves plenty of trial and

error), and (ii) it is very hard to analyze the changes of the dynamics of the ODE

system when varyingc ande because the dependence of the parameters onc and

e is not known.

6.2 Analysis for time-periodic forced heteroclinic sys-

tems

Based on the Poincaré map we derived, we are able to carry outa thorough

mathematical analysis of the dynamics of the systems.

In Chapter 4, we first discuss the asymptotic order of thex-coordinate. The

results show that an analytic study of the Poincaré map derived by Afraimovich

et al. [3] can not explain the dynamics of the original ODE system. Moreover,

the results also predict two different scenarios: the cases ’ǫ near 0’ and ’ǫ large’,
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occur. (Recall that we defineǫ = (c/e)3 − 1.)

In summary, we are interested in the dynamics of the ODE system when vary-

ing the frequencyω of the perturbation function and the main results are:

• If ǫ is near 0, the system is equivalent to a damped pendulum with torque.

In this case, bistability arises in some intervals ofω.

• If ǫ is large, the system is equivalent to a circle map. Dependingon the

frequency of the forcing function, it can be non-invertible, where chaotic

dynamics can be observed, or invertible, where only regular(periodic or

quasiperiodic) dynamics can exist.

Although we have attempted to understand the dynamics of thesystem for

all ω and c/e, the caseǫ large andω of medium size remains analytically in-

tractable. So far, we explain the dynamics of the system by consider the case for

ω of medium size as some kind of transition state whenω moves from small to

near infinity. However, we are not completely sure, in this case (although it seems

reasonable), whether the Poincaré map is still equivalentto a circle map and how

many bifurcations may take place as the system switches between being equiva-

lent to an invertible and a noninvertible circle map. The difficulty of this case is

due to the complicated form of the Poincaré map.

6.3 Symmetric periodic solutions in coupled cell sys-

tems

In Chapter 5, we consider coupled cell systems in which two ODE systems

with cyclic symmetryZn are coupled diffusively. We are interested in the interac-

tions between non-trivial periodic solutions with cyclic symmetry in the two cells.
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Specifically, the ratios of the frequencies of periodic solutions in the two cells for

which the periodic solutions are symmetric are identified.

To study a coupled cell system when periodic solutions exist, we reduce the

coupled system to a single system subjected to a periodic perturbation. Our re-

sults prove that to have a non-trivial symmetric periodic solution, the perturbation

functions must differ only by a phase-shift. The ratios of frequencies between the

non-trivial symmetric periodic solutions and the perturbation functions are also

identified.

With these results, we are able to analyze systems composed of two coupled

cells. The study proves that a ’synchronization’ of symmetry always exists be-

tween the non-trivial periodic solutions of two cells. Moreprecisely, if there exist

non-trivial periodic solutions in the two cells, then the periodic solution in the

first cell is Zp-symmetric if and only if the periodic solution in the other cell is

alsoZp-symmetric. Moreover, they share the same kind of symmetry,i.e. they

have the samemdefined in (5.2). In addition, all the possible ratios of frequencies

of symmetric periodic solutions in these two cells can be classified.

The work in Chapter 5 provides necessary conditions of the existence of sym-

metric periodic solutions in a coupled system with two cells. This only helps to

identify systems which do not have any symmetric solution, and systems which

could have a symmetric solution. It is then important to find the sufficient condi-

tions for the existence of symmetric periodic solutions.

As was shown in [74], bistability exists over a range of values of the coupling

stengthD. Moreover, it is possible to have aZ4-symmetric ratio (11/7) and, at the

same time, a non-symmetric ratio (3/2). In other words, the ratio of frequencies

obtained depends on the initial condition.

So far, we have studied the coupled systems of two cells. One trivial exten-

sion of our results could be the consideration of lattice coupled cell systems. It
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has been reported in the literature that coupled cell systems with symmetry pro-

duce spatial-temporal patterns [73]. A question arises concerning the existence of

’synchronization’ of symmetry between the periodic solutions of these cells for

a coupled system withn cells. A similar question has been studied by M. Gol-

ubitsky et al. in [27]. In the following, we briefly review their results and then

describe how they may be related.

Golubitsky et al. [27] considered networks of coupled phaseoscillators:

θ̇ = F(θ), (6.1)

whereθ = (θ1, ..., θN) ∈ SN, F = ( f1, ..., fN) ∈ RN. Here,S= R/Z = [0, 1).

Firstly, they defined the termswinding number, average frequencyandcoe-

volve.

Definition 6.3.1 ([27]) Let θ(t) be a solution of (6.1) on an intervalτ = [t1, t2]

andθL(t) be the lift ofθ(t). The winding number ofθ j(t) on the intervalτ is given

by

ρτj = θ
L
j (t2) − θL

j (t1).

If θ(t) is a T-periodic solution of (6.1), then the lift satisfies

θL(t + T) = θL(t) + ρ,

whereρ = (ρ1, ..., ρN) ∈ ZN is a vector of integers. The winding number ofθ j in a

periodic orbit is defined by

ρ[0,T]
j = ρ j ,

where T is the minimal period for the solution as a whole.

Definition 6.3.2 ([27]) The average frequencyντj of θ j(t) overτ is defined by

ντj =
ρτj

t2 − t1
.
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If the limit

ν j = lim
|τ|→∞

ντj

exists, we say thatν j is the average frequency of cell j. Ifθ(t) is a T-periodic

solution of (6.1), then we have

ν j = lim
N→∞

ρ[0,NT]
j

NT
=
ρ j

T
.

Definition 6.3.3 ([27]) Two phase oscillators i and j coevolve if the torus{θ ∈

SN : θ j = θ j} is flow-invariant. They are in the same collection if there exists a

chain of distinct oscillators i= k0, ..., km+1 = j such that all pairs(k0, k1), ..., (km, km+1)

coevolve; m is the length of this chain.

Then they proved the following results:

Proposition 6.3.1 ([27]) Suppose that oscillators i and j coevolve, then the wind-

ing numbers of a periodic solution to a phase oscillator system (6.1) are equal and

the winding numbers of any solution to the system (6.1) differ at most by 1. If the

average frequencyνi is defined, then the average frequencyν j is defined as well

andνi = ν j.

Proposition 6.3.2 ([27]) The collections of oscillators in a network have the fol-

lowing properties: (a) Winding numbers of a periodic solution are equal for all

cells in the same collection. (b) If average frequency is defined for one cell in a

collection, then it is defined for all, and this average frequency is the same for

all cells in the collection. (c) Let i and j be two cells in the same collection and

let m be the length of the shortest chain of oscillators relating them. Then for a

general solution, the winding numbers of cells i and j on an interval differ at most

by m+ 1.
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In short, the coevolution of two cells,i and j, states that there exists an invari-

ant torus in theθiθ j-plane which forces frequency-locking to occur. In their case,

the invariant torus is{θi = θ j} and hence the two cells are 1 : 1-locked. However,

in the two examples we have considered in Chapter 5, coevolution does not always

exist due to that the two oscillators we coupled are not identical. Therefore, we

expect the occurence of other locking modes.

Therefore, we might be able to exploit this idea to extend thetwo-cell systems

to N-cell systems. More precisely, if we consider the system:

ẋi = fi(xi) + γg(x) i = 1, 2, ...,N, (6.2)

wherexi = (xi1, ...xin), g is a function depending on how we couple the cells, and

fi ’s areZn-symmetric. We then say thatxi andxj coevolve if there exists a periodic

solution in thexi xj-subspace. In this way, we might be able to extract a two-cell

system from then-cell system, and two-cell systems were studied in Chapter 5.

A ’collection’ of cells can be defined in a similar way. Work onthis problem is

ongoing.
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