The onset of Darcy–Brinkman convection in a porous layer: an asymptotic analysis
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Abstract

In highly porous media boundary (Brinkman) effects are important near impermeable surfaces. We investigate in detail how these effects modify the well-known criterion for the onset of convection of a Boussinesq fluid in a porous medium where Darcy’s law applies. It is known that boundary effects serve to raise the critical Darcy–Rayleigh number as \( D \), the Darcy number, increases. For many porous media the value of \( D \) is small and this causes severe numerical difficulties in solving the perturbation equations. We extend an earlier numerical study by Walker and Homsy [A.S.M.E. J. Heat Transfer 99 (1977) 338] by performing an asymptotic analysis of the singular perturbation problem which arises in the small-\( D \) limit. Excellent agreement is obtained between the asymptotic and numerical results.

1. Introduction

The porous medium version of the Bénard problem has been studied intensively from the mid-1940s. Since the pioneering work of Horton and Rogers [2] and Lapwood [3] the research literature has accumulated steadily. Much of the earlier work, which is described in [4,5], concentrates on cases where the Darcy-flow model is assumed to be adequate. In the last 10 years, however, there has been a great upsurge of interest in determining the effects of extensions to Darcy’s law since practical applications involve media for which Darcy’s law is inadequate. One of the first papers to deal with these extensions was by Vafai and Tien [6] who used macroscopic averaging techniques to determine the effects of form-drag and solid boundaries on the form of Darcy’s law. Much more recently Calmini and Mahajan [7] studied forced convection in a metal foam whose porosity is typically in the range 0.89–0.97 using the same model as [6] but supplemented by advective inertia terms. Durlofsky and Brady [8] argued that 0.95 is the lowest porosity for which the Brinkman model may be applied, but the reader is referred to the detailed discussion by Nield and Bejan [4].

In this paper, we re-examine how boundary (or Brinkman) effects affect the onset criterion in a porous layer of infinite extent. Although we also include inertia effects (both advective inertia and form-drag) in the general formulation, their presence does not affect the stability criterion since the basic state is motionless. Walker and Homsy [1] have already presented a neutral curve showing how the critical Rayleigh number varies with the Darcy number, \( D \). This Rayleigh number is that which is suitable for a clear-fluid, rather than for a porous medium, and therefore it increases as \( D \) decreases towards zero, the Darcy-flow limit. Here we revisit this problem, and although we present a very accurate set of numerical results, the main thrust is to provide a detailed analysis of the Darcy-flow limit. When \( D \) tends towards zero, the linearised stability equations form a singular perturbation problem and thin layers of an \( O(D^{1/2}) \) length-scale form near the solid boundaries. We determine the leading order correction to the Darcy-flow critical wavenumber and give the first three terms in an expansion for the critical Rayleigh number. The match between the asymptotic and the numerical results is excellent.
Nomenclature

\[ \begin{align*} 
\rho & \quad \text{density} \\
\mu & \quad \text{coefficient of viscosity} \\
\mu_z & \quad \text{Brinkman effective viscosity} \\
\kappa & \quad \text{diffusivity, } k_m/(\rho c)_m \\
\epsilon & \quad \text{square root of } D \\
\psi & \quad \text{streamfunction} \\
\theta & \quad \text{scaled temperature} \\
\phi & \quad \text{porosity} \\
\zeta & \quad \text{scaled } y \text{ coordinate} \\
\end{align*} \]

\[ \text{Superscripts and subscripts} \]

* \quad \text{dimensional} \\
\text{c} \quad \text{unit vector} \\
\text{r} \quad \text{vector} \\
\text{y} \quad \text{y-derivative} \\
\text{f} \quad \text{fluid} \\
h \quad \text{hot surface} \\
m \quad \text{medium} \\
0, 1, 2 \quad \text{terms in small-} \epsilon \text{ expansion} \\

2. Equations of motion

It is assumed that the fluid saturating the porous medium is Boussinesq and that form-drag and boundary effects are significant. Under these circumstances the governing equations for flow and heat transfer in a porous layer are:

\[ \nabla^* \cdot \mathbf{u}^* = 0, \quad \text{(1a)} \]

\[ \frac{\rho_f}{\phi} \frac{\partial \mathbf{u}^*}{\partial t} + \frac{\rho_f}{\phi} (\mathbf{u}^* \cdot \nabla^*) \mathbf{u}^* = -\nabla^* p^* + \mu_c \nabla^{*2} \mathbf{u}^* - \left( \frac{\mu_i}{K} \right) \mathbf{u}^* + \rho_f \mathbf{g} \beta (T - T_c) \mathbf{\hat{y}} \]

\[ - \left( \frac{\rho_i}{\sqrt{K}} \right) \frac{\partial \mathbf{u}^*}{\partial t} \left[ \mathbf{u}^* \right], \quad \text{(1b)} \]

\[ (\rho_c)_m \frac{\partial T}{\partial t} + (\rho_c)_m \mathbf{u}^* \cdot \nabla^* T = k_m \nabla^{*2} T, \quad \text{(1c)} \]

where all constants and variables are defined in the nomenclature. Eqs. (1a)–(1c) form the full set of equations used to model convective flows in porous media. Eq. (1b) contains the usual balance of forces between viscosity and pressure gradient known as Darcy’s law (viz. the 3rd and 5th terms), which is extended by the further inclusion of terms modelling in turn advective inertia (1st and 2nd terms), boundary effects (the 4th term: the Brinkman term), buoyancy (the 6th term) and form-drag (Forchheimer inertia, the 7th term). Apart from a slightly different definition of the form-drag coefficient, Eq. (1b) is the same as that given in [9] and [10], and conforms to that given by Nield and Bejan [4]. Although much work has been devoted very recently to investigating how local thermal nonequilibrium between the solid matrix and the fluid at the microscopic level affects many classical flows, we neglect this aspect here, although we note that Banu and Rees [11] consider the effect of nonequilibrium on the onset of Darcy–Bénard convection.

We consider a layer of depth, \( d \), which is heated from below and cooled from above and no flow occurs at the boundaries. Therefore the boundary conditions are:

\( u^* = 0, \quad T = T_h \quad \text{at } y^* = 0 \)

and \( u^* = 0, \quad T = T_c \quad \text{at } y^* = d. \quad \text{(1d)} \)

We have assumed that the flow is two-dimensional; in an infinite layer of constant thickness all disturbances may be Fourier-decomposed into an appropriate sum of two-dimensional modes. Nondimensionalisation proceeds using the substitutions

\[ x' = dx, \quad u^* = \frac{\kappa}{a} u, \quad r^2 = \frac{d^2}{\kappa^2} t, \]

\[ T = T_c + (T_h - T_c) \theta, \quad p^* = \rho_i \frac{\kappa^2}{a^2} p \quad \text{(2)} \]

and Eqs. (1a)–(1c) take the forms

\[ \nabla \cdot \mathbf{u} = 0, \quad \text{(3a)} \]

\[ \phi F_1 \frac{\partial \mathbf{u}}{\partial t} + \mathbf{F}_1 \mathbf{u} \cdot \nabla \mathbf{u} = -\phi \rho \mathbf{F}_1 \nabla p + D \nabla^2 \mathbf{u} - \mathbf{u} + R \theta \mathbf{\hat{y}} \]

\[ - F_2 u_u |u|, \quad \text{(3b)} \]

\[ \theta_t + \mathbf{u} \cdot \nabla \theta = \nabla^2 \theta \quad \text{(3c)} \]
subject to
\[
u = 0, \quad \theta = 1 \quad \text{at } y = 0 \quad \text{and} \quad \nu = 0, \quad \theta = 0 \quad \text{at } y = 1, \tag{3d}\]

where
\[
F_1 = \frac{\rho_1 \kappa K}{\phi_0 d^2 \mu_i}, \quad F_2 = \frac{\rho_1 b \kappa \sqrt{K}}{\mu_i}, \quad R = \frac{\rho_1 \beta (T_0 - T_c) K d}{\mu_i \kappa} \quad \text{and} \quad D = \frac{\mu_c K}{\mu_i d^2}. \tag{3e}\]

In (3a)–(3e) the nondimensional coefficients \(F_1\) and \(F_2\) correspond to the advective and form-drag inertia terms, respectively, \(D\) is the Darcy number which usually takes very small values compared with unity, and \(R\) is the Darcy–Rayleigh number which expresses the balance between buoyancy and viscous forces. The straightforward no-flow conduction solution whose stability we analyse is given by
\[
u = 0, \quad \theta = 1 - y \tag{4}\]

and therefore we linearise Eqs. (3a)–(3e) about this solution:
\[
\nabla \cdot \nu = 0, \quad \tag{5a}\]
\[
\phi F_1 \frac{\partial \nu}{\partial t} = -\phi \nu F_1 \nabla p + D \nabla^2 \nu - \nu + R \partial_{y} \psi, \quad \tag{5b}\]
\[
\theta_t - v = \nabla^2 \theta. \quad \tag{5c}\]

We note that neither nonlinear term appears in the momentum equation, Eq. (5b), and therefore the onset criteria are independent of the size of the coefficients of these terms.

Given that the flow is two-dimensional, we introduce the streamfunction, \(\psi\), in the usual way by defining
\[
u = -\frac{\partial \psi}{\partial y}, \quad v = \frac{\partial \psi}{\partial x}, \tag{6}\]

and therefore Eqs. (5b) and (5c) reduce to
\[
\phi F_1 \nabla^2 \frac{\partial \psi}{\partial t} + \nabla^2 \psi - D \nabla^4 \psi = R \frac{\partial^2 \theta}{\partial x^2}, \tag{7a}\]
\[
\frac{\partial \theta}{\partial t} = \nabla^2 \theta + \frac{\partial \psi}{\partial x}. \tag{7b}\]

It is straightforward to show that this system of linear equations obeys the principle of exchange of stabilities (see [12]) so that we may set the time derivatives to zero in performing the stability analysis. Therefore the system of equations we study in this paper is
\[
-D \nabla^4 \psi + \nabla^2 \psi = R \frac{\partial^2 \theta}{\partial x^2}, \quad \tag{8a}\]
\[
\nabla^2 \theta + \frac{\partial \psi}{\partial x} = 0, \quad \tag{8b}\]

subject to
\[
\psi = \frac{\partial \psi}{\partial y} = \theta = 0 \quad \text{at both } y = 0 \text{ and } y = 1. \tag{8c}\]

Finally we may Fourier-decompose any disturbance into an infinite set of modes in the \(x\)-direction each of which is characterised by its wavenumber, \(k\). We substitute
\[
\psi = f(y) \sin(kx), \quad \theta = g(y) \cos(kx) \tag{9}\]

into Eqs. (8a)–(8c) to obtain
\[
-D[f''' - 2k^2 f'' + k^4 f] + [f'' - k^2 f] = -Rkg, \tag{10a}\]
\[
g'' - k^2 g + kf = 0 \tag{10b}\]

subject to
\[
f = f' = g = 0 \quad \text{on } y = 0 \text{ and } y = 1. \tag{10c}\]

\[\]

3. Numerical solutions

Eqs. (10a)–(10d) form an ordinary differential eigenvalue problem for \(R\) as a function of \(D\) and the wavenumber, \(k\). When \(D = 0\) we recover the Darcy-flow case which may be solved easily analytically. The addition of boundary effects renders it impossible to use entirely analytical methods and therefore we resort at first to numerical methods. As our main aim in this paper is to investigate in detail the small-\(D\) case great care must be taken in the choice of numerical method. Small values of \(D\) cause the full system to become stiff and therefore indirect methods such as the shooting method must be abandoned due to the presence of very rapidly growing components of the eigensolution. In view of this we chose to use a direct method of the same form as that used by Lewis et al. [13] and Shu and Wilkes [14].

Eqs. (10a)–(10d) were reduced to a set of three second-order equations and discretised using central differences on a uniform grid in the \(y\)-direction. The zero normal and tangential flow and zero temperature conditions provide a sufficient number of boundary conditions for these equations. However the eigenvalue, \(R\), also needs to be found, and this requires one further condition, the normalisation condition
\[
g'(0) = 1. \tag{10d}\]

When suitably arranged, the resulting set of discretised equations forms a nonlinear algebraic system. We now adopt a multidimensional Newton–Raphson iteration technique very similar indeed to that used by the Keller-box method [15] and the resulting iteration matrix has the following modified block tridiagonal form:
submatrix blocks are now 6 × 6. Also has an iteration matrix of the form (11) where the

\[ \begin{pmatrix} C_0 & C_0 & C_0 \\ C_0 & C_0 & C_0 \\ ... & C_0 & C_0 \end{pmatrix} \]

where \( \bullet \) corresponds to 3 × 3 submatrix blocks arising from the differential equations, \( \circ \) to the submatrices corresponding to \( R \)-derivatives of the governing equations, and \( \triangle \) to the normalisation condition. Bearing in mind that the usual Keller-box methodology is used to solve parabolic systems of partial differential equations, and that this may be altered very easily to solve systems of ordinary equations with the ‘streamwise’ variable being replaced by a parameter which will be varied during the course of the computations, a Keller-box code was altered to be able to solve the given eigenvalue problem. As has been usual in the recent past, the author resorted to a straightforward numerical differentiation procedure to evaluate the components of the iteration matrix. Furthermore the block tridiagonal matrix algorithm had to be extended to solve the above banded matrix.

Numerical experiments indicate that the neutral stability curves always have the same qualitative form: one minimum value of \( R \) at a critical value of \( k \) with monotonic growth towards infinity as \( k \to 0 \) and as \( k \to \infty \). Therefore it is of interest to evaluate these critical values since such a minimum value of \( R \) signifies the point above which we may expect convection to take place in an infinite layer. This is achieved by insisting that \( \partial R / \partial k = 0 \) and by supplementing Eqs. (10a)-(10d) by their derivatives with respect to \( k \). Specifically, if we define

\[ F = \frac{\partial f}{\partial k} \quad \text{and} \quad G = \frac{\partial g}{\partial k} \quad (12) \]

then the differentiation of Eqs. (10a)-(10d) with respect to \( k \) yields the following system:

\[ \begin{align*}
-D[F'' - 2k^2F' + k^2F] + [F'' - k^2F'] + RkG \\
= D[-4kF'' + 4k^2f] + 2kf - Rg \quad (13a)
\end{align*} \]

\[ G'' - k^2G + kF = 2kg - f \quad (13b) \]

subject to the same zero boundary conditions on \( F \), \( F' \) and \( G \). As the wavenumber is now a second eigenvalue we also impose a second normalisation condition that \( G'(0) = 0 \), although any other value of this derivative would yield the same values of \( R \) and \( k \). This new system also has an iteration matrix of the form (11) where the submatrix blocks are now 6 × 6.

There is now only one parameter to vary and solutions are presented for \( 10^{-6} \leq D \leq 10^2 \). Very great care was necessary to ensure that the solutions obtained are as accurate as possible, especially for the smaller values of \( D \) where very rapid variations occur close to the bounding surfaces. To this end we used four different numerical solutions based on 200, 400, 800 and 1600 in equally spaced intervals in the range \( 0 \leq y \leq 1 \). Given that the numerical errors in our numerical method proceed in a power series in \( h^2 \), where \( h \) is the steplength, we used Richardson extrapolation to improve the \( O(h^2) \) accuracy to \( O(h^4) \) in the extrapolates. These extrapolates were also subjected to the same extrapolation procedure and so on until we obtained solutions of \( O(h^8) \) accuracy from the final extrapolates. In our numerical results all solutions quoted are correct to the number of places given whenever \( D \geq 10^{-5} \); very small errors remain when \( D = 10^{-6} \).

We present the variation with \( D \) of the critical values of \( R \) and \( k \) in Figs. 1 and 2. The approach to the Darcy limit as \( D \to 0 \) is easily seen as we recover the values, \( R = 4\pi^2 \) and \( k = \pi \). The manner in which the approach is made is the subject of the next section as it forms a singular perturbation problem. The approach to the Bénard limit is most easily seen if we consider how \( R(D) \), the clear-fluid Rayleigh number, varies as \( D \to \infty \); this is also shown in Fig. 1 and in Walker and Homsy [1] and the respective figures appear to agree very well. Here we see that the well-known rigid–rigid stability criterion given in Koschmieder [16] is obtained when \( \epsilon \) is sufficiently large. Fig. 2 shows that the critical wavenumber

![Fig. 1. Neutral curves for the onset of convection for $10^{-6} \leq D \leq 10^2$. Values are presented in terms of the Darcy-Rayleigh number, $R_c$, and the clear-fluid Rayleigh number $R_c/D$. The dashed line denotes the small-$D$ asymptotic values given in (33).](image-url)
attains a maximum value at an intermediate value of \( D \), rather than in the limit as \( D \to 0 \); the physical reason for this is unknown.

Finally, we note that it is also possible to solve for \( R \) and \( k \) by applying to Eqs. (10a)–(10d) a solvability condition of the type used in the next section. That this case was realised only after the computations described above had been performed. Such a procedure again would have an iteration matrix of the form (10a)–(10d) but the submatrix blocks would only be \( 3 \times 3 \) and the execution of the code would have been much faster.

4. Asymptotic analysis for small values of \( D \)

We now perform a singular perturbation analysis of the solution of Eqs. (10a)–(10d) as \( D \to 0 \). This is undertaken for general values of the wavenumber, \( k \), and carried out as far as the third nonzero term in the expansion for \( R \). Subsequently \( R \) is minimised with respect to \( k \) to find how \( R \) and \( k \) vary from their respective Darcy-flow values of \( 4\pi^2 \) and \( \pi \). Given that most porous media have a very small Darcy number, this analysis assumes great importance.

A detailed examination of the numerical solutions of the last section shows that very rapid variations take place close to both upper and lower surfaces which is quite standard behaviour for a singular perturbation problem. Therefore we require three asymptotic regions: the interior or main region and two thin layers near the boundaries. But given the symmetry of the layer, we need only consider the main region and the lower near-wall layer; these will be called the outer and inner regions, respectively, in accordance with standard practice. We proceed using the small parameter \( \epsilon \) where \( \epsilon^2 = D \).

We will expand the solutions as power series in \( \epsilon \) in the outer region:

\[
\left( \begin{array}{c} f \\ g \
\end{array} \right) = \left( \begin{array}{c} f_0 \\ g_0 
\end{array} \right) + \epsilon \left( \begin{array}{c} f_1 \\ g_1 \n\end{array} \right) + \epsilon^2 \left( \begin{array}{c} f_2 \\ g_2 \n\end{array} \right) + \cdots.
\]

In the inner region we rescale the \( y \)-variable using the transformation

\[
y = \epsilon^2 \zeta.
\]

This scaling for \( y \) was obtained by balancing the magnitudes of \( \epsilon^2 f'''' \) and \( f'' \) in Eq. (10a). In the inner region we set \( f = F(\zeta) \) and \( g = G(\zeta) \) and expand according to

\[
\left( \begin{array}{c} F \\ G \n\end{array} \right) = \left( \begin{array}{c} F_0 \\ G_0 \n\end{array} \right) + \epsilon \left( \begin{array}{c} F_1 \\ G_1 \n\end{array} \right) + \epsilon^2 \left( \begin{array}{c} F_2 \\ G_2 \n\end{array} \right) + \cdots.
\]

Finally we expand \( R \) using

\[
R = R_0 + \epsilon R_1 + \epsilon^2 R_2.
\]

At leading order in the outer region the equations are:

\[
f''''_0 - k^2 f_0 + R_0 g_0 = 0,
\]

\[
g''''_0 - k^2 g_0 + k f_0 = 0
\]

for which we take as the eigensolution

\[
f_0 = \left( \frac{\pi^2 + k^2}{k} \right) \sin \pi y, \quad g_0 = \sin \pi y,
\]

\[
R_0 = \frac{\left( \frac{\pi^2 + k^2}{k} \right)^2}{\pi^2 - k^2}.
\]

This solution corresponds precisely to the usual Darcy-flow solution, but it does not satisfy the full set of boundary conditions given in (10c). The inner region is required to allow satisfaction of the \( f' = 0 \) conditions. From (20) we see that

\[
f_0 \sim \left( \frac{\pi^2 + k^2}{k} \right) \pi y \quad \text{and} \quad g_0 \sim \pi y
\]

as \( y \to 0 \), and hence the matching conditions for the inner region are

\[
F \sim \left( \frac{\pi^2 + k^2}{k} \right) \pi \zeta \epsilon \quad \text{and} \quad G \sim \pi \zeta \epsilon
\]

as \( \zeta \to \infty \). Therefore the \( O(\epsilon) \) terms form the leading order solutions in the inner region, and we need to take \( F_0 = G_0 = 0 \). The equations for \( F_1 \) and \( G_1 \) are that

\[
F_1'''' + F_1'' = 0, \quad G_1'' = 0,
\]

which must be solved subject to the matching conditions (22) and the boundary conditions \( F_1(0) = F_1'(0) = G_1(0) = 0 \). We find that
which shows that the inner region is passive with respect to \( G \) to this order.

The \( O(\epsilon) \) solution for \( F_1 \) forces a solution of the same magnitude in the outer region. The equations for \( f_1 \) and \( g_1 \) are:

\[
\begin{align*}
\frac{d^2}{dx^2} f_1 - k^2 f_1 + R_0 g_1 &= -R_1 k g_1, \\
\frac{d^2}{dx^2} g_1 + k f_1 &= 0
\end{align*}
\]  

subject to the matching conditions

\[
\begin{align*}
&f_1(0) = -\pi \left( \frac{\pi^2 + k^2}{k} \right), \quad g_1(0) = 0,
\end{align*}
\]  

which were obtained from (24). As \( R_1 \) multiplies a term which forms part of the eigensolution of the equivalent homogeneous system, it is necessary to derive a solvability condition. If both the boundary conditions given in (25c) had been homogeneous, then solvability would correspond simply to \( R_1 = 0 \), which removes the resonant term. In the present case it is easy to show that

\[
\begin{align*}
\int_0^1 \left( \frac{d^2}{dx^2} f_1 + R_0 g_1 \right) f_0 + R_0 \left( \frac{d^2}{dx^2} g_1 + k f_1 \right) g_0 dy &= f_1(0) f'_0(0) - f_1(1) f'_0(1)
\end{align*}
\]  

using integration by parts and noting that \( f_0 \) and \( g_0 \) satisfy (19a) and (19b). Substitution of (25a)–(25c) into (26) yields

\[
\begin{align*}
-R_1 k \int_0^1 g_1 f_0 dy &= -2\pi^2 \left( \frac{\pi^2 + k^2}{k} \right)^2
\end{align*}
\]  

and hence that

\[
R_1 = \frac{4\pi^2 (\pi^2 + k^2)}{k^2}.
\]  

Given this value of \( R_1 \) we may solve Eqs. (25a)–(25c) to obtain

\[
\begin{align*}
f_1 &= \frac{\pi}{2k} \left( \frac{\pi^2 + k^2}{k} \right) \left[ 2 \left( y - \frac{1}{2} \right) \cos \pi y - \frac{\cosh \lambda (y - \frac{1}{2})}{\cosh \frac{\lambda}{2}} \right], \\
g_1 &= -\frac{2\pi^2}{\pi^2 + k^2} \sin \pi y + \frac{\pi}{2} \left[ 2 \left( y - \frac{1}{2} \right) \cos \pi y + \frac{\cosh \lambda (y - \frac{1}{2})}{\cosh \frac{\lambda}{2}} \right]
\end{align*}
\]  

where \( \lambda = \sqrt{2k^2 + \pi^2} \).

Omitting further details we find that the \( O(\epsilon^2) \) inner solution is now

\[
F_2 = \frac{\pi}{k} \left( \frac{\pi^2 + k^2}{k} \right) \left[ 1 + \frac{1}{2} \lambda \tan \frac{1}{2} \lambda \right] \left( \zeta + e^{-\zeta} - 1 \right),
\]  

\[
G_2 = \left[ \pi \left( \frac{k^2 - \pi^2}{k^2 + \pi^2} \right) - \frac{1}{2} \lambda \tan \frac{1}{2} \lambda \right] \zeta,
\]  

Finally, at \( O(\epsilon^3) \) in the outer region, we obtain a very lengthy equation for \( f_2 \) and \( g_2 \) which involves \( R_2 \). On application of a solvability condition of the same type as above we obtain

\[
R_2 = \frac{(\pi^2 + k^2)^3}{k^2} + \frac{4\pi^2}{k^2} \left( 1 + \frac{1}{2} \lambda \tan \frac{1}{2} \lambda \right) \right] ^{\frac{3}{2}} + \frac{2\pi^2}{k^2} (3\pi^2 + k^2).
\]  

We now have analytical expressions for the first three terms in the asymptotic expansion for the neutral Rayleigh number for general values of \( k \). The critical value is obtained by minimising with respect to \( k \). If we set \( k = \pi + \epsilon k_1 \) into the full expression for \( R = R_0 + \epsilon R_1 + \epsilon^2 R_2 \) obtained using (20), (28) and (31), and expand the resulting series, then we obtain

\[
R \sim 4\pi^2 + |8\pi^3| \epsilon + |8\pi^4 + 16\pi^2| \epsilon^2 + |4\pi^3 \sqrt{3} \tan(\sqrt{3}\pi/2) + 4k_1^2 - 8\pi k_1| \epsilon^3.
\]  

The coefficient of \( \epsilon^3 \) is minimised when \( k_1 = \pi \) and therefore we obtain the following critical values for \( R \) and \( k_1 \):

\[
R_c \sim 4\pi^2 + |8\pi^3| \epsilon + |8\pi^4 + 12\pi^2| \epsilon^2 + |4\pi^3 \sqrt{3} \tan(\sqrt{3}\pi/2)| \epsilon^3,
\]  

\[
k_c \sim \pi + \epsilon \pi.
\]  

Comparison with the numerical solution may be aided if (33) is written in the form

\[
\frac{R}{4\pi^2} \sim 1 + 2\epsilon + \left[ 2\pi^2 + 3 + \pi \sqrt{3} \tan(\sqrt{3}\pi/2) \right] \epsilon^2
\]  

\[
= 1 + 2\epsilon + 28.1337 \epsilon^2.
\]  

A graphical comparison of the critical values of \( R \) and \( k \) given in (33) and (34) with those computed numerically are shown in Figs. 1 and 2, and it is clear that the two approaches agree exceptionally well for \( D < 10^{-2} \) for the Rayleigh number and for \( D < 10^{-4} \) for the wavenumber. This agreement may be judged quantitatively in Tables 1 and 2 which show the thrice-extrapolated numerical solutions. Table 1 is concerned with the critical Rayleigh number. Here the numerical solutions have been processed in such a way that the coefficient of \( \epsilon^2 \) in (35) should be the value of the entries in the final column of the table if (35) were exact, rather than being the first three terms in an asymptotic expansion. We see that the comparison is also excellent, although the entry for \( D = 10^{-6} \) is not so good — this is
due to the decreasingly good resolution of the near-wall layers. A similar phenomenon is found in Table 2 which depicts the analogous comparison for the critical wave-number. The final column now corresponds to the $O(\varepsilon)$ correction to the Darcy value. We see that the coefficient of $\varepsilon^2$ is approximately $-8$.

### 5. Conclusion

In this paper, we have analysed in detail the numerical data presented originally by Walker and Homsy [1] for the onset of convection of a Darcy–Brinkman fluid in a horizontal layer. We find that the resulting singular perturbation problem may be solved by invoking the existence of a layer of $O(D^{1/2})$ thickness near the upper and lower surfaces. We have obtained an expansion for the critical Rayleigh number which is correct to three terms and for the wavenumber to two terms. These compare very well indeed with our detailed numerical results which were obtained using a modified form of the Keller-box scheme and three improvements using Richardson’s extrapolation technique.

The present work may be extended in various ways. Kladas and Prasad [9,10] have considered strongly nonlinear convection and the onset of unsteady convection, but have restricted their study to two-dimensional flows in square cavities. It will be important to consider cavities of other aspect ratios, and to allow three-dimensionality. Another important case is the determination of the stability characteristics of weakly nonlinear convection. In other contexts it is possible for roll patterns to be unstable in general with cells of square planform forming the stable convection pattern; see [17,18] for example. In the present context it is well-known that rolls form the stable pattern in both the large-$D$ and small-$D$ limits, but the nature of the stable pattern at intermediate values of $D$ is not known. A third case is the determination of how boundary effects modify the stability characteristics of convection in a vertical porous layer. Kwok and Chen [19] studied this problem using fully numerical methods and determined a criterion for the onset of convection. However, an earlier paper by Gill [20] showed analytically that Darcy-flow ($D = 0$) is stable in this configuration. At present it is unknown how small $D$ must become before stability is re-established.
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