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On the reliability of high-stakes teacher assessment

Sandra Johnson*

Assessment Europe and University of Bristol, Bristol, UK

For a number of reasons, increasing reliance is being placed on teacher
assessment in high-stakes contexts in many countries around the world. Simulta-
neously, countries that have for some time relied to greater or lesser degrees on
teacher assessment for high-stakes purposes are in the process of questioning
the validity of that reliance. In principle, teacher assessment has an important
role to play in increasing assessment validity by complementing testing to cover
subject domains more comprehensively than otherwise would be possible. But
what is the evidence regarding the reliability of teacher assessment in
high-stakes contexts? The answer is that the evidence is limited and often
ambiguous. Research has revealed that teachers can be influenced by a number
of construct-irrelevant factors as they work towards their judgements, factors
such as gender, socio-economic background, effort and behaviour, that risk bias-
ing their assessments. And when considering construct-relevant achievement
evidence teachers are often expected to use verbal or semi-verbal sets of criteria,
such as level descriptions, which typically require a degree of subjective inter-
pretation in application and so are themselves a source of unwanted variation in
judging standards. Arguably the most effective strategy for addressing these
issues is participation in consensus moderation. Yet there have been few
attempts to provide evidence of the effectiveness of moderation in practice. The
potential value of, and the growing reliance upon, teacher assessment in high-
stakes applications demand that evaluation of consensus moderation become a
built-in part of the process.

Keywords: summative; high-stakes; teacher assessment; moderation; reliability

Introduction

The literature on teacher assessment is vast, often controversial and sometimes
contradictory. This paper does not set out to review the entire question of tea-
cher assessment but, in keeping with the theme of this volume, restricts atten-
tion to the issue of the reliability of teacher assessment, and, in particular, to
evidence in support of claims for and against the reliability of teacher assess-
ment in high-stakes contexts (other forms of teacher assessment, in particular
formative assessment in the classroom, are not considered here). For the most
part, discussion focuses on public examinations in the UK, although reference
is also made to other countries where practice and experience appear relevant
to the UK situation.
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There are a number of reasons for appealing to teacher assessment in place of
or alongside test-based assessment in public examinations and other high-stakes
assessment systems. Principal among them are:

• to provide assessments of abilities and skills that are not amenable to testing,
which if not available would reduce the validity of the overall subject
assessment;

• to exploit the rich base of evidence that teachers have available to them for
making assessments by virtue of the time spent interacting with and observing
their students, that could in principle lead to greater validity and reliability
even when tests might be used to assess the same abilities and skills;

• to minimise any potentially disruptive impact that formal testing might have
on coursework and learning, along with any psychologically damaging effects
that tests and frequent testing might have on students;

• to respect the professionalism of teachers, to empower them and to help them
maintain a high level of assessment skill in both summative and formative
assessment;

• and, under certain conditions, to minimise the cost of large-scale assessment.

Teacher assessment has a particularly important role to play in complementing
test-based assessment, enabling assessment to more fully span the intended subject
domain than it otherwise might. To quote Stanley et al. (2009):

… the teacher is increasingly being seen as the primary assessor in the most important
aspects of assessment. The broadening of assessment is based on a view that there are
aspects of learning that are important but cannot be adequately assessed by formal
external tests. These aspects require human judgment to integrate the many elements
of performance behaviours that are required in dealing with authentic assessment
tasks. (Stanley et al. 2009, 31)

When formal tests could be used with complete validity to assess a knowledge
domain or a particular set of subject skills, then one could reasonably ask under
what circumstances teacher assessment might be a better alternative. Where they are
applicable, tests can, in principle, have some advantages over teacher assessment.
In particular, the nature and range of the knowledge and skills being assessed are
usually clear from a review of test content and mark scheme, as is the relative
importance being given to various different aspects of learning or to different intel-
lectual or personal qualities. The degree of construct validity offered by a test is in
consequence relatively transparent. Reliability can also, in principle, be empirically
investigated – though it might be noted that reliability is a relatively neglected area
in testing as in other forms of assessment, a phenomenon that has only recently
begun to be addressed in England by the Office of Qualifications and Examinations
Regulation (Ofqual) – see Opposs and He (2012).

While teacher assessment does not lend itself to the same degree of transpar-
ency, it might nevertheless be the preferred option. Teachers are with their students
for extensive periods of time, constantly interacting with them inside and sometimes
outside the classroom, posing questions and noting responses, and observing perfor-
mances as they carry out assigned tasks and activities. In consequence, teachers are
assumed to have a more comprehensive view of their students as learners and
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achievers than any set of test results can alone provide, arguably leading not only
to potentially higher validity than time-constrained tests can embody (Wiliam 2001,
2003; Harlen 2007), but also, some believe, to potentially higher reliability than
tests can achieve (Wiliam 2001, 2003; Daugherty 2011). Moreover, the fewer the
number of formal tests that students are required to attempt the less disruption there
will be to normal classroom schedules and the less anxiety students will experience
(Harlen and Deakin Crick 2002, 2003; Harlen 2004a).

An important motivation for using teacher assessment in place of, or in addition
to, tests is to recognise, develop and value the professionalism of teachers. One
negative impact of the higher profile given to test-based results in England’s
national curriculum assessment system has been shown to be not only a loss of
assessment skill on the part of teachers, but also a loss of confidence in their ability
to make sound assessments of their students (Black et al. 2010, 2011). Indeed, so
little value has in practice been given to teacher judgement in this system at key
stage 2 in England (end of primary schooling) that the window for submitting level
judgements has overlapped the date by which test results are delivered to the
schools; test results alone have been used as indicators of pupil, school and system
performance. Addressing this issue, it was recommended in a recent official review
that teacher assessments should in future be submitted before test results are known
by schools (Bew 2011), giving teacher assessment greater credibility. It remains to
be seen whether this intention will be achieved.

Finally, there is the issue of cost-effectiveness. Any large-scale high-stakes
assessment system that can function as effectively on the basis of teacher assess-
ment as it could on the basis of a formal testing infrastructure could be a more
cost-effective system, particularly where teachers offer their assessments freely.
How important any saving might be, or if there might be a saving at all, will,
however, depend on the financial investment put into quality assurance through
assessment literacy development for teachers, school support, monitoring and
moderation: the state of Queensland in Australia provides teachers and schools with
extensive, and expensive, support in efforts to quality assure the judgements of
teachers in the statewide senior secondary certification system (QSA 2010).

There can be little doubt that teachers represent a wealth of knowledge about
students’ achievements and capabilities that is indispensable in the assessment of
learning progress and achievement, and which, in principle, could usefully be
exploited in high-stakes examination and certification systems. For this latter
purpose, however, it is essential that the assessments that teachers make of their
students can not only be shown to be valid but are also demonstrated to be
sufficiently reliable for purpose. So what is the evidence regarding the reliability of
teacher assessment in high-stakes contexts?

Teacher assessment reliability: the sparse evidence

The legitimacy of teacher assessment in high-stakes assessment systems depends
critically on the degree to which ‘teacher exchangeability’ can be assumed. Should
a piece of achievement evidence be rated by one teacher rather than another, what
is the likelihood that the rating outcome will be the same? And would this
likelihood change should the teachers concerned be located in different schools,
different authorities, different regions and different states?
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Where teachers mark a traditional test using a given mark scheme then the
effects on candidate outcomes of marker-related factors can be formally evaluated
using conventional reliability estimation approaches (see, for example, Meadows
and Billington 2005 for a review of marker reliability studies in the UK, and
Newton and Meadows 2011). Similar studies could, in principle, be carried out for
situations where tangible achievement evidence other than completed tests is the
subject of teacher rating, using grade-related descriptors; such studies would include
the evaluation of art creations, oral performances, science investigations and so on.
In practice, multiple-rater studies in these teacher assessment contexts are rare. In
their place are various hybrids, in particular comparing teachers’ marks with those
of an acknowledged ‘expert’ marker (the human benchmark, who is assumed to
carry ‘the truth’ in mark value terms) or their qualitative judgements with the single
or consensus judgements of one or two expert raters (‘moderators’, ‘verifiers’, ‘pan-
ellists’), or comparing teachers’ marks or judgements with the marks or
classifications produced by a test.

To summarise, among the different strategies that have been employed in
attempts to explore the reliability of teacher assessment are the following:

(1) comparing the independent assessments of different teachers
(inter-rater reliability studies);

(2) comparing the assessments of teachers with those of ‘expert’ raters
(human benchmark exercises);

(3) comparing teachers’ assessments with test results
(teacher-test agreement studies).

Given the importance of the issue, several reviews have confirmed that astonish-
ingly few reports of investigations into the reliability of teacher assessment are to
be found in the literature, particularly as regards high-stakes applications (Harlen
2004b; Wilmut 2005; Stanley et al. 2009; Johnson 2012), a situation almost
paralleling that for tests. Here are some examples.

Teacher assessment of coursework has been a contributing feature in the General
Certificate of Secondary Education (GCSE) examining system in England, Wales
and Northern Ireland since the GCSE itself was launched in the late 1980s, and
plays a role also in many subject examinations in the General Certificate of
Education (GCE) Advanced Subsidiary (AS) and Advanced (A) levels.1 Over time,
a number of concerns began to emerge about the quality of this component in
subject examinations, particularly in the GCSE. Of particular relevance to this paper
was the fear that both validity and reliability were threatened by teachers’ use of
inappropriate assessment tasks, by their misapplication of assessment criteria, by the
application of differing marking standards, and by pupil cheating and plagiarism. In
response to a review by the regulator, the Qualifications and Curriculum Authority
(QCA 2006), the uncontrolled coursework assessment in GCSE examinations was
replaced with ‘controlled assessment’. Teacher assessment now complements test-
based assessment rather than duplicating or substituting for it, and where it
continues to contribute to a subject examination, its weighting is 25% or 60%.
Awarding bodies exercise varying degrees of control over the tasks teachers use in
their assessment, over the conditions in which the tasks are used and the
assessments made, and over the evaluation of the resulting assessment evidence
(see QCDA2 2009; Johnson 2012, chapter 3).
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In both the GCSE and GCE examination systems, the quality of coursework
assessment across schools is, in principle, checked through a system of judgemental
moderation, in which awarding organisation moderators – practising subject teachers
– review small samples of students’ work from each school, and either agree that
the marks awarded are appropriate or that some adjustment, even an entire re-mark,
is warranted (see Johnson 2012, chapter 4, for an overview). A single moderator
essentially verifies the standards of any particular school. Disappointingly, and sur-
prisingly, given the importance of the teacher-assessed elements in some subject
examinations, there have been no multiple-rater studies, or at least no published
multiple-rater studies, into the reliability of coursework assessment since the early
1990s. In a rare study (Taylor 1992), three experienced teacher moderators
independently evaluated the coursework portfolios of 60–80 candidates for each of
four internally assessed examination components. In GCSE English, 15–25% of
candidates would have been awarded a different grade had their teacher’s mark
been replaced by the mark of one or other of the moderators; in GCSE history the
proportion varied between approximately 20% and 40%; in GCSE mathematics the
variation was 15–30%; in A level psychology it was 10–20%. This was an
important piece of work that has not, to the author’s knowledge, been repeated in
the intervening 20 years.

With no relevant reliability evidence available from designed inter-rater studies,
can we glean anything useful from a comparison of teachers’ grade predictions with
grades actually achieved in GCSE and GCE subject examinations? It is common
practice for teachers to submit subject grade predictions for their students to the
relevant awarding organisation ahead of the examinations. The resulting grade
distributions are used each year as one element in the battery of information that
informs standard setting procedures that lead to grade awarding decisions (Robinson
2007; Johnson 2012, chapter 4). Studies have consistently shown teacher-examina-
tion grade agreement rates to be moderate to low, with some variation in the
strength of relationship related to the subject of the qualification (Dhillon 2005).
High agreement rates could have been considered as validity and reliability
evidence for both grading systems; moderate to low agreement rates offer no
support one way or the other for either.

In the absence of any relevant evidence about the reliability of teacher assess-
ment in the high-stakes examination systems in the UK, let us look further afield.

Every state in Australia incorporates an element of internal assessment in its
senior secondary certification system (Cumming and Maxwell 2004). The state of
Queensland has for over 30 years been operating a school leaving certificating sys-
tem that is entirely dependent on teacher assessment. The Queensland system reports
five broad levels of achievement (‘very high achievement’ down to ‘very limited
achievement’) in a number of different subjects, each level containing 10 ‘exit
rungs’. Quality assurance is given high priority in a multi-tier system of checks. The
process begins with accreditation of school plans for implementing subject sylla-
buses, followed by different stages of monitoring, verifying and approving standards
of judgement, and ends with a check on judgement consistency statewide through a
post-certification review of random samples of assessed folios (for details see
Maxwell 2006; QSA 2010). In the random sampling checks, district panel members
work in pairs, independently assessing assigned folios before arriving at a consensus
classification judgement. These panel judgements are then compared with the
schools’ original decisions. The latest random sampling exercise confirmed previous
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years’ findings, reporting that 87% of the reviewed folios were placed by the
reviewers at the same achievement level as the schools, with some variation across
subjects; ‘serious disagreement’ was recorded in almost 4% of cases (QSA 2011, 1).
Where outcomes differed, panellists tended more often to award lower classifications
to students than their schools did (the district panel review takes place after the
schools’ certification decisions have been announced, so that the review results can
only feed into the following year’s rating practices).

New South Wales offers another Australian example. Here, test scores for basic
and advanced examination papers in English and mathematics are complemented by
statistically moderated teacher assessments in the state’s well-established high-stakes
assessment system. Interestingly, after decades of operation, there has only recently
been growing awareness that little is actually known, and certainly little published,
about the underlying reliability of the teacher assessments before they are statisti-
cally adjusted. One response has been an analysis of a set of data furnished over
five years (2004–2008) of statewide assessment (MacCann and Stanley 2010). In
each subject, the distributions of raw test scores and of moderated teacher marks
were first converted to percentile grade distributions. Then, the degree of match in
grade classifications was computed separately for the paired test results, the paired
teacher assessments and the paired composites. The results were interpreted as
showing teacher assessment to be slightly more reliable than test results, with com-
posite score classifications slightly more reliable than either set alone. However, the
validity of these inferences depends on the assumption that the two teacher
assessments, like the two test results, were independent measures. This assumption
can readily be challenged, since teachers rating their own students for basic and
advanced achievement are likely to be influenced to some degree by the well-
known ‘halo effect’, putting into question the validity of the reported finding about
the superiority of teacher judgements over test results.

In the absence of other reports on teacher assessment reliability in situations that
are high stakes for students, we look now at evidence from other contexts.

In national curriculum assessment at key stage 2 in England, an assessment sys-
tem that is high stakes for teachers and schools if not for students, both teachers
and tests report subject attainment in the form of level classifications within a range
of four progression levels (for a comprehensive overview, see Johnson 2011, chap-
ter 5). A recent study compared teachers’ level judgements with level classifications
made on the basis of a reading pretest (Hutchison and Benton 2010, chapter 11).
The exact agreement rate was found to be 66%, a figure lower than that reported
for an earlier study that reported agreement rates of around 75% for live test classi-
fications against teacher judgements for reading, mathematics and science (Reeves,
Boyle, and Christie 2001). An important difference between the two studies is that
in the later study, teacher and test classifications were independent, whereas in the
earlier study, an unknown proportion of teachers could have been offering their
judgements in full knowledge of the live test results (the teacher judgement
submission window spanning delivery of test results to schools). In both studies, it
was impossible to infer from the results whether teacher judgements were more
reliable than test classifications or vice versa.

An interesting example of an over-time reliability study, also involving teacher
assessment at key stage 2, is reported in Stanley et al. (2009, 44). In the study,
teachers’ level judgements for over 10,000 pupils over seven consecutive years,
provided both during pretests and at the time of live testing just weeks later, were
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analysed. A principal finding was that in just over 80% of cases the teachers’ judge-
ments for individual pupils exactly agreed on the two occasions. However, as is the
case for all studies in which any measureable time has elapsed between assess-
ments, what this result actually tells us about the consistency with which teachers
can rate their students is unclear. Does it indicate a high degree of consistency in
teachers’ judgements, with only one in five teachers coming to a different view on
the two occasions? Or could it be that the consistency rate would have been even
higher if some students had not changed their state of ‘levelness’ over the period?
Indeed, how many of the students given the same rating on both occasions actually
merited that rating both times?

A study in Scotland produced even lower agreement rates against a level-based
progression framework that most teachers had been using in that country for over a
decade (Hayward 2007). Teachers’ level judgements were compared with test
results for large samples of eight to 14-year-old pupils, using data furnished by the
Scottish Survey of Achievement (SSA) for reading, mathematics and science
(Johnson and Munro 2008). Rates of exact level agreement were highest for numer-
acy/mathematics, at between 45% and 60% per age group, followed by reading,
with around 40% agreement for all groups, and with science showing the lowest
rates of agreement at between 10% and 35%. The researchers offered several possi-
ble explanations for the particularly poor agreement rates in science, including a
likely disparity in the nature of the science being assessed by teachers and tests,
viz. ‘process’ vs. ‘knowledge’. In other words, teachers and tests might in science
have been assessing quite different constructs. Unfortunately, no research has been
carried out before or since that might clarify the issue.

A number of studies have explored the reliability of teacher assessment of stu-
dents’ writing skills. National curriculum assessment in England again offers an
example. With single-marking of scripts the norm, with no evidence available about
the reliability of this marking, and with markers difficult to find in the UK to
redress any potential problem, the QCA (the then regulator) commissioned a spe-
cially designed reliability study, in which groups of English and Australian teachers
marked key stage 3 reading and writing scripts (Baker et al. 2008). Important group
differences were noted when marks were converted to ‘levels’, and compared with
the pre-assigned level classifications of an ‘expert marker’. The English markers’
results agreed with the expert for 57% of the reading scripts and 56% of the writing
scripts, with corresponding figures of 68% and 41%, respectively, for the Australian
markers. The import of these findings for inferences about rater reliability is
unclear, given the reliance on comparisons of markers with the single expert marker
(the human benchmark) rather than with each other, as in a genuine inter-rater
reliability study.

An SSA-related quality assurance study carried out in Scotland (Johnson 2010)
was specifically designed to estimate the reliability of writing assessment, using the
replication-based definition of reliability. Put simply, interest here was in the differ-
ence that might be expected should one classroom teacher rather than another rate a
particular student’s piece of writing. A number of primary teachers independently
rated pieces of extended writing produced by 8–14-year olds, arriving at level
judgements after applying a scheme of national writing criteria that had been in use
in schools for over a decade. Analysis revealed that rater–script interaction was a
larger contributor to measurement error than differences in rater severity. In other
words, while markers, as might be expected, differed to some degree in their overall
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standards of rating, differences were not systematic but varied across scripts. In the
associated national assessment programme, in which three teachers independently
judged each piece of submitted writing, there was majority agreement on level in
around 90% of cases and unanimous agreement in around one-third of cases (see,
e.g. SSA 2006); reliability coefficients for the 2009 survey were over 0.85 (Johnson
2010).

In the writing reliability studies described above, the rating was of one single
piece of writing from each student. The only possible source of measurement error
that could be explored, therefore, was the rating of that piece by the teacher raters.
But it is increasingly recognised that just as students typically vary in their
performance across the items in a traditional subject test so, too, can their writing
performance vary depending on the writing task they are set. An example of a
study in which several pieces of writing per student were independently evaluated
by several different raters is described by Schoonen (2005). Of particular interest
here is the fact that uneven performances across the students’ multiple writing tasks,
i.e. student–task interaction, contributed more to assessment unreliability than did
differences between raters or rater–task interaction. This same finding has emerged
in other areas where studies have been able to explore reliability using several tasks
and several raters, including the assessment of students’ science investigation skills
(Shavelson, Baxter, and Gao 1993) and medical students’ performance in clinical
diagnosis (Murphy et al. 2009). Such performance variability across items or tasks
is an important interaction effect that contributes to measurement error.

The potential – albeit unproven – role of moderation in assuring reliability

Within high-stakes systems, teacher assessment takes many forms, from systemati-
cally marking test papers and assignments using provided mark schemes to arriving
at ‘global’ assessments of subject achievement at the end of an entire academic year
or longer period of work. The subject matter might be clearly or quite loosely
defined, and observable evidence of achievement might be permanent, as in a
completed test paper, a piece of writing, an art work, or a portfolio, ‘virtually’
permanent, as in a video recording of an oral presentation or interchange, or
ephemeral, as in performance in a drama production or sports event (see Johnson
2012 for an overview of the situation in English school leaving examinations).

It is unlikely that the same degree of assessment reliability will be achievable for
all of these different contexts and types of achievement evidence – indeed, the extent
to which reliability is even an accessible concept in some cases can be questioned.
But even in the absence of knowledge about the reliability achieved we can identify
a number of factors that will threaten it (Wilmut 2005, section 7; Johnson 2012,
chapter 5, summarised in Baird et al. 2012, 816–818). Contributions to unreliability
include inadequate support structures, varying construct perceptions on the part of
the teacher assessors, lack of clarity in and applicability of assessment criteria,
and reliance on insufficient or inappropriate bases of achievement evidence for
evaluation.

Despite guidance, different teachers might operationalise their assessments of a
subject domain differently, perhaps giving greater emphasis to some aspects than
others: for example, investigation skills vs. factual knowledge in science, computa-
tional skills vs. graphical skills in numeracy, or grammar vs. style in writing. The
evidence teachers use to arrive at their assessments might also vary in important
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ways, in terms of its nature and extent. Even when construct perception is shared
and the evidence base is similar, teachers might judge the evidence in different
ways, using different criteria and applying different standards. Little research has
been carried out to investigate this issue, as noted by Harlen (2004a) in her review
of teacher assessment reliability studies, despite the undoubted impact on reliability
of clarity in criteria; the dearth of relevant research has only recently begun to be
addressed (Wyatt-Smith and Castleton 2005; Black et al. 2010, 2011; Wyatt-Smith,
Klenowski, and Gunn 2010).

In addition, teachers have been shown to be consciously or unconsciously
influenced by construct-irrelevant student characteristics (Harlen 2004a, 2005;
Wyatt-Smith and Castleton 2005; Martinez, Stecher, and Borko 2009; Wyatt-Smith,
Klenowski, and Gunn 2010). Among these are gender (Lafontaine and Monseur
2009; Ready and Wright 2011), ethnicity (Burgess and Greaves 2009; Ready
and Wright 2011), socio-economic status (Hauser-Cram, Sirin, and Stipek 2003;
Wyatt-Smith and Castleton 2005; Ready and Wright 2011), special educational
needs status (Thomas et al. 1998; Reeves, Boyle, and Christie 2001) and personality
traits, in particular behaviour and effort (Bennett et al. 1993; Morgan and Watson
2002; Wyatt-Smith and Castleton 2005; Wyatt-Smith, Klenowski, and Gunn 2010).
Unfortunately, unless such biases are systematic and student numbers are large, it is
impossible to quantify the effect of these types of influence on the quality of
assessment.

Statistical moderation of teacher assessments, as practised in the high-stakes
assessment system in operation in New South Wales, can address issues of gross
differences in overall standards of judgement between schools, districts and regions,
using test data as a reference point. But there are two issues to note here. The first
is that if a test is needed for the purpose of adjusting teacher assessments, then why
have teachers make the assessments in the first place? If the aim of involving teach-
ers in this extra workload is in some sense to value their professionalism, increasing
their confidence and self-esteem along with developing their ability to assess their
students dependably both for formative and summative purposes, then how is that
aim achieved? The second issue is that adjusting school-based teacher assessment
distributions to match those of tests might adequately address between-school, and
even between-class, differences in assessment standards, but it cannot address the
equally important question of teacher–student interaction effects.

Post-certification benchmarking of the sort used in Queensland has two weak-
nesses. The first is that, since the review takes place after the event, any injustices
seen to be done to individual students by their teachers’ assessments remain uniden-
tified, or, if identified, unaddressed. The second is that while panellist members are,
in principle, acting as benchmarks against which teachers’ assessments are being
judged, there is no evidence that panellist pairs are themselves interchangeable as
carriers of standards (the same comment applies to expert markers in test-based
contexts). If they cannot be proven to be interchangeable then the validity of their
review judgements is open to question.

Potentially, the most effective strategy for ensuring both validity and reliability
in teacher assessment, if these can in principle be achieved to an acceptable degree,
is consensus moderation (Hutchinson and Hayward 2005; Wyatt-Smith, Klenowski,
and Gunn 2010; Black et al. 2011). This is the process by which teacher assessors
are brought together to consider construct definition and assessment criteria, and
jointly to review, discuss and judge student work samples, with a view to acquiring
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a shared understanding of standards; the process is common practice in large New
South Wales secondary schools, but not systematically practised in the UK. Merely
implementing such a moderation system, though, is insufficient for purpose.
Proof of efficacy should be required, in the form of empirical evidence of sustain-
able inter-rater reliability, not only locally but also regionally and nationally. Reli-
ability needs not only to be demonstrated during or immediately following
consensus moderation events but later too, to establish that out-of-context experi-
ence can successfully be transferred to day-to-day practice. On what other basis
should governments and others be expected to agree to provide and support the
necessary infrastructural resources (Daugherty 2007, 2011) that would be needed to
roll out such a moderation system nationwide for a high-stakes assessment purpose?

Regrettably, despite the need for such proof, studies that have offered any relevant
evidence are extremely rare. Even recent small-scale studies that have specifically set
out to explore the ways that teachers make their assessments within a consensus mod-
eration context have not added that final inter-rater reliability study (Wyatt-Smith,
Klenowski, and Gunn 2010; Black et al. 2011). One research study that did evaluate
the impact of moderation on assessment reliability is England’s Monitoring Children’s
Progress Project, the general objective of which was to facilitate confidence and
competence in teacher assessment within the national curriculum assessment
programme. Towards the end of the three-year experiment, empirical data began to
emerge showing that teachers could reach a reasonably high rate of agreement in their
level judgements (Stanley et al. 2009 offer full evaluation details). A second study is
the Scottish writing assessment reliability study referred to earlier (Johnson 2010).
One objective of this study was to evaluate the impact on teachers’ level judgement
agreement rates of their participation in a typical one-day consensus moderation exer-
cise involving around 30 teachers. The meeting began with an overview both of
writing as a construct and of the assessment criteria. This was followed by a collective
review with discussion and rating of exemplar scripts. The finding was that while their
experience in the moderation meeting was much valued by the teachers (a frequently
reported outcome in the literature), their assessment behaviour was no different after
participation than it had been before. Did the moderation format need a redesign or
was it that the teachers concerned were already so familiar with the rating scheme and
its use that they had no need for formal consensus moderation?

Discussion

As Stanley and colleagues have remarked in the context of teacher assessment
reliability:

there is considerable interest in getting an indication of what levels of reliability and
validity are commonly obtained in similar situations. (Stanley et al. 2009, 38)

Unfortunately, we are a very long way from knowing whether any generalities hold
for the levels of reliability that might be achieved in any given type of situation.
This is partly because the variety of situations is very large, and the threats to
reliability are diverse. It is also a consequence of the dearth of relevant research
evidence at this time.

Apart from the sparsity of reported empirical studies in this area, the other strik-
ing finding from reviews of teacher assessment reliability (Harlen 2004b; Wilmut

100 S. Johnson

D
ow

nl
oa

de
d 

by
 [

81
.1

51
.1

74
.1

00
] 

at
 0

6:
38

 2
8 

A
pr

il 
20

15
 



2005; Stanley et al. 2009; Johnson 2012) must be the fact that so few of the small
number of published studies have emanated from organisations responsible for
providing and reporting the results of high-stakes certification systems in which
teachers’ summative assessments play some part. This is equally true for vocational
assessment.

There is a widely felt desire within the educational community at large to value
teachers’ professional expertise, and, in the UK, an associated belief in the potential
of teacher summative assessment to right the perceived wrongs of a controversial
and unpopular testing regime that permeates the length of schooling. An appeal to
moderation, it is assumed, will ensure validity, consistency and comparability in
teachers’ assessments. Sadly, there is at present no convincing evidence to support
this assumption. Indeed, the 2011 review of the key stage 2 testing system ‘heard
evidence from a number of assessment experts about the limits of moderation for
making teacher assessment judgements more robust and reliable’ (Bew 2011, 50).

In Wales, where the national curriculum testing regime was abandoned in 2005
in favour of teacher assessment for all purposes, including accountability, the
inspectorate has recently expressed concern that to date no empirical evidence has
been made available about the effectiveness of moderation in assuring assessment
reliability nationwide (Estyn 2010). In Australia, where moderated teacher assess-
ment has been given a high-profile role over many years in student certification,
there has apparently been little empirical research into issues of underlying validity
and reliability: ‘Teacher judgement in Australia remains largely uncharted territory
and legitimate influences on judgement need to be investigated’ (Wyatt-Smith,
Klenowski, and Gunn 2010, 61). In Sweden, which abandoned school-leaving
examinations in favour of teacher assessment in the 1990s, there is growing concern
about the wisdom of that move, in terms of the likely dependability of teacher
assessment results (Wikstrom 2006; Gustafsson and Erickson 2011); one issue, as
in Scotland, is evidence of grade inflation over time in an atmosphere of school
competitiveness (Wikstrom 2006). In Scotland and the Netherlands, where national
qualifications involve mixtures of test-based and internal assessment, no published
evidence is yet available about the reliability of internal assessment, principally
because it is difficult, even impossible, to provide it (van Rijn, Béguin, and
Verstralen 2012).

In any high-stakes context, a dependence on teacher assessment of unknown
quality is as undesirable as dependence on tests of questionable validity and
reliability, even where the teacher assessment addresses aspects of achievement that
tests cannot. Before adopting any system of assessment for high-stakes purposes, it
is essential that the dependability of the intended assessment methodology be
investigated and confirmed as fit for purpose. A mere belief in the superiority of
one approach over another is not sufficient. The degree of validity and reliability
achieved should be established before system implementation, and not left to
chance, as it has been in recent years in all countries of the UK, and elsewhere,
with quite predictable consequences.

It is essential to provide teachers with clear assessment criteria and guidelines,
and consensus moderation is a necessity, at least in the early stages of implementa-
tion of a new rating scheme. However, consensus moderation can only prove its
worth if formally evaluated. Both formative and summative evaluation should be
designed into the process to include empirical evidence of the degree to which stan-
dards of judgement can as a result be shared among teachers. Evaluation would
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include the production of inter-rater reliability indices using generalizability theory
(Brennan 2001; Cardinet, Johnson, and Pini 2010) or other approaches (in particular
classification agreement rates), in time for design modifications to be implemented
and the process re-evaluated as often as necessary to achieve and to maintain the
level of effectiveness demanded by assessment system stakeholders. There would
clearly be significant financial and logistic costs associated with the inclusion of a
formal evaluation element in moderation systems, but the gains in knowledge about
assessment dependability would surely justify these.
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