Recap of material from notes

A family a = (an)o<n<ny, With ap € C®(T*R?), is a symbol of order m, written as a € S™(R?), if, for any
multiindices o, 8, there exists Cy, g such that

1020, an(@,€)| < Cap(&)™ 1P for all (z,&) € T*R? and for all 0 < h < hy (0.1)

For a € S™, we define the semiclassical quantisation of a, Opy(a) by
(Opn(a))(w) = 2at) [ [ exp (o~ 9) - /1) ala, €)o(y) dyde (02)
]Rd Rd

for v € .7(R?), where the integral is understood as an iterated integral, with the y integration performed first,
ie.,

(Oph(a)v) (z) = (2wh)~¢ /Rd exp (i:z: . §/h) a(z, &) Frv(€) dE. (0.3)
Lemma 0.1. Op,(a) : Z(R%) — .7 (R9).

Theorem 0.2. (Composition and mapping properties of semiclassical pseudodifferential opera-
tors.) If A€ W' and B € W}'?, then

(i) A*: S (RY) — S (RY) and A* € UT4,
Lemma 0.3. If a € i*°S~°°, then Opy(a) = O(A™)g-oo.

Definition 0.4. (Operator wavefront set.) (7¢,&) € T*R? is not in the semiclassical operator wavefront
set of A = Opp(a) € U, denoted by WFy A, if there exists a neighbourhood U of (z¢,&) such that for all
multiindices o, B and all N > 1 there exists Cy g, N,u > 0 such that

0207 a(x,€)] < Capnuh™  for all (z,6) €U and 0 < h < hy; (0.4)

Definition 0.5. (Symbol class g}lg.) a € Sh, if a € S™ and there exist a; € 8™~ independent of h, such
that, for all N € Z7T,

N-1
a— Z hj(lj c FLNSm_N. (05)
=0
If A= Op(a) fora € Sg}lg, we write A € W

Lemma 0.6. (Definitions of compactly and properly supported in terms of cut-off functions.)
(i) A is compactly supported iff there exist x1,x2 € D such that A = x1Axa2.
(ii) A is properly supported iff for any x € D there exist x1,x2 € D such that

XA =xAx1,  Ax=x24x.
Theorem 0.7. (Borel’s theorem.) Given a; € S™77, j = 0,1,..., there exists a € S™ such that a ~

Yoo Waj (in the sense of (0.5)).

Lemma 0.8. Suppose a € S™ and aj € S™7 j =0,1,... are such that a ~ E?io Waj. If a; € S™I  then

gm phg ~’
a < phe -

0.1 Exercises for Section 7
1. (i) Show that a(z,&) = 32|, <., @ (2)€7, Where aq € C°° and 07aq € L™ for all v and « is in S™.
(i) Show that ()™ € S~™ for m € Z*.
(iii) Show that if x € C’fjgmp(T*]Rd)7 then x € S~ for every N > 1.
Solution: (i)
agaga(x,g) = Z 0y ay(x)

0 otherwise.
[y[<m

{7!((7 - BN i B <,

The bound in (0.1) then follows since, when 8 < =,

‘5%6‘ < mhlf\ﬂ\ — mmf\ﬁ\ < <€>mflﬂ|.



(iii) Since y has compact support, 8;185’8)((1‘, €) vanishes as |¢| — oo faster than |¢|~V for any N > 0, and
thus y € S~ for every N > 1.

(ii) If we can show that (¢)~! € S', then the result follows from the composition property (a € S™,b € S¥,
then ab € S™**). We now prove by induction that for all 5 € N%,

L) =D Pa(&)(g) Il (0.6)
la| <|B|

for some polynomials P, of degree |«|. Indeed, assume that this holds for some 3, and consider

De, | Pal€)(€) 17101717 :(3571Pa(£))<€>*1*'“‘*'ﬁ'+(*1*Ial*IBDPa(E)<€>*1*‘“'*'ﬁ'*1£

(©
= (3 Pal©)) {g) (oI008
N——

degree |a| — 1
+(=1=lal = [B) &Palg) (€)7o,
——
degree |a| + 1
therefore (0.6) holds for multiindices of order || + 1.
Having proved (0.6), we now bound |8§(<§)_1)| To do this, we use the following lemma.

Lemma. Suppose that F(X) = P(X)(X)™™, where P is a polynomial of degree {. Then there exists a
constant C such that for all X € R?,
[F(X)| < Ccx) .

Proof. Tt suffices to show that the function

is bounded on R?. We first note that since R is continuous on R? it is bounded on the unit ball. Next
we consider R outside the unit ball and write

(x) = el 0o X"
(1 + X7

Hence, for | X| > 1,

|1 X1* 3 aj<t laal
RO < —SFF— < 3 laal.
la|<e
This proves that R is also bounded outside the unit ball, and the result follows. O
By (0.6),
P2 < D [Pt (0.7)
|| 18]

By the lemma, there exists C, such that, for all £ € R?,

[Pa()(6) 17 < Cafe) ™77
thus, for all £ € R,
2241 < (D ca )19,
ie, ()~te S
. Prove Lemma 0.1. Hint: perform the y integral in (0.2) and then use the definition of S(R%).

Solution: by performing the y integral,

(Opn(a)e) (@) = () [ exp (ia - /) ale. Frole) dé.



so that

xa

20} ((Opn(a)e) (2)) = gy [ 02 (exo o €/1) ao.©)) Froe) .

( . ) (iff)ﬁ_v dYa(z,€) | Fav(€) d¢.

7y

“go L orem | 5

v <IB]

The idea now is to integrate by parts on the right-hand side, bringing down inverse powers of |z| to show
that the right-hand side is bounded. A convenient way to do this is to observe that, with D := (1/i)d,

<1+{E-D£

1—|—|x2/h> exp(iz - £/h) = exp(iz - {/h),

so that, for any m,

2207 ((Opy(a)) (=)
:% /Rd exp (iz - £/h) (Wi)m Wgﬂ ( 5 ) <i§>5v AYa(x, &) | Fru(€)| d&.

Since Frv € .7 (R%) and the derivatives of a(x, ) satisfy (0.1), the integral on the right-hand side of this
last equation is finite, and the result follows by choosing m > |«|.

. Prove Part (i) of Theorem 0.2 in the special case when A is a Fourier multiplier. Solution:

(o, = [ ([, [ e a(eut) ayag ) oy as

= /]R (/]R /]R eiy=2)¢/hq(E)v(x) da d§>u(y) dy = (u, Op,(@)v) .-

. Prove Lemma 0.3. Hint: given s > 0, N > 1, choose an appropriate M > 1, and use that a € hAMS~M,
Solution: Given s > 0, N > 1, let M := max{N, 2s}. By definition a € RS~ and so, by Part (iv) of
Theorem 0.2, given hg > 0, there exists C js such that

h_M ||Oph(a)||H;s*>H;s+M < Cs,M for all 0 < A < hy.

Then, since M > 2s, by the definition of | - ||z,

HOph<a)||H;5_>H; < ||Oph(a)||H;SHH;S+M < CS,MBM S CSJVIhNa
and thus Opp(a) = O(h*)g-« by the definition of the latter.

. If Pyu = —h?V - (AVu) — nu, show that

(i) Py is the quantisation of a symbol in Sghg, and

(i) on(Pr) = (AE) - & —n € S2.

Solution: since Pyu = —h?A;40;0pu—h?(9;Aj)(dgu) —n, the fact that P, = Opy, ((A)-£—n—ih&d;A )
follows from the definition of Opy,. The fact that the symbol is in Sghg follows from Definition 0.5, and
the fact that oy(Ps) = (AE) - € — n € S? then follows from the fact that h&d; A € hS*.

. Prove that if a(z, ) is independent of ki, then WF(Op;(a)) = supp a. Solution: If (xg,&y) ¢ supp a, then
there exists a neighbourhood U of (xg,&p) such that a(z,£) = 0 for all (z,£) € U. Therefore, by (0.4),
(z0,&0) € (WF(Opp(a)); ie., (suppa)® C (WF,(Opp(a))©.

Conversely, if (z9,&) € (WFL(Opp(a))¢ and a is independent of h, then by (0.4) there exists a neigh-
bourhood U of (x0,&) such that a(z,&) = 0 for all (z,£) € U. Therefore (z9,&) € (suppa)®; i.e.
(WF#(Opp(a))® C (suppa)®.



7. Prove Lemma 0.6. Solution:

(i) = Since K 4 is compactly supported, there exist x1, x2 € D such that

Ka(z,y) = xa(x)Kalz, y)x2(y)- (0.8)
< The assumption implies that there exist x1,x2 € D such that (0.8) holds. Since x; and x2 both have
compact support, so does K 4.

(ii) <= Given a compact X C R?, there exists x, € D such that y, = 1 on X. By assumption there exists
Xy € D such that x, A = x,Ax, . Thus

Xx (JJ)KA(QS,y) = Xx (x)KA(x7y)XY (y) for all T,y € Rd- (09)
Therefore

{(z,y) e supp K4 : x € supp X} C {(,y) € supp K4 : & € supp X } C Supp x,

which is compact. The proof that, for compact Y, {(x,y) € supp K4 : y € supp Y} is compact is similar.

= Given x, € D, by assumption {(z,y) € supp K4 : © € supp x4  is compact. Therefore there exists
Xy € D such that x, = 1 on this last set. Then (0.9) holds so x A = x, Ax, . The proof that, given
Xy € D there exists x, € D such that Ay, = x,Ax, is similar.

8. Prove Theorem 0.7 via the following steps.

(a) Let x € Ogyp(R) with x =1 on [—1,1]. Show that if {);}52, C R with A\; — oo, the sum

a(a,€) = ix () Waste.9

converges.

Solution: Given § and A > 0, since A\; — oo and x has compact support, there exists J € 7% such
that x(A\;R(€)~!) = 0 for all j > J. Therefore, for each z¢, &y, and A > 0, the sum converges since
there are at most finitely-many non-zero terms.

(b) Show that, given 5 and x € C35,,,(R), there exists Cs , such that

comp

ot (v (3)) < T, (0.10)

Solution: We prove the result via induction on |§|. For |5| = 0, we write

(i) =)

and the result for |5| = 0 holds with Cy, = sup,cp tx(t).
Now

() e ()

w7 ) =2 (G5 (%)) 04y
By Exercise 1, & € St and (¢)71 € SL.
Our aim is to apply the Leibniz formula to the right-hand side of the last displayed equation, and
use the induction hypothesis. However, a direct application of this to (£;(¢)~3)x’ obtains the bound
Cp (&)~ 181 ie., a better bound in (£), but missing a factor of 1/(\;h).
If we apply the Leibniz formula to by, with ¢ satisfying (0.10) and b € S°, we get the bound
Cp.p (€)1 18I. Motivated by this, we let b := &{¢) (which is in S° by Theorem 0.2 (ii)), and let
P(y) = y2X'(y). Observe that ¢ € Césmp(R), and thus (0.10) holds with x replaced by 1.

Applying the Leibniz formula to by, we find

(oo (2) - 5 () ( (R

B'<B

By the triangle inequality, the induction hypothesis applied to v, and the fact that b € S°,

6 (2 S (Al BN Cow 1 ovi-18'1 1 18 1-181 <« CBox ey1-18]
% (oum <€>3X(<§>>)§B§3(ﬂ’> & AT S ST

Combining this last inequality with (0.11) and using that (A;7) ™! < C (since A is fixed and \; — 00),
we obtain the result.



()

Show that there is an increasing sequence {\; } Co with A\; — oo such that for any multiindices
a8 € N with Ja] + 8] < j,

o ((2)1)

Solution: by the Leibniz rule
)% (1 (3g)) oot 7
0 07 0¢
) ) M(ﬁ' ¢ M\

050¢ (X (

By the triangle inequality, Part (b), and the fact that a; € S™7,

N AR B\ Ca, g i , 2B ) onm
070; (x (@) aj)‘ <> (ﬁ>f 6T Co e ()T < SR

B'<B

<2 iR~ <§>m—j—|ﬂ|+1.

™

Choosing (A;)52 such that \; > C*P277 we obtain the result.
With the choice of \; from (c), show that for any a, 3 € N¢ with |a| + || < N,

aaaﬂ< Za] z,& ) < CopnhN (€)mIBI=N, (0.12)

and conclude that a ~ 3~ hia;.

Solution: We now assume that A < 1 (if instead h < hg, we replace 277 by (ho+ 1)/ in Part (c) and
in the rest of the argument).

7=0 j=N+1
Tl(l‘7£7 N) + T2($,57N).

By the result of Part (c),

00 o] 1
1. e (gym—IBl+1 no\?
a 58 — pi—ligym—j—IB|+1 _ _ —
020 To(w &, N) < D 55071 == X 0
j=N+1 j=N+1
< 27NN (gym-IBI=N, (0.13)
where we have used that i/(2(¢)) < 1/2.
Since x = 1on [-1,1],if A < /\j_l<§> for j=1,...,N, then 6;(x,&, N) = 0. This condition is ensured
if h < )\&1 (€) (since \; is increasing), so we now assume, without loss of generality, that A > /\&1 &),
ie.

(Or ) =1 (0.14)

Now

N
000,y (x,€) = Zrﬂaﬁ ( ( ) ) aga(m)) =Y Wordla(x,&) = Tiy — Tha.

J=0

Using the fact that a € Sm7 the inequality (0.14), and the fact that i < 1, we have

N N
Tial < D7 W Casl€)™ 17 < 37 W Caple)™ P (OAFH™) ™ < (2ANCla ) WV ()™ P17,

j=0
(0.15)
By the Leibniz rule, the bound (0.10), and the fact that a € S™,
C ’ ’ ,
T| < Zﬁj Z (ﬁ’) ZBLx (e)1-18 Co g (€)™ IBIHIE
j=0  p'<p
2
< — m—|B[+1
- Alhcavﬁ)X<§>
2 me —1p-1) N1 m—|B|—
< 57 G @™ I (OANATY) T S 22 Caph™ (). (0.16)

Combining (0.13), (0.15), and (0.16) completes the proof of (0.12).



9. Prove Lemma 0.8.

Solution: Since a ~ Z(;io aj, given N € Z*, there exists Ry € S™=N such that

N—
a=> Waj+h"Ry.
j=0

=

<

Since a; € S;ﬁgﬂ there exist symbols a;), € S™=3=F independent of %, and Qn-j € S™=N such that
N-1—j
a; = Z hkajk + hNi]QN_j .
k=0
Therefore
N—1N—-1—j N—1
a= Wtkag + N | Ry + Z Qn—j
j=0 k=0 Jj=0
Now
N—1N—1—j N—1 p
j+k _
> D W= Wagpo:
7=0 k=0 p=0 ¢g=0
So
N—-1 B
a= Y Wa,+h"Ry
p=0

where a, := 2520 Qqp—q € S™ P are independent of /i and Ry = Ry + Z;V:_Ol Qn—; € SN, de.,
a € Shhe-
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