
Lecture 3

Lastweek : Considered RW in random

conductances.
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at o + +
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We coupled the limit environment with the

discrete one:

(u
,
n+ 1) = G(n(5() -5)

Go: (5
* (1) Go(y))= ((a1(y)

~ ((i)((911

Weproved c. [10, 1) < 1
.

We can do the same for couple
En I
~(0,1) (r(0,1)t



Deine : Fuso,
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n+ 1)= (v ,x+1)146m= 13+=(-m*, n-n

=
+1)+46n=03

(bulue i
.
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Easy to prove
In CCo .
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All ofhisimplies :

socut
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-
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,
k+ 1)



this converges in J,
to (5(t) (t ·

Similarly,

doSeefinite
measuree.

under the coupling
-

This will imply the GHP-convergence
↳ Growor-Hausdorff-

Prokhoror

of [4n , mu , M, Br , En) to (X , & , m , 51 ,
0)



where Un = EKn, Kn]nt

&mula, 6)=ain=l
En ( . )= (). But &econtinuity

x = 5
* (Ek ,k]) point of To
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TheRWmembers the traps=
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There are other examples of trap models

where the random walk "forgets" the traps.

That is the case of Bouchard trop
model

or a
RW in RC with heavy

tails at +o,

on E&, d. 3.,
the limit will be a

Fractional Kinetics
-

characteristic of
trap modds

that

forget the traps
.

Toy example (See "randomly trapped
RWs)

Rwan Comb graph:



Depending othe low of the length ofa both,

we can see either a BM or FK (orFIN).

(Xe) on coub graph .

Observe (Xh")
[coordinate
along.

Take length of a booth to le

N st. (N
= n)=n

If XI
then we will if in the

limit.

If < E(0 , 1) then the
teeth can be long
,

and when exploring a long tooth,
the Run



will take a long time but it is likely to

itthe top of
the tooth

-> the RW
will scale to aFractional

Kinetics, defined by :

(Bt)+ a
Brownian motion -

(Ve)-a-stable Subordinator (BH

T = inf 450 : Vs the

Fkc = z+ = By ,
to

Ty
H =1 forget the environment

.



R : if we add a
small drift towards the top

I of
the teeth , we can observe

FIN diffusion

the limith
in

This ends our discussion ontal
trapa

There exist other trapping
mechanisms

,
e. S.

for RW
in random environment

.
CRWRE)

d = 1 -

=



#Find Cute is ii.d. with value

in] for
K20 small .

this environment is calledformly
elliptic

prob. to jump for
set
REI is

lower-bounded
Given w

,
(XnInso is a Markov Chain st.

Xo = 0,

PV (Xn+= up)Xn=u) = 4 ,

Vue

1-Pu



PV : quenched low , Law w

40= [P(1] annealed law .

LitMea
-P
-

...

- uniform ellipticity prevents
teal traps

~ positive chance
to escape quickly any finite

region.
true only in d =1

- It is still
versible
=-

Define ,
Fuel

,=



Th (Solomon , 175) fr=
#1) IfTloggo] < o then

Lim Yn = +Po-a.s.

transience &
n- +2

- 2) If E[logg] -o then him Xn =
- Po-ars.

n++0

I

requence 3) If E[log] = 0
then limsupXnt Poas.

& livingXn=-

B)-V Po-a . s
.

where

1) If E[J] < 1 then
W= 20

2) If EIgo] 1 ther v-0;I 3)Ifg *59] than w=o.



Ex
. of env.
in & B) ,hencetransient to + & withTo

= w
. p&D= w.

Why are
these walks trapped ???

-logca) , iI u

-Generaldiff tod All
Prob .

that an interval of size closcul
have all

-clog(n)
vertices with pr=* (clos = e

=
choose c so that c = 1.



Hence
,
we are likely to see such an interval

between &n.

For the random walk
to cross such an

interval for the first
time

,

it will a time

exp(c"clog())n
T
given by

the law of the env.

then it will take
a
time -n for the

Rw

to hit n. -m

=



We can rephrase this walk as a random walk
(n

,
n+ 1

in random conductances I not i .i .d. ↳Ca
,
n+

Idea:
w

Pu

-Fo
n+1

n-142 [ca
,
n+Cu+,U = (2)

Fix Col = 1
then, r

EV
,
1 = ny)

o:=

R(ou) =Eris



#roofCrewrectance
e

( = 1 : gy=
-Tu , y=L

-To To,] if
40,

* fo(x,w) = [,
fold,w = 0, fo(l,w) = - 1 .



and Prfli+,w) + (1 -4n)f(x-> w) = 80 (n,w) . 3

Fy + 4 , 330,

To
, y ==exp

= exp[z . (Ellog] +oc)]Part

31 + 8

Similarly , for go
Part

.

"30c -c*p[J(Elk(s1]
+o()]-

-

Let use assume #1 : E[log (301] so,



hence lim fo(x , whexists & is in 70,-1]\ux + a-fou ,
w) = + 2 .

Moreover, by harmonicity of fol ,
w) ,

we

have that (fo(X- , winso is a martingale.

wrt . (w(X)) under DV ,
bounded below (underAl)

thus it converges
t a finite limit

theorem-

by the Martingale Convergence

Here, the
limit can opbei fo lu,

w).



This implies : for a. e . w,
lim th = + Pa . s~

This proves Alf , Ay
by symmetry

· Now assume A3) E[log(50))
= 0.

Let us recall a Chung-fucks-type result :

Lemme : (Yu) ii .d ., finite-valued
row's,

=
-L the limifyn =- & limsuptm = + &

as.

Here
, for Ya

= log (g) ,
this is easily proved
from the CLT

.



We obtain that u- 1 Elog (In)
. - 2 .

Enfo , w) = line
infinitelymany
terms -

Efo(u ,
w) = + c, similarly not-wing .Th

Use optional stopping theorem
with the martingales (fo(XnuT ,

w))
,

and

(fo(Xues,win
T= inf(x0 : XnA} for Aso.

S = inf 4100 : Xn-Ah



and prove
that Po(T<0) =PCSO) = 1.

4 (30,
Tc) = 1 .

OST:
That will holdAco. I Elm] =E[R]
= (Xu) is recurrent.

This proves part
A).

at
:

nextwene in det
-

-



Consider 19 (Pil i . i . d -
rectors

Pr (n , x+ei)
e [k , 1 -k]

I Ye
, ..., end

Fora ki to de debased
if takes fire n

region of volume
You need anEpical (logcus)

For the environment
to build, it cost a prob :

-
expc(log()))


