The Ordinary Least Squares (OLS) Regression

The basic bi-variate model takes the following form:
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Where: yt - is the dependent variable

α - is the constant

β - is the slope coefficient.

xt - is the explanatory variable

ut - is the error term (disturbance term)

the (t)subscript simply denotes that it is a time series regression, rather than a cross section regression. The . α, β and xt ,all represent the systematic affect on yt, whereas the ut represents the random component, or the residual effect.

Explanatory Power (Goodness of Fit)

To determine how well the model explains the data, or how close the observations are to the regression line, the R2 statistic can be used. The statistic lies between 0 and 1, the closer it is to 1, the better the fit. Strictly speaking R2 is the proportion of the total

variation in yt explained by the regression (variation in xt).

The main formulae are:
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When interpreting a set of results, you need to:

i) note the sign of the explanatory variable

ii) note the magnitude of the explanatory variable, i.e. does it accord with

theory

iii) note the units the variables are measured in (unless the variables are in

logarithmic form)

N.B. always refer back to the original theoretical model when interpreting any results. 
The T-statistic or T–ratio

To test for statistical significance of either the constant or the explanatory variable, the t-statistic is commonly used. This basically determines if β could have been obtained by chance. The statistic is:
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Where se(β) is the standard error of the explanatory variable and 
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 comes from our null hypothesis, but is usually 0. When we test for it being significantly different to 0, we are testing for its significance rather than it occurring by chance. To determine if a variable is significantly different to
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we need to decide on the level of significance (usually 5%)then find the critical value from the tables (back of most text books). To find the critical value we need to know the degrees of freedom (number of observations - number of

 parameters).
Hypothesis Testing

We need to start by formulating a theoretical value for
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, and state what the alternative hypothesis is. The null hypothesis is usually written as Ho, whilst the alternative is written as H1. The standard hypothesis test is:
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 This tests if 
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 is significantly different to 0, it is a two tailed test as we do not stipulate whether it is greater or less than 0, just that it is different to 0.
It is important to remember that:

1) We need to start with a theory on the value of the parameter, but it is usually to

test if it is different to 0.

2) The t-statistic is an absolute value, i.e. we ignore the sign of the t-statistic.

3) We need to state the level of significance at which we are testing (usually 5%)

4) If our t-statistic is less than the critical value (from the tables), we accept the null

hypothesis, if it exceeds the critical value we reject the null hypothesis, such that

the alternative hypothesis applies.

5) We need to state our conclusion, i.e. the parameter is significantly different to 0.
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