EC50161 Financial Econometrics Specimen Exam paper

Answer Three questions 

Time allowed: TWO hours 

1a) Describe the steps involved in running an OLS regression from the initial point of deciding the theoretical model to stating the conclusions on the results.{50%]

b) A researcher obtained the following ordinary least squares (OLS) estimates for a UK firm’s stock price using 120 observations from 1980 m1 to 1989m12  (All variables in logarithms):
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st are the log of the stock price, pt is the log of profits, yt is the log of its output in the UK, rt is the log of expenditure on research and development and mt is the log of expenditure on Marketing. Figures in parentheses are standard errors and RSS is the Residual Sum of Squares. 

i) Briefly evaluate the reasons behind including the above explanatory variables in the regression. [10 %]
ii) What is the explanatory power of the regression? [15 %]
iii) Individually using the t-test, test whether each coefficient equals 0, at the 5% level of significance [15%]
iv) Using a t-test does the coefficient on the variable lnyt = 1? [10%]
2) An investigator estimated the parameters in the equation 
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by Ordinary Least Squares using 52 quarterly observations for 1972 to 1984 inclusive. This resulted in a residual sum of squares (RSS) of  0.78.

i) When 3 dummy variables representing the first 3 quarters of the year were added to the equation the RSS fell to 0.56. Using an F-test, test for the presence of seasonality stating what assumptions are being made concerning the form of the seasonality. [25%]
ii) When 5 lagged values of lnX were added to the original equation (without the dummy variables), without reducing the number of observations used in the estimation, the RSS fell to 0.45. Test the joint significance of these five extra variables [25%]
iii) Briefly explain how an F-test can be used to test the constant returns to scale restriction in the Cobb-Douglas production function? [50%]
3) i) Explain why the error term needs to be normally distributed and how the problem of non-normality can be overcome. [30%]
ii) Describe the Bera-Jarque test for normality. [30%]
iii) Describe the Ramsey Reset test for functional form, if this test rejects the functional form, what should be done to the model? [40%]
4) a) The following regression was run using quarterly data, amounting to 70   observations: 
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Where B is the demand for brokerage services, P is the price of the services and S is the total number of brokers and all variables are in logarithms (standard errors in parentheses). DW is the Durbin-Watson statistic. White is White’s Test.
a) Comment on the specification of the above model [10%]
b) Does the above regression suffer from first order autocorrelation? If so how might this have arisen? [25%]
c)       Does the model suffer from heteroskedasticity [15%]

    c) The following model was estimated:
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It is assumed that the variance of the error term takes the following form: 


[image: image5.wmf]2

2

2

)

(

t

t

x

u

E

s

=


Explain the form which heteroskedasticity takes in this case, and show how the equation can be transformed to remedy the problem of heteroskedasticity. [50%]
5) a) Describe the Linear Probability Model (LPM) and give an example of its use in Financial Econometrics. [30%]
b) Given the following set of results based on a LPM, using 60 observations:
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Where the dependent variable is whether a company defaults on its bank loans (1) or not (0). The explanatory variables are d amount of debt, f financial structure, and y income (all in logs).

i) Interpret the coefficients on the above model. [10%]
ii) Are the individual variables significant?[10%]
iii) Why is the R2 statistic so low? [10%]
c) Assess the Probit model in Financial Econometrics. [40%]
6a) Critically appraise the use of lags in financial econometric models. [30%]
b)  Consider the following distributed lag model: 
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i) Explain the specification of this type of model. What problems might arise in estimating the equation in this form? [20 %]
ii)  Show how the Koyck transformation can be used to produce the following type of model: [20%]
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        ii)  Derive an expression for the long-run relationship between X and Y. [30%]
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