Functional Form and Dynamic Models
A further assumption that is made when running a regression is that the functional form or model specification is correct. This involves having all the relevant variables in the model in their most appropriate form. If we fail to include all the relevant variables the regression suffers from omitted variable bias, in which case the estimates are inconsistent and biased. In order to determine if we have the correct functional form, we usually use the Ramsey Reset test.
Ramsey Reset Test

 This test is the most common way of assessing the functional form of a regression. It involves a number of steps:

1) Estimate the model and collect the residual and the fitted values of the dependent variable.
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2) Run a secondary regression in which the above residual is the dependent variable and the fitted values are the explanatory variables.
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3) Collect the R2 statistic and calculate the test statistics: TR2, where T is the number of observations.

4) This test follows the chi-squared distribution with (p-1) degrees of freedom, the null hypothesis is that the functional form is appropriate.

Dynamic Models
  The lack of an appropriate dynamic structure may be one reason for the failure of the functional form test, although there could be many reasons, such as the use of a linear model where a non-linear model would be more appropriate. The dynamic structure of the model is important in other ways, such as the need to capture partial adjustment of a model or to allow for dynamic forecasting of future values of the dependent variable. 
 The dynamics of a model are usually associated with the short-run. We also need to model the long-run steady state equilibrium values of the model. To do this we ignore differenced values and the lags and the error term, then collect terms as in the following example:
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Koyck Distribution

The Koyck distribution is a way of modelling the dynamic structure of a model, where the explanatory variable has a set of coefficients on the lags that decline in value geometrically, such that the further back in time the model goes, the weaker the effect. However such a model suffers from a number of problems, such as multicollinearity, this requires the model to be transformed into a form where it can be estimated. This involves the Koyck transformation:
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(1)
 The Koyck transformation involves lagging all the above values and multiplying through by δ.
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(2)
 Subtracting the second equation from the first produces:
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Although this last equation is easier to estimate, there is still a potential problem with it as the lagged dependent variable and the lagged error term will be correlated, which means it fails the 4th gauss-Markov assumption about the explanatory variable and error term not being correlated. In this case the estimates are biased and therefore not BLUE, the above model would need to be estimated using another technique (To be covered later).
 In the long-run, the above model would take the following form:
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 Assuming that δ is between 0 and 1, then the long-run effect will exceed the short-run effect. The Koyck model is a generalisation which can be applied to a number of different applications, such as the partial adjustment model.
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