Basic Use of Eviews

 It is possible to open a dataset in Eviews directly from an ordinary Excel file. This can be done by going to foreign data as workfile, having selected ‘open’ and ‘file’ from the top of the workfile, ensuring the dates are down the first column and variable names are along the top row. At various stages you can check to ensure the data is loaded correctly, if this is alright simply click on next until you come to the end of the process and click on the finish button. When in the Eviews programme, you have a series of buttons with the names of the variables. (If you wish to change the name of a variable, right-click on the mouse and chose the rename option). If you wish to check the data, simply click on the button and it will produce the data.

 In the initial workfile, double click on one of the variable buttons to produce the data and a selection of options at the top. If you click on ‘view’ you should come to a further selection of choices concerning the individual variables. For instance you may wish to graph the data or chose some descriptive statistics such as the mean and variance. Many of the other options become important in the second semester. 
 Back in the original workfile, there are a number of options at the top, such as ‘view’, ‘object’ etc. The most useful one is the ‘genr’ button, which allows you to produce new variables, this can be done by typing in the new variable name, followed by = then the formula:
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Running a Regression

To run a regression in Eviews, the quickest method is to click on ‘quick’ at the top of the main workfile, then choose ‘estimate an equation’. In the box that then appears you need to type in the model, with dependent variable first, followed by constant and explanatory variables. You need to include a space between each variable:



Y c X Z

 Where in the above there are two explanatory variable (X, Z), a constant ( c ) and the dependent variable (Y). In the options underneath the estimation box, there is the choice of method and sample. The method used, if you leave this as it is, is OLS, but you have a number of choices of alternative methods if you scroll down, including the Logit and Probit models under the BINARY option. The output from the estimation appears after clicking the OK button. 
 The output includes the coefficients , standard errors and t-statistics for all the variables and constant, in addition it includes the p-values (Prob), which are the probability of accepting the null hypothesis. So if it is less than 0.05, you would reject the null hypothesis at the 5 % level of significance. This gives the same conclusion as the t-statistic. Beneath the main results are a selection of statistics, all you need for the moment are the R-squared, adjusted R-squared, Sum of squared Resid, DW statistic and F-statistic.

Regression Output file 
Also in the output screen, there are a number of buttons to click at the top. If you click on ‘view’ there are a number of extra tests you can choose. The main one you will need is the ‘residual tests’ which allows you to conduct the LM test for autocorrelation, White’s test for heteroskedasticity etc. In addition there are also ‘coefficient tests’ which give a useful test such as the ‘Wald test’ which is similar to the F-test for a restriction. The ‘stability test’ option also offers the Chow test for structural stability as well as the Ramsey Reset test of functional form.

 On the other side of the estimation output, there is the ‘resid’ option, if you click on this there is a graph of the actual values, fitted values and error term or residual. Next to this is the ‘stats’ option which simply gives the output. The ‘forecast’ option allows you to forecast (covered later) and the ‘estimate’ option takes you back to the estimation box, so you can edit the model or change the sample. If you choose ‘name’ in the middle, then it will save the output in your workfile, you can either keep the name it suggests or opt for a different name. 

Regression Residual
 To produce the series of the residual from the estimated model, simply click on ‘proc’ at the top, then opt for ‘make residual series’. This will then save your residual series in the workfile, again you can change the name. This residual can then be treated like any other variable, for instance in the LM test for autocorrelation you could run the following model to test for second order autocorrelation, assuming you called the residual ‘res’:



Res c res(-1) res(-2)
 Then collect the R-squared statistic as usual to form the test statistic, don’t forget you have lost 2 observations by adding 2 lags.
Other Options 
 In the main menu at the top under the ‘Quick’ title, there are a number of other important choices, many of which will be used later, If you choose ‘group statistics’ for instance it will produce group summary statistics and correlation coefficients for a group of variables, as well as tests such as ‘Granger causality’ which will be of use later. The ‘series statistics’ option gives histograms, as well as correlograms and other important tests which will be used later. The ‘Quick’ button is one which offers a pathway to many of the models and tests that will be conducted in the second part of the course in the new year.
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