EC50161 Exercises
Exercise 1

1) Explain some of the differences between financial data and economic data.

2) What is the difference between time series data, panel data and cross sectional data?

3) Give some examples of models in finance that you could model using econometrics.

4) Given the following regression result:
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( a hat or ^ over a variable indicates it is a fitted value)

i) If 
[image: image2.wmf]t

x

increases by one unit, what happens to
[image: image3.wmf]t

y

ˆ

?

ii) If 
[image: image4.wmf]t

x

is zero, what value does 
[image: image5.wmf]t

y

ˆ

take?

5) Explain the importance of the error term in econometrics.

Exercise 2
1) Explain the difference between the actual value and the fitted value of the dependent variable (y).

2) Given the following data, estimate the constant α, the slope parameter β and the explanatory power R2, interpret the results.

Date
y
x


2003
1
7

2004
2
5

2005
3
3

3) Given the following result, use a t-test to determine if xt has a significant effect on yt. (62 obserbvations)
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 (Standard errors in brackets) 

4) What are the Gauss-Markov assumptions, why are they so important?

5) Explain why in the presence of autocorrelation, our OLS estimates are not reliable?

Exercise 3
1) With reference to the following regression using 45 observations:
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(standard errors in brackets)

i) interpret the above R2 statistic and determine if xt is significantly different to 0 (t-statistic)

ii) Is there any evidence of 1st order autocorrelation
2) Given the following model:
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Explain how you would conduct the LM test for higher order autocorrelation. If you were testing for 4th order autocorrelation and your LM statistic was 27.8, is there any evidence of 4th order autocorrelation being present?

3) To overcome autocorrelation in a regression, two separate models are estimated based on the original model:
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.The first attempt involves a generalised difference equation using the Cochrane-Orcutt and produces a RSS of 0.79. The second regression uses an unrestricted version of the model and produces a RSS of 0.56. Using the Common Factor test and that there are 32 observations, which is the best method for overcoming the autocorrelation?

4) Explain what the problem of heteroskedasticity is and why the t and F statistics are unreliable when it is present.

5) Given the following model:
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 After using White’s test for heteroskedasticity, we get a statistic of 8.7, is there any evidence of heteroskedasticity ? (70 observations). 

 We assume any heteroskedasticity follows the form below:
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 Show how you would remove the problem of heteroskedasticity and produce a constant variance error term.

Exercise 4

1) Is it preferable to have an econometric model that has as many explanatory variables as possible, or a smaller more parsimonious model? Explain some of these advantages and disadvantages.

2) Why is the R2 statistic not always appropriate in a multivariate regression with more than one explanatory variable? Is the adjusted R2 statistic an improvement?

3) If we run a regression with 50 observations and 2 explanatory variables and produce an R2 statistic of 0.36. Using a F-test, is the goodness of fit significant?

4) In a study of the determinants of the demand for computers, taking the following form:
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A firm then wanted to determine if the price of a computer and the amount spent on marketing were jointly significant determinants. They then estimated the above unrestricted model to produce a RSS of 0.96 and a restricted version of the model (without price or marketing variables) and produced a RSS of 0.98. If there are 120 observations for the tests, are the price of a computer and marketing expenditure jointly significant?

5) Explain the relationship between the R2 statistic and the RSS.
Exercise 5

1) Outline the steps involved in estimating an econometric model, from stating the theory behind the model to interpreting the results.

2) You wish to determine if the following exchange rate model fits the data from 1990 quarter 1 to 2004 quarter 4, using quarterly observations. The model is a monetary model of the exchange rate:


[image: image13.wmf]t

e

t

t

t

t

t

u

P

i

y

m

e

+

+

+

+

+

=

log

log

log

log

log

5

4

3

2

1

a

a

a

a

a


 
Where (All variables in logarithms):

e is the exchange rate

m is the difference between the domestic and foreign money supply

y is the difference between the domestic and foreign output level

i is the difference between the domestic and foreign interest rate

Pe is the difference between the domestic and foreign expected inflation rates.

u is an error term.

We expect the coefficients to have the following signs:
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 If the flexible price monetary model fits the above data, we would expect α2 to be positive or >0, etc and we would use a t-test to determine if the variable is significantly different to 0. The following result was produced:
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i) interpret the coefficients and t-statistics.

ii) Is the goodness of fit acceptable

iii) Using the DW statistic, is there any evidence of 1st order autocorrelation?

iv) Based on your answers above, does the data fit the model well?

3) Using the above exchange rate model, a second regression was carried out, in which the interest rate i and expected inflation rate Pe were excluded and a RSS of 0.82 was obtained. Use the F-test to determine if these 2 variables are jointly equal to 0.
4) The following model was estimated with 60 observations and produced the result below:
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i) Use a t-test to determine if the coefficient on pt =1.

5) The following 2 models of the production function were estimated using 42 observations, in the first constant returns to scale was assumed not to hold, in the second it was assumed to hold. Where y is output, k is capital and l is labour.
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Do constant returns to scale apply in the above model, using the F-test?

Exercise 6

1) Why are structural breaks a problem for financial econometrics, give examples of some recent structural breaks?

2) Explain why the Chow test is simply an F-test of a restriction, where the restricted version is a single regression line and the unrestricted version is two separate regression lines.

3) The following stock price model was regressed using monthly data from 1980m1 to 1989m12.
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 It is believed there is a structural break at 1987 m11, following a stock market crash. The regression using all the data produced a RSS of 0.97, Then two further regressions were run from 1980m1 to 1987 m11, which produced a RSS of 58 and another regression from 1987m12 to 1989m12 produced a RSS of 0.32. Using the Chow test is there evidence of a structural break?

4) What is multicollinearity and is it a serious problem for an OLS regression?

5) Suggest some possible remedies for multicollinearity.

Exercise 7
1) How can the problem of non-normality of the error term be solved in general?

2) Give some examples of qualitative dummy variables that may be of relevance to financial data based models.

3) Explain what a time dummy variable is and how they can be interpreted. How many dummy variables would you use in weekly data?

4) Given the following econometric model, using data from 1980q1 to 1989q4, where a policy change has affected the model in 1985m1:
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i) Describe the types of dummy variable included in this model.

ii) Why might they have been included?

iii) What models are being estimated when the dummy variable takes the value of 0 and 1?

5) Evaluate the dummy variable approach to structural breaks. What are the advantages of this test over the Chow test for structural stability?

Exercise 8

1) Give some examples of where we might chose to use a discrete variables type approach.

2) Given the following set of results based on a LPM, using 60 observations:
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Where the dependent variable is whether a country defaults on its bank loans (1) or not (0). The explanatory variables are d (democracy), f (fixed exchange rate), y (income) (all in logs).

i) Interpret the coefficients on the above model.

ii) Are the individual variables significant?

iii) Why is the R2 statistic so low?

3) Describe the Logit model, why is the non-linear relationship between the Logit and probabilities an improvement on the Linear Probability Model (LPM)?

4) Given the following Logit model results, where y is the dependent variable taking the value of 1 if a success and 0 if a failure (120 observations):

	variable
	Coefficient                 S.E.               T-statistic

	Constant

x
	0.90                         0.30               3.00

0.06                         0.28                2.00


 Interpret the above set of results.
5) Compare and Contrast the Probit model with the Logit model.

Exercise 9

1) Why is it important to ensure that a model has the correct functional form?

2) Assess the importance of lagged variables in financial econometrics.

3) What is the long-run steady state solution to the following model:
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4) Explain how you would carry out the Koyck transformation.

5) Given the following set of results determine the short and long run coefficients for the Koyck distribution:
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Exercise 10

1) Explain why the Lintner model on dividend payouts is an example of a partial adjustment model.

2) Given the following partial adjustment model:
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Where s are stock prices and p are company profits, derive the estimating equation and explain why this is equivalent to estimating an ARDL model with a specific restriction.

3) Given the following ARDL model:
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If you were to turn this into an Error Correction Model (ECM), what restriction would you need to apply?

4) Explain why the ECM is used to model the short-run.

5) Given the following set of ECM results, using 50 observations, calculate the long-run relationship between logs of consumption ( c) and logs of stock prices (s) (average propensity to consume from stock price wealth), when the steady state growth rates of consumption and stock prices are 3%.:
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