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 (Two Variable Regression)
The aim of a least squares regression is to minimize the distance between the regression line and error terms (e).
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 Where we assume the model is of the form: 
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Using the function of a function rule (z is equivalent to the error term e):
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The first order conditions are:
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(2)

Rearranging (1) and (2) yields the Least Squares Normal Equations:
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(1a)
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(2a)

 To obtain (1a) and (2a):

· We multiply (1) and (2) out and move terms in 
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· In (1a) we can write 
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is a constant.
· In (1a) and (2a) 
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 can be put in front of the summation sign as they are both constants.

· We can divide through by 2.

Solving for 
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Divide (1a) by n (
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This means the regression line passes through the means.

To obtain the 
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, substitute for 
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in (2a):
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(We assume the second order conditions are met)
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