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ENTRANCE LAWS AT THE ORIGIN OF SELF-SIMILAR
MARKOV PROCESSES IN HIGH DIMENSIONS

ANDREAS E. KYPRIANOU, VICTOR RIVERO, BATI SENGUL, AND TING YANG

ABSTRACT. In this paper we consider the problem of finding entrance laws
at the origin for self-similar Markov processes in R%, killed upon hitting the
origin. Under suitable assumptions, we show the existence of an entrance law
and the convergence to this law when the process is started close to the origin.
We obtain an explicit description of the process started from the origin as the
time reversal of the original self-similar Markov process conditioned to hit the

origin.
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Part 1. Entrance Laws of Self-Similar Markov Processes
1. INTRODUCTION

Suppose H is a locally compact subset of R?\ {0} (d > 1). An H-valued self-
similar Markov process (ssMp for short) (X,P) = ((X¢)i>0,{P- : z € H}) is an
H-valued cadlag Markov process killed at 0 with P, (Xo = 2z) = 1, which fulfils the
scaling property; namely, there exists an o > 0 such that for any ¢ > 0,

((eXs-at)t>0,P,) has the same law as ((Xy)i>0,Pc.) Vz € H.

It follows from the scaling property that H = c¢H for all ¢ > 0. Therefore H is
necessarily a cone of R?\ {0} which has the form

H =R xS),

where S is a locally compact subset of S?~! and ¢ is the homeomorphism from
R x S41 to R?\ {0} defined by ¢(y, 0) = ev.

The crucial tool in the study of ssMp is the Lamperti-Kiu transform, which we
now describe. Suppose first that (X,P,) is an H-valued ssMp started at z € H
with index a > 0 and lifetime . Then there exists a Markov additive process
(MAP for short; see Section [ for a rigorous definition) (£,©) on R x S started at
(log ||z||, arg(z)) with lifetime ¢, such that

(11) Xt = exp{{v(t)}e)g,(t)l{K(} Vi Z 0,
where ¢(t) is the time-change defined by

(1.2) p(t) :=inf {s >0: /OS exp{a, }du > t} ,

and ¢, = foc | Xs]|~*ds. We denote the law of (£, 0) started from (y,0) € R x S
by P, . Conversely given a MAP (§,©) under P, g with lifetime (,, the process

X defined by (1) is an ssMp started from z = e¥ with lifetime ¢ = fé” e*&sds.
Roughly speaking, a MAP is a natural extension of a Lévy process in the sense
that © is an arbitrary well-behaved Markov process and ((&;, ©¢)¢>0, P,0) is equal
in law to ((§& + @, 0¢)t>0,Pog) for all z € R and § € S. Whilst MAPs have found
a prominent role in e.g. classical applied probability models for queues and dams,
cf. 5] when © is a Markov chain, the case that © is a general Markov process has
received somewhat less attention. Nonetheless a core base of literature exists in the
general setting from the 1970s and 1980s thanks to e.g. [19L201351[36].

We denote HU{0} by Hp. In this paper we look for entrance laws of ssMp at the
origin, that is, the existence of a probability measure Py such that the extension
of (X,{P, : z € Hp}) is self-similar and in particular Py = w-limys, 0P, in
the Skorokhod topology. In Theorem we will prove a general result with as
weak assumptions as our study of the underlying MAPs permits. However, the
statement of this theorem comes relatively late in this paper because of the large
amount of fluctuation theory we must first develop for general MAPs in order that
the sufficient conditions make sense. It is quite natural to expect that conditions for
the existence and stochastic continuity of an entrance law will be highly nontrivial
as the process © could essentially take on any role as a regular Markov process.
Nonetheless, we want to give a flavor of the main results. We give immediately
below the collection of conclusions we are aiming towards, i.e. (C1)-(C5), without
addressing the technical assumptions.
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The first two conclusions, (C1) and (C2), seem rather specialist and pertain to
analogues of classical fluctuation results for Lévy processes, but now in the setting
of MAPs. However they hold value in the sense that they provide key building
blocks for some of the conclusions later on.

(C1) Conditioning to remain negative. There exists a family of probability
measures P+ = {Pi g 1y < 0,0 €S} such that ((£,0),P}) is a right continuous
Markov process taking values in (—oo, 0] x S. Moreover, for all y < 0,0 € S, t > 0,
and A € F,

Sl s

Pl (A) = qEI(IJlJr Pyo (Avt <eq|Ty > GQ) )
where (£,0) under Py’g is equal in law to (—&,©), when =&, = y € R, and
Oy =0 € S, e, is an independent and exponentially distributed random variable
with parameter ¢, and 7,7 = inf{t > 0: & > 0}.

(C2) Stationary overshoots and undershoots. For every 6 € S, the joint
probability measures on S x R~ x & x RT,

Poo (@th €dv,& s —wedy0, €dpl . —ue dz) ,

converges weakly to a probability measure p(dv,dy,d¢,dz) as x — +oc.
In particular, Py g (ﬁT;r —z edz, @r;r € d(b) converges weakly to a probability

measure denoted by p©(dz,d¢), and Py g (57;_ —z edy, @T;_ € dv) converges

weakly to a probability measure denoted by p®(dy,dv).
As alluded to above, we can use the former two main conclusions above to build
a process which acts as an entrance law of the ssMp from the origin.

(C3) Candidate entrance law. Let P denote the law of X given by the
Lamperti-Kiu transform (IIJ) under P;@ with y = log||z|| and § = arg(z), and
let o denote the image measure of p® under the map (y,0) — 60eY. Then the

process (X, IP’Q\) has a finite lifetime ¢ with Xe_ = 0. Its time reversal process

(X; = Xzt )i<c>Pp*) is a right continuous Markov process satisfying that

Xo =0 and X; # 0 for all t > 0. Moreover, ((X't)0<t<5,}P’Q\) is a strong Markov
process having the same transition rates as the ssMp (X, {P,, z € H}) killed when
exiting the unit ball.

Moreover the stability of the overshoots and undershoots in the second main
conclusion also helps with identifying the above candidate entrance law as unique
in the sense of weak limits on the Skorokhod space.

(C4) Uniqueness of the entrance law. There exists a probability measure Py
such that
(1) w-lim,,oP, = Py in the weak sense of measures on the Skorokhod space.
(2) (X, {P,,z € Ho}) is an ssMp.
(3) (X,{P,,z € Ho}) is a Feller process.
(4) ((Xt),.0,P0) is equal in law to ((rX(C;,,fat)f)K,,ag,IP’}) for every r > 0.
(5) Under Py the process X starts at 0 and leaves 0 instantaneously.
Here 70 = inf{t > 0: || X;|| > r}. Moreover, Py is the unique probability measure
such that the extension (X, {P,,z € Ho}) is a right continuous Markov process
satisfying either ([B]) or (&) listed above.
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Finally we can reassert the stability of the underlying MAP over/undershoots
to generate the unique entrance law at the origin, but now in terms of the ssMp.

(C5) Stability of the the process started at the origin. For every ¢ > 0,
((XTée_,XTée),IP’Z) converges in distribution to ((XTse_,XTse),IP’o) as z — 0, and

w- lim P, (arg(XTe_) €dv, log||X o_| €dy, arg(X o) € d¢, log|| X e|| € dz)
H>2—0 1 1 1 1

=T (arg(XTlef) € dv, log ||X7197H € dy, arg(XTle) € dg, log ||X7-19H € dz)
= p(dv, dy, d¢, dz).

In the case d = 1 and the ssMp is positive, several works have established the
limit Py = w-lim,_,o P, using various techniques; see [10,[IT13,[I5,51]. Recently,
in the case when ssMp is allowed to take negative values as well, entrance laws were
obtained in [22]. Our contribution here is two-fold. Firstly we show, under suitable
conditions, the existence of an entrance law at 0 for an ssMp in any dimension.
Secondly, our proof here uses a path reversal argument which follows the spirit of
[T1L22], but works directly with the reversal of the ssMp rather than the underlying
MAP. This appeals to the full strength of Hunt-Nagasawa duality as explored in
e.g. [I8/47]. We note that in dimension d =1 or d = 1/2 (i.e. positive self-similar
Markov processes), taking all fluctuation theory for granted in those settings (which
means fluctuation theory of Lévy processes for d = 1/2), our approach offers an
alternative simple proof of the entrance laws.

The rest of this paper is structured as follows. In Section [2] we develop the
fluctuation theory for general MAPs, which we believe is of independent interest
and should be useful in studying ssMps. In Section [3] we present the notions of
duality as well as several time-reversal results about duality. Among them, Lemma
plays a key role in our path-reversal argument. In Section [B, we present our
working assumptions and the main result, Theorem[6.3] which gives the existence of
a weak limit of P, as z — 0, as well as the explicit law of the process started at the
origin. The large number of assumptions given there largely pertains to stability
conditions that permit the aforesaid weak convergence. In Section [0 we give two
interesting examples to illustrate the main result. Our main result is proved step by
step through the arguments in Sections @0 Firstly we define a family of probability
measures {P} ;2 < 0,0 € S} under which the MAP (¢, 0) is conditioned to stay
negative. Then we show that both the overshoots and undershoots of the MAP
(£,0) have stationary distributions, which we denote by p© and p®, respectively.
Starting from ((ﬁ,@),f)i@) we construct by Lamperti-Kiu transform the process
(X, ]P’g\‘), which is conditioned to stay inside the unit ball and hit the origin in a
finite time. By time-reversing (X,P ) from its lifetime, we get the law of (X,Py)
until first exit from a unit ball. Finally we prove Py is the weak limit of P, as
z— 0.

“ b2

Notation. Throughout this paper, we use “:=" as definition and «L» o mean
“equal in distribution”. Suppose E is a locally compact separable metric space.
Let Ey = EU{0} (where 0 € FE) be the one-point compactification of E. Then Ej
is a compact separable metric space. For T' € [0, +o0], let Dg[0,T) denote the space
of functions w : [0,T) — Ep, such that there exists ( = ((w) € [0,T], called the
lifetime of w, with the property that ¢ — w(t) is a cadlag function from [0,() to E
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and w(t) = 9 for t > (. We endow the space Dg[0,T) with the Skorokhod topology
which makes it into a Polish space. We use the shorthand notation Dg = Dgl0, c0).
Unless stipulated otherwise, every function f on F is automatically extended to Eg
by setting f(9) = 0. For a point z € R%, we use ||z|| to denote its Euclidean norm.
For ¢ > 0, we use e, to denote an independent exponential random variable with
mean 1/q.

Part 2. Fluctuation Theory of Markov Additive Processes
2. PRELIMINARIES

2.1. Markov additive processes and Lévy systems. Suppose (§;,©;);>0 is the
coordinate process in Drys and

((£,0),P) = ((&,01)1>0, Foo» (Ft)t>0, {Puwo : (2,0) € R x S})
is a (possibly killed) Markov process with P, g ({9 = z,0¢ = §) = 1. Here (F¢)i>0
is the minimal augmented admissible filtration and Fo, = z;og Fi.

Definition 2.1. The process ((£, ©), P) is called a Markov additive process (MAP)
on R x § if, for any t > 0, given {(&;,0,),s < t}, the process (€s+1 — &b, Ostt)s>0
has the same law as (&, 05)s>0 under Py, with v = ©,. We call ((£{,0),P) a
nondecreasing MAP if £ is a nondecreasing process on R.

For a MAP process ((£,0),P), we call £ the ordinate and © the modulator. By
definition we can see that a MAP is translation invariant in &; i.e., ((&, ©¢)i>0, Py,0)
is equal in law to ((& + @, O¢)¢>0, Poe) for allz € R and 6 € S.

We assume throughout the paper that (0;);>0 is a Hunt process and (&;);>¢ is
quasi-left continuous on [0,¢). Then it is shown in [I9] that there exist a continuous
increasing additive functional ¢t — H; of © and a transition kernel II from S to S xR
satisfying

116, {(6,0)}) = 0, /]R (1A JyP) I8, {6} x dy) < 400 VO E S,

such that, for every nonnegative measurable function f : S x § x R — RT, every
0eS,and t >0,

Poyo Z f(O:s,04,8 — & )lio,_ 20, or ¢,_#¢.}

s<t

t
=Poy {/ dHS/ I1(©,dv,dy) f(Os,v,y) | -
0 SxR

This pair (H,II) is said to be a Lévy system for ((£,0),P). It can be shown that
for every nonnegative predictable process Z and nonnegative measurable function
g:SXRxSxR—RT,

PO,H Z 259(65775577 @8758)1{@5—#@5 or Es—?éfs}

s<t

t
(2.1) =Poy [/ dHSZS/ (O, dv,dy)g(Os, s, v, €5 + y)
0 SxR

for all# € S and t > 0.
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The topic of MAPs is covered in various parts of the literature. We refer to
[BL6L 17 19L20LB37] to name but a few of the texts and papers which give a general
treatment.

For the remainder of the paper we will restrict ourselves to the setting that, up
to killing of the MAP, H; = t. Because of the bijection in ([2)), this naturally puts
us in a restricted class of ssMps through the underlying driving MAP; however, as
we will shortly see, it is on the MAP that we will impose additional assumptions.

2.2. Fluctuation theory for M APs.

Definition 2.2. For any y € R, let 7'; = inf{t > 0 : & > y}. We say that
((¢,0),P) is upwards regular if

Poo (rf =0)=1 VoeS.

Suppose (X,P) = ((Xi)¢>0,{P. : z € H}) is the ssMp associated to the MAP
((¢,0),P) via Lamperti-Kiu transform. We say that (X,P) is sphere-exterior
regular if ((£,0),P) is upwards regular. For r > 0, let 72 := inf{t > 0 :
| X¢]] > r}. Immediately by the definition, (X,P) is sphere-exterior regular if
and only if P, (1 = 0) =1 for all z € H with |z|| = 1.

In the remainder of this paper we assume that the MAP ((¢,0),P) is upwards
regular. This assumption is not really necessary but nevertheless avoids a lot of
unnecessary technicalities when we explore the fluctuation properties.

2.2.1. Excursion from mazimum/minimum. Let & = Sup,<; &s and U; == & —&.
Then under Py g the process (04, &, Up)i>o is an S x R x RT-valued right process
started at (6,0,0), whose transition semigroup on (0, 4+00) is given by

Ptf(v,as,u) = PO,’U [f (®t7§t + z,u \/gt - gt):l

for every ¢t > 0 and every nonnegative measurable function f: S x R x RT — R™*.
We shall work with the canonical realization of (O, &, U;);>0 on the sample space
Dsxrxr+-

We define M := {t > 0: U, =0} and M its closure in R*. Obviously the set
R+ \ M¢ is an open set and can be written as a union of intervals. We use G and
D, respectively, to denote the sets of left and right end points of such intervals.
Define R := inf{t > 0 : t € M}. The upwards regularity implies that every
point in S is regular for M in the sense that Py (R = 0) = 1for all 8 € S.
Thus by [45, Theorem (4.1)] there exist a continuous additive functional ¢ — L; of
(©4,&:,Up)i>0 which is carried by S x R x {0} and a kernel 8 from S x R x R

into Dgypxr+ satisfying & (R = O) = 0 and po*v (1 — e_R> < 1 such that

—+o0
(2.2) Py Z Zsfobls| =Pog {/ Zs ‘Be“gs’o(f)dis]
0

seG

for any nonnegative predictable process Z and any nonnegative function f which
is measurable with respect to o ((©y, &, Up)i>0). Moreover, by [45, Theorem (5.1)],
P20 (09, &, Uy) # (0,2,0)) = 0, and under B*0 the process (04, &, Ur)iso
has the strong Markov property (as defined in [45, (5.2)]) with respect to P;. In
particular, if f is measurable with respect to o((0¢,U;);>0), then the right-hand
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side of ([22)) equals
+oo B
Pw[/ &mmﬁumuy
0

where P denotes the kernel from S x R* into Dgyg+ for the process (O, Uy)i>0
defined in the same way as in [45]. It is known (see, for example, [36 Section 3])
that there is a nonnegative measurable function £ : S — R™ such that

t t t
(23) / 1{361\7[}(18 = / 1{s€Mul}dS = / €+(@s)dis Vit Z 07 P079-a.s.
0 0 0

Let f)t_l be the right inverse process of L;. Define & := fL;1 and O := @Et—l
for all ¢ such that L;' < +oo, and otherwise & and ©; are both assigned to
be the cemetery state 0. One can verify by the strong Markov property that
(L7t &F ,@+)t>0 defines a MAP whose first two elements are ordinates. Similarly,
both (&7,0; )0 and (L; ', 0/ );>0 are MAPs. These three processes are referred
to as ascendmg ladder process, ascending ladder height process, and ascending ladder
time process, respectively.

Suppose the set Rt \ M is written as a union of random intervals (g, d). For
such intervals, define

(e, 9y = (Ug+s:Og+s) if0<s<d—g,
T (Ua, ©4) its>d—g.

(e§9>, uég))szo is called an excursion from the maximum, and ¢(9) := d — g is called

its lifetime. We use £ to denote the collection {(egg) (w), V,gg)(w))szo 19 €Gw), we
Dsyrxr+}, and call it the space of excursions. Let ng be the image measure of
990 under the mapping that stops the path of (8, U;)s>0 at time R. A direct con-
sequence of [45], equation (4.9)] is that for any nonnegative measurable functionals
F :Driys — RT and G : RT x Dryxs — RT,

ZG (&, © )F(e(9)7y(9))

geG
(2.4) =Py {/00 dLs G(s, (&, 04)i<s) / ng (de, dv)F (e, v)
0 £

We call {n] : 0 € S} the excursion measures at the mazimum.
The excursion measures at the minimum and descending ladder process are de-
fined analogously replacing & by —¢.

2.2.2. Fluctuation identities. For t > 0, define
Gii=sup{s<t:sec M} and O,:= @s’hl{&:&gt} + 95,4,1{595%}.
By the right continuity of sample paths one can easily show that g, is equal to
sup{s <t: s€ M}

with probability 1. Since by quasi-left continuity, Pg g(& # &—) = 0 for all £ > 0,
we have P ¢ (gt =sup{s<t:se€ M}) = 1forallt > 0. We claim that P g-almost
surely g; is not a jump time of the process (¢, ©) for every § € S. Otherwise, one
can construct a stopping time 7' such that

P()’e ({T S G} N {fT, % & or Op_ # @T}) > 0.
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Noting that by ([2.2)

+o00o
Poyo Z Lw,>00r 0, 20,1 | =Po,s [/ OO (g > 0 or Oy # 0)dL,| =0,
~ 0
e,

we get from the above inequality that Pgg (T €qG, &p_ < §T) > 0. This brings a
contradiction, since if we apply Markov property and upwards regularity at T, we
get &rps > Ep > Ep_ for s sufficiently small on the event {T € G, &p_ < &7},
which is impossible.

The following identity is one of the key tools in extending identities from the
fluctuation theory for Lévy processes to MAPs; it is the base to establish a Wiener-
Hopf type factorization for MAPs.

Proposition 2.3. Suppose that ((£,0),P) is a Markov additive process taking

values in RxS. Then for every bounded measurable function F,G : [0,00) xRXxS —
R and every 6 € S,

P0,0 [G(geq ’ geqy éeq)F(eq - geq ’ geq - geqa 6eq)]
:/ e~ "G (r, z,v) [q€+(v)F(0,0,v)
Rt XS8R+
+nf (F(eq,eeq,l/eq)l{eq<<})] vyt (dr,dv, dz),

where

VQ+ (dr,dv,dz) : =P

Lo
/o 1{Lgledr, ot edv, §j€dz}ds‘| :

Proof. 1t is known from the above argument that Pg p-almost surely ge, is not jump
time of (£, ©), and thus (&, , Oe,) = (&5, Oge,) Po,o-a.s. Then we have

Poe [F (eq — Gey> geq — Seys G)eq)G(geq ) geq ) éeq)]
= P0,0 [F(eq - geqa geq - geqa Geq)G(geq ) geqy éeq) ]—{geq :éeq}}
+ P079 {F (eq - g_)eq ) geq - feq; @eq)G(geqa geq ) éeq) l{geq <§eq }}

= Py [F(0.0.00,)G (g 0,00, ) (e, .,

+ PO,G Z 1{9<eq<9+c(g)}F(eq -9 El(ai)—gv Ve(zz)—g)G(gv ggv 99)
geqG

By (24), the above sum is equal to

(25) Poo [F(0,0,00,)G (eq: e, 00, ) Lie,, —c.. )]

Py [ / AL ca 1 (5,600 15, (Fleg — 51co,—arve,—s)1(o,—occy)]| -
0
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For the second term we can use the memorylessness of the exponential distribution
and a change of variable to yield

)
Pog |:/ dl_/sl{s<eq}G(svgsy GS)HJ(gS (F(eq — S, €e,—s> Veqs)l{eqs<C}):|
0

=Poy {/ dﬂse*qSG(s,Es,@s)ngg (F(eq,Geq,Veq)l{eq<C}):|
0 ;

LOO F — —
(2.6) :Po,g/o dso " G(L; 65,01 )ng, (F(eqaeeqvveq)l{eq«})}-

For the first term in ([Z3) we use ([Z3) to get

PO,9 |:F<0’ Oa ®eq)G(eq7 é.eq’ eeq) l{geq :geq }]

+oo _
=qPoy / e "G(t,&,0¢)F(0,0, @t)l{teM}dt}
0

Lo
oo | [ e mG.6.00F 0.0 eom@odm]
0

Lo .,
(2.7) =qPoy / e ks G(Ls_l,ﬁi,@?)F(O,O,Gi)ﬁ(@?)dS]~
0

By plugging (Z0) and 271) into (21 we get that
Poe [F (eq — Geys geq — Seys @eq)G(geq ) geq ) éeq)]
EOC F — —
—Poal [ dse G (L6 07) (al (O F(0,0.67)
0
+ ng;r (F(e‘P €eqs yeq)l{eq<g}) )] :
We have thus proved this proposition. O
Corollary 2.4. For every 8 € S, we have
Py, (feq € dz, éeq — e, €dw, O, € dv)
+oo
= Jo(dw)fr(v)/ qe” "V, (dr, dv,dz)
0
-|-/ e "nt (eeq € dw, ve, €dv, e, < C) V,h(dr,du, dz).
(r,u)€ERtT xS
The excursion measures allow us to gain some additional insight into the ana-

lytical form of the jumping measures of the ascending ladder processes.

Proposition 2.5. Suppose ((§,0),P) is a MAP with Lévy system (H,II) where
H; = tAC. Then the ascending ladder process (L=, 61,0%), P) has a Lévy system
(HT,TF) where H;” =t A and

(0, dv,dr, dy) = do(dr)¢T (0)IL(0, dv, dy) + ng (I (v, dv, €, +dy) 7 < () dr
for v € S, r >0, and y > 0. Here (" denotes the lifetime of (£T,07). In

particular, the ascending ladder height process ((€7,07),P) has a Lévy system
(H*,IIT) where 11T (0, dv,dy) = TF(6,dv, [0, +00),dy) for 6,v €S, and y > 0.

This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.



6236 A. E. KYPRIANOU, V. RIVERO, B. SENGUL, AND T. YANG

Proof. To prove this proposition we apply the theory for Lévy systems and time-
changed processes developed in [25]. We consider the strong Markov process Y; :=
(O, &, Uy, t) on the state space S x R x RT x Rt where U; = & —&. Let M = {t >
0: U, =0} and R=inf{t > 0: t € M}. It is known that the local time at the
maximum L, is a continuous additive functional carried by F := 8 x R x {0} x R,
The argument in the beginning of this subsection implies that almost surely the
“irregular part” (in the sense of [25]) G* := {s € G : U, # 0} is an empty set.
Let Y, := O],¢5, U, Et_l) be the time-changed process of Y; by the inverse local
time L, ! Tt is a right process on the state space F. Then following the arguments
and calculations in [25] Section 5], one can get a Lévy system for this time-changed
process. In fact, applying [25] Theorem 5.2] here, we have

PO,O ZF (6:776:77 _Z/gj, 6:76:7 -Z/s_l) 1{§S+77££j}

s>0

“+o0
:Po,e[/ dS/ F(OF,&f,5,0,y,u)
0 SxR* X [s,4+00)

+ ¢+ 05 _
Liet 4y (B4 0% (O € dv, €p € dy, R € du)
+ OO, dv,dy — £5)d,(du))]
—+o0
:Poﬁ[/ ds/ F(@:,fj,s,v,y,s—i—r)
0 SxRtT xR+

Lier 2y ((‘ngyfio’s (91?2 edv, épedy,R—s¢€ dr)
+ 0P (OO, dv,dy — £F)do(dr))]

for every nonnegative measurable function F. Here %%05 denotes the kernel
P00 trivially extended to include the pure drift process issued from s. So, note
that under 3%%0 the process (Y;);~o has the strong Markov property with re-
spect to the same transition semigroup as (Y, P, ¢). Using this and the translation
invariance, we have

m@,m,o,s [1{s+r<R,§R;ﬁz}f(®R7 §R7 R - S)]

(2.9)
_ me,o,o {1{T<R}P&7®T (f(enjr’ﬁr(f +z,r+ 7'3_)1{573 >0}>}

for any r > 0 and nonnegative measurable function f. Since (£, ©) has Lévy system
(H,II) with Hy =t A (, we have

Pz,v |:f(®~,—;ra gTJ +z,r+ TJ)I{ETJ >O}:|

= Pz,v

o
/ at / Fw.& + oty + OT(O,, dw,dy) | |
0 Sx(—&¢,+00)

where we used that, in the event that {57()* > 0}, 75" is the first jump time of £ that
takes & into the positive axis, and we applied [2)). Plugging this into (29) and
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using the Markov property under %90, we have
;;397170,3 |:1{s+7‘<}_3,§§7£z}f(®1§7 £R7 R ]

R— S
+
6,0,0 o
:('B [1{7‘<R}PUT'V®7' </ dt/ f(wv_Ut +$+y7r+t)n(@t7dwvdy)>:|
0 Sx(Ug,+o0)

S
= Ilg 1{T<C} / dt/ f(w7 —€ +x+ Yy, t)H(Vt7 dw7 dy) .
r Sx(et,+o0)

By letting » — 04, we get from the above equation that

1oz B0 (O € dv, €g € dy, R — s € dt)
= dtny [/ 1{Q+z+medy}ﬂ(ut,dv,dz)] i
z€(€t,+00)

Plugging this into (28] yields that

PO,@[Z F (62_—7 f:—v Es_—la ®s+7 £j7 E;I) 1{5:7755?}]
s>0

“+o0
=Py [/ ds/ FOf ¢ sv & +y,s+7) (50(dr)€+(®j)ﬂ(®j, dv,dy)
0 SxRT xR+
+ ng+ (I (v, dv, e + dy) , 7 < Q) dr)],

which in turn yields the assertion of this proposition. O

Remark 2.6. Suppose ¢ is a non-killed R-valued Lévy process with triplet (a, o2, II)
for which 0 is regular for (0,+o00). This process can be viewed as the projection
of an upwards regular MAP (£, ©) where the modulator © is equal to a constant.
Therefore all the above results we obtained for MAP can be applied to this Lévy
process. We use Py (resp. Pg) to denote the law of & (resp. —¢) started from 0. It
is a known fact that its ascending ladder process (L; ', & )¢>0 is a (possibly killed)
bivariate subordinator. Let IIT be the Lévy measure of £T. Proposition yields
that for y > 0,

+oo
(210)  IT*(y,+o00) = £FTI(y, +00) +n* [/ H(er+y7+oo>dr],
0

where ¢+ is the drift coefficient of L; ! and n* is the excursion measure at maximum.
It follows by Proposition 2.3 that for any nonnegative measurable function F : R —
R,

g/t F(0) +nt [foc qe*qu(es)ds}

PO [F(geq - Eeq):l - (I)(q) 7

(.11) Po[F&)] = B [ TRV,
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where VT (dr,dz) := Py [fOJrOO Lii-tearet edz}ds} , and ®(q) (resp. ®(q)) is equal to
the Laplace exponent of the (possibly killed) subordinator (L; !);>o under Py (resp.

f’o). The Wiener-Hopf factorization of the Lévy process implies that ®(q)®(q) = kg
for some constant k£ > 0. We may and do assume k = 1. By this and (2Z.I1]), we get

R0 e CF(es>dS] o PolF(e, — &) 20
0

= / F(2)U*(dz),
R+

where Ut (dz) := Py [f;oo l{ﬁedz}dt} . In the second equality we use the fact that

(e, — e, Po) = (geq,f’o). Setting F(-) = II(y 4 -, +00) in the above equation and
plugging it into (2I0) we get

I (y, +00) = / II(z + y, +00)U ™ (dz)
R+

for y > 0. This is Vigon’s identity for the Lévy process.

Define

Lo
/O 1{®§redv, f;edz}d5‘| :

Proposition 2.7. Suppose ((£,0),P) is a MAP with Lévy system (H,II) where
Hy =tAC(. Then for any x > 0, 0 € S, and any nonnegative measurable functions
f,9:SxRT = RT,

Uy (dv,dz) :=Pygg

Po,g [f(@T;_, =8+ )9(0, 4,6+ —m) e >z}:|

:/ Uy (dv, d2) [(F (v) f(v,2 — 2)G(v,x — z)
Sx[0,z]
¢
(2.12) +nj(/ fWe, o — 24 €,)G(vs,x — 2 + €5)ds) ],
0

where G(v,u) = fSX(u +00) 9(d,y — w)l(v,do,dy) for v e S and u € R. In partic-
ular,

P [9(97;757; — )L 4 >z}}

(2.13) = / U, (dv,dz) / 9(¢, 2z +y — 2)[IT (v, de, dy).
Sx[0,x] SX(x—2z,4+00)
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Proof. Let A&y := & — &s— for any s > 0. By (2.I) we have
P {f(97;,, T =&+ )9(0, 4,6+ — 96)1{57+>x}}

= PO,O Z f(98—7 T — gs—)g(@sv gs— + Ags - x)1{5_57§$7557+A53—ac>0}
s>0

¢
= PO,G / 1{§S§z}f(@s, T — gs)ds/‘s g(va §st+y— $)1{§s+y—w>0}H(@sv dv, dy)
0 xR

[ ¢
=Poyg /0 1{gs§x}f(@s,x—§S)G(@s,x—§S)d5].

We set F(y,v) := f(v,2 —y)G(v,z —y). Then the right-hand side of ([2I4) equals

¢
Poy / 1{§s§x}F(55763)d3
0

¢
= PO,G / 1{£_s§;c, SEMCL}F(gsa @S)ds
0

¢
/0 Lig <o semre} (€5, ©5)ds | +Pog

+o0 _
=Pos U Lig, < F(&s, @S)ﬁ(@s)dLs}
0

d
+Poy Zl{fgﬁw}/ F(&,0,)ds
g

geG
By (24)) the second term equals

+oo ¢ - B
/ 1{€_‘s§w}ngb / F (58 — €p, V'r) dLS .
0 0
Hence we have

Py {f(97;,, =81 )90 4,6+ — 1)l >w}}

+oo ¢ ~ B
/ l{ésﬁw} <£+(@S)F(£S’ @S) + ngs (/ F (gs — €p, Vr))) dLs‘|
0 0

b O\ F(et oF + (e
| e (rEnpEon g ([P - ) ) as
¢
:/ U (dv,dz) <€+(11)F(v,z)—|—n:}r (/ F(z—e,ﬂ,zfr)dr))7
Sx[0,z] 0

which yields (212). Equation [2I3) follows directly from (212 and Proposition
O

Py

=Py

=Py

We say a path of £ creeps across level x if it enters (z, +00) continuously; that is,
the first passage time in (x,4+00) is not a jump time. The next lemma we present
is about what happens in the event of creeping. It follows from [20, Proposition
(1.5) and Theorem (1.7)].
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Lemma 2.8. Suppose the ascending ladder height process ((€1,07),P) has a Lévy
system (H* 11T) where H;t = t A (T, If the continuous part of €+ can be repre-

tAn¢t . .
sented by [,"° at(0F)ds for some nonnegative measurable function a™ on S, then
for every 0 € S, 1{a+(v)>0}U9+(dv,dx) has a kernel u;(dv,x) with respect to the
Lebesgque measure dz. Moreover, if we define T} := inf{t > 0: & > 2}, then for
any nonnegative measurable function f: S x S x Rt x RT — RT and almost every
z >0,

(2.15) Po (g;j_ <z= ;j) =0
and

P0,9 |:f (@;;ria C—);jvx - g;;iﬁg;:;’ - J?) 1{§++=x}:|
(2.16) e

= / at () f(v,v,0,0)us (dv, z).
S
Lemma 2.9. Suppose the MAP ((£,0),P) has a Lévy system (H,II) where Hy =
tAC. If (2,0) € (0,400) x S satisfies that
(2.17) Py (57_:—_ <x= 57_:_) =0,
then
P079 (C—)T;r— # @T;7§T; = J}) = O

Proof. For x > 0, let 7, ;o) denote the first time when ¢ enters [z, +00). The
upwards regularity of ((£,0),P) implies that 7j, 4 o) = 7,7 Pog-a.s. It follows by

@I7) and @) that
Poo (0, #6,, 6o =a)=Poy (0, #0,4, & = =)

=Poo | D Lie,<xvrelos), 0. #0., & —€=s}
s>0

r ,pt+oo
= PO,0 /0 1{£T<z,Vr€[0,s), g_g:z}H(@sa S \ {98}7 {0})d5:|

—+oo
~Puo | [ 1 16,8 (62}, 010
=0.
The last equality is because the integral inside Py ¢ equals 0. ([l

Proposition 2.10. Suppose the MAP ((£,0),P) has a Lévy system (H,II) where

H, = t AC and the conti t of &+ N ot e

t and the continuous part of £ can be represented by [, at(OF)ds
for some nonnegative measurable function a™ on S. Then for every 6 € S, every
nonnegative measurable function f : & x S x RT x R* — RY, and almost every
z >0,

(2.18)

Py f(@ij,@T;,x—ijf,fT; —x)l{g +:w}} :/a+(v)f(v,v,0,0)u;(dv,x),
Tw S

where ug (dv, z) is the kernel given in Lemma 8.
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Proof. Tt is easy to see from Proposition that the conditions of Lemma 2.8 hold
under the assumptions of this proposition. Fix an arbitrary § € S. Let R denote the
set of points for which both identities in Lemma 2.8 hold. Then Leb (Rt \ R) = 0.

‘We note that (57:,97;) = ;;r, @JT}). If we can prove Py g (57:7 <x= 5@*) =0
for every x € R, then by Lemma 29 ©_+ = ©_+ Pog-as. on {{ + = z}, and
([2.I8) is a direct consequence of ([2.I6). Now fix an arbitrary z € R. Let 7j; 4
denote the first time when & enters [z, +00). Equation (ZTI5]) implies that f;+_ =z

Pgp-as. on the event { + < =& +}, which in turn implies that 7j, yo) < 7,7
Pop-as. in {{T;r_ < x = §TI+}. Hence Py g (57;_ <xz= §TI+) = 0; otherwise

Py (T[w7+oo) < T;r) > 0, which contradicts the upwards regularity of (£, ©®). Hence
we complete the proof. O

We note that the result in Proposition 2-T0] holds only for almost every = > 0.
In the following we give sufficient conditions under which it holds for every x > 0.

Lemma 2.11. Suppose ((£,0),P) is a MAP in R x S and (X,P) is the ssMp
underlying ((£,0),P) via the Lamperti-Kiu transform. Then for any 0 € S and
Tn, 7 € R such that lim,_, o 1, = 7, the process (X, Perng) converges to (X, Perg)
in distribution under the Skorokhod topology.

Proof. We need to show that for an arbitrary Lipschitz continuous function f :
DRd — R,
lim ]P)e”le [f(X)] = PeTG [f(X)} :

n—-+o00

Suppose the ssMp (X, P) has index a > 0. By the scaling property of X, it suffices
to show that

(2.19) im o[£ (€ Xe-wrnt)iso ) | = Po [ (€ Xemari)ino) | -

We use d(+,-) to denote Prokhorov’s metric in Dga, which is compatible with the
Skorokhod convergence. It follows from [23, Proposition 3.5.3(c)] that for any
Wn,wo € Dpa, one has lim,_, 4« d(wp,wp) = 0 if and only if for every T € (0, +00),
there exists a sequence of strictly increasing continuous functions {A, : [0,7] —
R*, n > 1} with A\, (0) = 0, such that

lim  sup (Jlwn(t) —wo o A\ (t)]] V| An(t) —t]) = 0.
n—=+ 4c(0,T]

For an arbitrary w € Dga, by setting w,(t) = e™w (e~*"™t), wy(t) = e"w (e~ *"t),
and A, (t) = e*("="n)¢ for all ¢ > 0, one can easily show that

sup ([[wn (t) = wo © An(t)[| V [An(t) — t[)
te[0,T]

— sup (|eT" — o[ lw(e=eTt)|| V [e@ (=T —1|t) =0
t€[0,T

as n — 4oo, and hence d(wn,wp) — 0. This implies that the processes

(€7 Xg-arny)i>0 converge to (€"Xo-ary)i>0 Pp-almost surely under the Skorokhod

topology. Therefore [2I9)) follows from this and the bounded convergence theo-

rem. ([l
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Proposition 2.12. Suppose the conditions in Proposition 210 hold. Then for
every 0 € S and every x > 0,

Poy (5%4_ <zor® s #FO 4§+ = a:) =0,

and for every bounded continuous function g : Rt x & x S x RT x RT — R, the
function

T PO,@ [g(ijeT:'faeT;,x - 57—:7,57—; - l’)l{g +=a’:}:|

is right continuous on [0,+00). If, in addition, a*(v) > 0 for every v € S or if
a(v) =0 for every v € S, then the kernel uj (dv,x) of 1{4+()>03Uy (dv,dz) can
take a unique version such that x — a™*(v)ug (dv, x) is right continuous on (0, +0c)
in the sense of vague convergence. In this case, [21I8) holds for every x > 0 and
every nonnegative measurable function f: S x § x RT x RT — R+,

Proof. For every (z,0) € RT x S, let

p’(x) =Py (§Tm+ = I) ;

Pi(x) =Py (57;_ ={+ = 30) ,
and
ph(a) =" (@) = pi(@) = Poo (€5 <o =& ).

By Proposition 10 we have p§(x) = 0 for almost every x > 0. It follows by
Proposition 2.7 that

Poy (¢p >7) = I (2 — 2)Uj (dv, d2).
’ Sx[0,2]

Here II} (u) = I (v, S, (u, +00)). Obviously from the above equation x — p?(z) =
1-Pops (fﬁ > x ) is right continuous on [0, +00). Suppose x,,,z € RT and z,, | =.

Let (X, P) denote the ssMp underlying ((£, ©), P) via the Lamperti-Kiu transform.
It follows by Lemma [ZTT] that

(Xa Pé’c*”—'n) — (Xa Pé’o’”‘)

in distribution under the Skorokhod topology. For n > 1, let (Y (™ P*) and (Y, P*)
be couplings of (X, Pge-=, ) and (X, Py,-= ), respectively, such that Y () — Y P*-a.s.
in the Skorokhod topology. Let ¢y := inf{t > 0: [|Y;|| > 1} and ¢, :=inf{t > 0:
||Yt(n)\| > 1} for n > 0. Since X is sphere-exterior regular, so is Y, which implies
that [|Y;]| # 1 for any ¢ < ¢p P*-a.s. In view of this, it follows by [57, Theorem
13.6.4] that

(YY) = (¥, Y,) Pras.

Sn—? " Sn
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as n — +oo. Hence ((XT?JXT?)JP%”") converges in distribution to

((Xﬁef, XTle), ]P)ge—z). This weak convergence yields that

pl(z) = Py (fron =&t = 0)
= ]P)gefz (XT167 S Sdil,XTle S Sdil)
> limsupPy.-=n (XTe_ € Sd_l,XTe € Sd_l)
n——+00 L B
= limsup pf(z,).

n—-+oo

This and the right continuity of p(-) imply that liminf,,_, o p§(2,) > p§(x). Hence

(2.20) P(x) = Pog (57;7 <r= gﬁ) =0 V>0
It then follows by Lemma 2.9] that

(2.21) Poo (0,4 #0616 =a) =0 Vo>0.
We need to show that

lim Pgg |:g(’7';},97_;r”, @T;r",xn - fr;r"f’fr;r" - l’n)l{gT+ =xn}]

n—-+oo

(2.22) =Pos [9(7:7 O 0w =8y Er — o)l :z}:|

for any sequence z,,z € R™, x,, | x, and any bounded continuous function g :
RT x & x 8§ x RT x RY — R. Let A, = {{+ = x,} and A := {{ + = z}. By
the strong Markov property and the fact that liﬂmy_)o+ p¥(y) = p¥(0) = 1 for every
v € S, we have for every 6 € S,

Poo (A\ Ay) =Poy (@; =x,6 1 > ﬂﬁn)
=Poyg (Po,@Tj (Enfnﬁ > In — l’) e = 90)
=Poy Kl _p@T;r (zn — x)) 1{@; =x}]

— 0, asn— 4oo.

Since Po g (A, \ A) = Pog (A\ Ay) = Poo(An) —Pog(A) = p’(z,) —p°(x) = 0 as
n — 400, we have

(2.23) Poo (ANA,) =Pog (A, \A) +Pop(A\A,) -0 asn— +oo.
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Note that by ([220) and (2.21))
[Po.olg(7, Ot Orp san = Ep L & = Tn) ey =va)]
—Poe [g(T;’ eTf—’ @Tj,x - E‘r;r—’ gTi - x)l{i;:w}} ’
= Poslg(rs, O O v =&y &y = wa) ey =o)]
= Pog[9(r,0,4,0 0,0 = & r & = D)1 =]
< [Poolg(rl, O O v =& & =) (Le =) = Lie y=o1)]|
+[Pos[(9(r), 0,1 O 1 s an = Ex  &r — ) |
— 905,07 = o — 1)1 =y
< |lgllocPo,6 (AL AL)
+Pop[lg(7 O 1O s = Er  Err — )
—9(7,0,4,0 0 — €+, & — )]
We have 7,7 | 7.7 Pg g-a.s. by the upwards regularity of (£, ©) and hence (@Tin , gnﬁ)
— (@T;r , ET;) Py g-a.s. by the right continuity of (¢, ©). In view of this and (Z23)),

[222) follows by letting n — +oo in the above inequality.

By (220) and (221)), we have for every « > 0 and every nonnegative measurable
function f: S x & x R* x RT — RT,

Po, {f(@fg,, O+ 0 -+ {+— 96)1{5#:1}]
(2.24) =Poy [f(QT;,QT;,O, 0)1{@;:30}}

— / f(U,U,0,0)Poﬂ (@T;r e d’u,fT;r = x) .
S

Let us momentarily assume that a*(v) > 0 for all v € S. In view of ([2:24) and

Proposition 210, we can set the kernel ug (dv,z) of U, (dv,dx) to be
1
a+—(’U)PO’9 (67_; S d’l},fT;r == JI)

for every > 0, in which case the function
T = a+(v)u3(dv,x) =Poy (@T; €dv,§ + = 3:)

is right continuous on (0,400) in the sense of vague convergence, because x
Pog |h(©,+):€+ = x} is right continuous on (0, +00) for every bounded continuous
function h : § — R. For the other case that a™(v) = 0 for all v € S, there is nothing
to prove as, irrespective of our choice of uj, the quantity a*(v)uj(dv,x) is right
continuous as claimed (in fact it is identically equal to zero). ]

2.3. Long time behavior of MAPs. It is well-known that for any R-valued
Lévy process x one has y;/t — Ex; almost surely whenever Ex; is well-defined.
Its proof relies on the classical strong law of large numbers. Following this, a
Lévy process exhibits exactly one of the following behaviors: lim; , ., x; = +00
a.s., lim;_, o Xy = —00 a.s., and limsup, ,, o x¢ = —liminfy , o x¢ = +o0 a.s.
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according as Ex; >, <, = 0. This basic trichotomy is also true for the MAPs
where (©;);>0 is a positive recurrent Markov process on a countable state space.
We refer to [3] and the references therein. In such case, let 79(¢) := 0 and {7, (%) :
n > 1} denote the renewal sequence of successive return times to each state i €
S. Then for each 4, {{, ;) : n > 0} constitutes an ordinary random walk. In
fact, a law of large numbers can be obtained by applying known results for these
embedded random walks, but with considerable additional analysis. Regarding the
more general situation when the modulator ® has an uncountably infinite state
space, we note that a natural substitute for {7,(¢) : n > 1} is a sequence of
random times {R, : n > 0}, in terms of which the process can be decomposed
into independent and stationary blocks. In order to construct such random times,
we assume the MAP satisfies the following Harris-type condition: There exist a
constant § > 0, a probability measure p on &, and a family of measures {¢(6,-) :
0 € S} on R with infges ¢(6,R) > 0 such that

(HT) Poy(& D, ©5€ A) > ¢(0,T)p(A) VOeS, AeB(S), I € BR).

This section aims to provide the trichotomy regarding the almost sure behavior of
& as t — +oo when condition ([HT)) is satisfied.
Define My := 0Oy, Sy := &y, and for any n > 1 define

M, = Ons, Ay i=Ens —En-1)s and S, := Sy + Z A
k=1

It is easy to verify that ((Sy,, M,)n>0,P) is a discrete-time MAP satisfying
(2.25) Pog (A1 €', My € A) > ¢(0,1)p(A)
forall € S, A € B(S), and " € B(R). In particular we have

Poo (M1 € A) > ep(A) VOe S, AeB(S),

where € := infge s $(6,R) > 0. This implies that {M,, : n > 0} is an irreducible and
strongly aperiodic Harris recurrent chain on S. Given this and (Z25]), it follows
by [48,[49] that there exists a sequence of regeneration times 0 < Ry < R; <
- < 400 such that {R,+1 — R, : n > 0} is a sequence of independent and
identically distributed nonnegative random variables and that the random blocks
{Mg,,...,Mg,.,—1, AR, 41,---,ARr,,, } are independent with

Poo [Mg, € A|Gr, ,,Ar,] =p(A) VA€ B(S),

where Gy denotes the o-field generated by { My, ..., My, Aq,..., Ag}.
We assume that (0;);>0 has an invariant distribution #. By [, Theorem 3.2] 7
is uniquely determined by

Ri—1
1
(2.26) m(A) = mpo,p > ligear| VYAEBS)
) §=0
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where 0 < Py ,[R1] < 4o00. It follows that

(2.27)
1
Por = P iv1—8S;|M; =0]Pqy,(M; €df, j < -1
0,7 [S1] PO,p[Rl]jz;)/S 0.0 [Sj+1 — Sj | M; [Po, (M; € J< R )
1 Ri—1
=——P Sii1—S;
PO,p[Rl] 0,p jzz:o ( j+1 ])
— Py, Sk,
B PO,p[Rl] O LM

whenever Py - [|S1|] < +oc. The regeneration structure implies that (Sg, ., — Sr,)
is independent of {Sk, k < R, } and its distribution is independent of n. Let N,, :=
sup{k : Ry <n}. We can write

S = Sronn + [(Sry — Sro) + -+ (S, — Skw, 1)] + (Sn — Sky, ) -

It is easy to see that Spyan/n — 0 a.s., since Ry is finite and lim, o0 Spoan =
Sk, < 400 almost surely. Note that (Sg, — Sgr,) + -+ + (Skx, — Skx,_.) I8 a
random sum of i.i.d. summands. In view of (Z27)), we have by the standard LLN
and the elementary renewal theory that

(SR1 - SRO) + (SRNn - SRanl)

lim
n——+00 n
. (Sry — Sro) + -+ (Srx, — SRn, 1) Nn
T nodeo N, n
1
= Po,[Sr]" Po, R Py [S1] Poe-as.

Moreover, one can easily show by the Borel-Cantelli lemma that (S,, — S Ry, ) /N —
0 Pyg-a.s. if

Py, Lg;g}}{l |Sk|] < +o0.
We have hence proved the following lemma.

Lemma 2.13. If Pg , [maxi<i<r, |Sk|] < 400, then lim,_, o Syp/n = Py [S1]
Pog-a.s. for every 0 € S.

Lemma 2.14. If Py, {SuPse[O,t] |§g\] is finite for some t > 0, then it is finite for

all t > 0. Moreover, Pg [SupsE[O,eq] \ﬁsq is finite for all ¢ > 0.

Proof. In this proof we use [[{|; to denote sup,¢(g 4 [§s]- Let f(t) := Po . [[|€][¢] for
t > 0. We observe that for any ¢, > 0,

(2.28)  [[€lle4r < [l v ( sup [& — &l + I£t|> <l&lle+ sup [€s — &l

s€E[t,t+7] SE[t,t+r]

By the Markov property and translation invariance in &, we have

Por | sup |6 =&l = Pox[Poe, [lEllr]] = Pox[lIEllr] = f(r).

SE[t,t+7]
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The second equality is because 7 is an invariant distribution of (6;);>0. Hence
by (Z28) we get f(t+r) < f(t) + f(r). Given that f(t) is finite for some ¢ > 0,
f is a nonnegative locally bounded subadditive function on [0,400). Hence there
exist some constants b, ¢ > 0 such that f(t) < ¢t + b for all ¢ > 0. Consequently,

Po [€lle,] = [i7°° e~ f(£)dt < +o0 for all ¢ > 0. 0

Proposition 2.15. Suppose ((£,0),P) is a MAP satisfying (HT) and 7 is an
invariant distribution for (©)i>o. If

(2.29) Por | sup [&]] < +oo,

s€[0,1]

then &/t — Po r[&1] Pog-a.s. for every § € S.

Proof. Without loss of generality we assume that (HT) holds for = 1. This proof
works for any ¢ > 0 with minor modifications. By Lemma [Z14] condition ([2:29)

implies that Pg {SUPse[oﬂe} |§S|} < +oo for all t > 0 and Py - [|A1]] = Po«[&1]] <
+00. We have

Ri—1
Po, Lgﬁ}fh |Sk|] < Py, Z) JAVESY
=
+oo
= Z/ Pop (|8 41| [ Mj = 0] Po, (M; €db,j < Ry —1)
j=07%
Ri—1
= /PO,O [[A1]] Po, Z 1¢nr;ca0}
s =
(230) = PO,p[Rl]PO,ﬂ'HAIH < 400,

where in the last equality we use ([Z26]). It follows by Lemma [ZT3] that S, /n —
Pz [S1] = Po.x[&1] Pog-a.s. for every 8 € S. Note that for any ¢ € [Ry, Rk+41),

Sr, Rk B SUPse Ry, Riq1] 1€s — Sk, < & < Sr, i SUPse Ry, Rii1] 1€s — Sk,

Ry Rii1 Ryy1 t = Ry Ry,

It is known by the renewal theorem that Ry /k — P ,[R1] P ¢-a.s. Hence to prove
&/t — Py [61] Poe-a.s., it suffices to prove that

SupsE[Rk,Rk+1] |§5 - SRk| N

(2.31) p

0 ask— +oo Pyp-as.

for every 6 € S. The regeneration structure implies that {sup,c(g, g, 1€ — Sk,
k > 1} under Pgg is a family of i.i.d. random variables which have the same

distribution as (SuPse[o,Rl] 1€, Poyp). Hence by the second Borel-Cantelli lemma,
@31) holds if and only if

(2.32) Po, < F00.

sup [&]
SE[O,Rl]
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‘We note that

su < max |Si|+ max su — Skl.
se[o,II)%l] ! _OSkSRl—1| H OSkSRl_lse[k,EJrl] 6 = 53

Applying similar calculations as in (Z30) we can deduce that

Ri—1
P, max sup |&s — Sk < Py, sup  [§s — Sk
P 0§k§R1—1s€[k7k+1]| | P o SElkE+1] | |
= Py ,[Ri|Por | sup |&]| < 4o0.
s€[0,1]
Hence ([232)) follows from this and (2.30]), completing the proof. O

Proposition 2.16. Suppose the conditions of Proposition hold. Then we
have (a’) & — 400, (b’) limsup,_,, & = 400, liminf,, & = —o0, and (c’)
& — —oo Pog-a.s. for every 6 € S according as (a) Po r[&1] > 0, (b) Py [&1] =
0 and the increment distribution in each block is not concentrated at 0, and (c)
Py - [&1] <O.

Proof. It is immediate from Proposition that (a)=(a’) and (¢)=-(c’). In case
(b), we consider the sequence {Sg, : k£ > 0} which is a discrete-time random
walk with mean O and the increment distribution not concentrated at 0. Hence
limsupy,_, , o, Sr, = +00 and liminf;_, | o Sg, = —oo, which implies (b’). |

Remark 2.17. Let us make a brief remark on the condition (HTI). This condition
is of course not the most general condition under which the results of Propositions
and hold. We believe an extension is possible, at least to some extent.
One direction is to assume the Harris recurrence of (M,,),>o alone. However, in
this way, instead of having i.i.d. increments, {Sg, : » > 0} has 1-dependent and
stationary increments. Therefore in all places where we apply results for ordinary
random walks, extensions to the case of 1-dependent and stationary increments are
needed. Since this cannot be done briefly, we have restricted this section to the
case when condition (HT) is satisfied.

Hereafter we say that & drifts to +o0o, oscillates, or drifts to —oo at 6, re-
spectively, if lim; 4o § = +oo, limsup, ,, & = —liminf; ;& = +oo, or
lim; s 400 & = —00 Py g-a.s.

Proposition 2.18. For every 0 € S,

0 if & oscillates or drifts to +o0o at 6,

(¢ = +o0)Uy (dv,dz) =
/SX]R+ n (6 o0)Uy (dv,dz) 1 if & drifts to —oo at 0.

Proof. Let goo denote the last time when & attains its running maximum. If &
oscillates or drifts to +o00 at 6, then Pg g (§oo = +00) = 1. By Proposition [23] we
have

(2.33)
Pog [e 7]

= / e M (gt (v) +nf (1 —e79)) V,F(dr,dv,dz) VA, ¢ > 0.
Rt xSxR+
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Letting ¢ — 0+, we get by Fatou’s lemma that
0="Pgg e 9>] > / e Mt (¢ = +o00)V, (dr, dv, dz?).
Rt XxSxR+
Then by letting A — 0+, we get by the monotone convergence theorem that
/ nf (¢ = 4+00)U, (dv,dz) = 0.
SxR+t

On the other hand, if & drifts to —oo at 6, then Pg g (g0 < +00) = 1. Note that
for any 0 < ¢ < A/2, the integrand in the right-hand side of [233]) is bounded from
above by e (34F(v) + n} (1 —e"*¢/2)) and

/ e AT (ifr(v) +n) (1 — eAC/Q)) Vot (dr,dv, dz)
R+ xSxR+ 2
g
=Poy [e 29%/2} < 4o0.

Hence by letting ¢ — 0+ in ([Z33) and using the dominated convergence theorem
in the right-hand side and the monotone convergence theorem in the left-hand side
we get

Poy [e*Ag"O] = / e Mt (¢ = +o00)V, (dr, dv, dz2).
Rt xSxR+
Letting A — 0+, we have
| nl(¢ = +00)Uf (@0,d2) = Pag (g < +00) = 1
SXR+
which completes the proof. (Il

2.4. Invariant measures.

Proposition 2.19. Suppose ((£,0),P) is a MAP on R x S and v is an invariant
measure for the modulator ©. Then the measure

1
(2.34) vt() =Py, [/ 1{956.}(1115}
0
is an invariant measure for the modulator ©F of the ascending ladder height process
((€7,0T),P). Moreover, v is finite if and only if Py, [L1] < +oc.

Proof. Tt suffices to show that

—+o0
(2.35) | e Pos @] ds = < [ rop(an)
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for any a > 0 and nonnegative measurable function f : S — R*. The left integral
is equal to

(2.36)
Py, [ / - e‘asf(G?)ds] — P [ / m e—aLsf@S)dis]
0 0

1 o) B
=Py, [/ Poo, [/+ e_o‘Lsf(@s)dl_/s] df,} .
0 0

Recall that s — L, is an additive functional of (@t,ét — &)t>0. Hence the law of
(L¢, ©)>0 under P, g does not depend on x. The right-hand side of (2.30)) is equal
to

(2.37)

1 o) B
PO’V |:/ P§T,@T |:/+ e_aLsf(GS)dz/S] d-z/T:|
0 0
1 “+o00
=Py, | [ dL. —a(l=Le) f (@, dis]
o [A /’r ¢ f( )

+ B _ 1As _ _
=Py, [ / dL,e L= f(0,) / eO‘L"dLT]
0 0

- é [po,y { /0 2 £(©y) (eais - 1) dis]

+ Py, [ /1 T ol £(0,) (eail - 1) dLS”

= - [POW Uol f(@s)dLs} — Py, U()+OO eO‘LSf((as)dLs}
+Po, U;OO e_a(Ls_Ll)f(@s)dES” .

In the first equality we use the Markov property and the additivity of L,. Using
these facts again we have

(2.38)
Py, Ulm e_a(LS—Ll)f(G)S)dES} =Py, :Pgl,el [/Om emolr (GT)dL”

+oo _
=Po. |Poe, U e b (er)dLr:H
0

| =

“+o0 _ _
=Py, / e oLr f(@r)dLr} )
0

In the last equality we use the fact that Pg, (01 € -) = v(-). In view of (23], the
right-hand side of (Z31) equals

Yoo, [ s@an] = 1 [ sot o

Hence we get (2.35]). O
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Corollary 2.20. Suppose the modulator © of ((§,©),P) has an invariant distribu-
tion m. If Py » [L1] > 0 and infycs [€+(0) + n;' (1 — e’c)] > 0, then the measure
7t defined by

1 1 _
()= ———Py [/ 1 ) dLS}
() Po.r [Ll] 0, 0 {©:¢e}

is an invariant distribution for the modulator ©F of ((¢1,01),P).

Proof. By Proposition 219] it suffices to show that Py, [fq] < +4o00. Let

ci= 91I€1£ [7(0) +ng (1—e )] € (0,+00).

By ([23) and ([Z4]) we have

1
Po (L] < 1P, [ JRGICORTS (1—e‘<)dis]
0

1
B % Pox {/0 1{SEM}d5:| +Po Z (1 _e_<<gi)>

L 9:i€G,g:<1

< Ilitpy, 3 (1/\C(-‘“))

9:€G,g:<1

We note that among all the excursions that start in the time interval [0, 1], there
is, at most, one excursion having a lifetime longer than 1, and the sum of lifetimes

of other excursions does not exceed 1. Hence Py {Zgieé,gigl (1 A C(gi))} < 2 and
Po’ﬂ- [fxl] < +00. O

3. DUALITY

In this section we present the notion of duality as well as several results about
duality. Here we suppose that E is a Polish space and p is a o-finite Radon measure
on E. Suppose that (X,P) and (X',Q) are two, possibly killed, right continuous
strong Markov processes having left limits in E except perhaps at their lifetime.
We use ( and é respectively to denote their lifetimes. We take the convention that
XO_ = X() and XQ_ = Xo.

Definition 3.1. Two processes (X,P) and (X, Q) are dual with respect to y if for
every nonnegative measurable function f,g: E — R and every t > 0,

/ N(dx)g(x)Pz[f(Xt)vt < C] = / :u(dx)f(‘r)(@m[g(j{t)vt < é]
E E

Note that there is no requirement that p be a finite measure. The notion of
duality is closely linked with reversibility. The following result is from [56, Theo-
rem 2.1].
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Lemma 3.2. Suppose that (X,P) and (X,Q) are dual with respect to . Then,

[ )P, [P (X)) Lc] = [ n(A0)Qn [P ((Komodust) Lol

for every t > 0 and nonnegative functional F : Dg[0,t] — RT.

We present a result on the time reversal from the lifetime, which is an application
of [T, Theorem 3.5]. We also refer to [I8, Theorem 13.34] for a simple proof in
the special case where the resolvent kernels of (X,P) and (X,Q) are absolutely
continuous with respect to .

Lemma 3.3. Suppose that (X,P) and (X,Q) are dual with respect to p. If the
process X has initial distribution n and a finite lifetime ¢ such that

(31) memm=émmwﬁ£?awﬁ

for every nonnegative measurable function f: E — R, then ((X(g,t),)0<t<<,Pn)
is a right continuous strong Markov process having the same transition rates as

(X, Q).

We remark here that in general the measure 1 appearing in ([B.I]) may not exist.
If it exists, it is uniquely determined by the reference measure p; see, for example,
[29, Theorem 2.12 and Section 6].

Throughout the remainder of this paper, we assume that the process ((&, ©), f’) is
a MAP satisfying that f’yyv (o = y,00 = v) = 1 and is linked to ((&, ©), P) through
the following weak reversability property: There exists a probability measure 7 on
S with full support such that

(WR)  Pog(& € dz; 0, € dv)m(df) = Pg (& € dz; ©; € df)w(dv) Vi > 0.
By integrating (WRI]) over variable z, it follows that the Markov processes

((©1)i0, {Po,s,0 € S}) and ((64)iz0, {Po,s,0 € S})

are dual with respect to the measure w. Hereafter we denote by 159379 the law
of (=¢£,0) under f’,zﬂ. We will use the notation " to specify the mathematical
quantities related to the process ((¢,0), P). In the following we give some examples
for a MAP to be weakly reversible. Each example corresponds to a well-known class
of ssMps via the Lamperti-Kiu transform.

Example 3.4. Suppose S = {s1,..., S, } is a finite set. It is known that the process
((¢,0),P) is a MAP on R x § if and only if ((©4)¢>0, {Pz,e : 0 € S}) is a (possibly
killed) Markov chain on & whose law does not depend on z and for each s;,s, € S
there exist a (nonkilled) Lévy process ¢/ and an R-valued random variable Hik
such that when © is in state s;, £ evolves according to an independent copy of &7,
and when © changes from s; to another state s, { has an additional jump which
is an independent copy of Z; k, and until the next jump of ©, £ evolves according
to an independent copy of £*, and so on, until the lifetime of @. For such a MAP
condition (WR) is equivalent to require that there be a MAP ((¢,0),P) on R x S
and a probability measure 7 on S such that m; = 7({s;}) > 0 for 1 < j <n and
(3.2)

miPos, [ 1(0,251] = TPos, [€1(0,2s,3] V>0, AER, 1 <jk<n.
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We let (gj,k)1<jk<n denote the intensity matrix of the Markov chain ©, let ¢;())
denote the characteristic exponent of the Lévy process &/, and let J; ;(A\) denote
the characteristic function of the random variable Z; . The matrix

F()‘) = diag(—vj;l()\), ceey _1/%()\)) + (Qj7k‘]j7k(/\))15j,kgn VA eR

is called the characteristic matrix exponent of the MAP ((&,©), P) because

Py, [€ 10,21 = (eF()‘)t) . Vt>0, 1<j, k<n.
J5

Equation ([.2)), in terms of the characteristic matrix exponent, is equivalent to
F\) = A'FON)TA, YAER,

where A, = diag(rmy,...,m,). Condition (WR) is satisfied, in particular, if the
process O is dual with itself with respect to a probability measure 7 and =Z; j, < Zk,j
for all 1 < j,k < n, in which case we can take P = P.

Example 3.5. Suppose 0 is an isolated extra state and the transition probabilities
of ((£,0),P) have the following form:

{P” (& € dy, O, € dv) =eVP{ (g € dy) P (O] € dv),
P.o((£,0:) =0)=1— s

for all + > 0 and (z,6) € R x S, where A > 0 is a constant, (¢/,P%) is a non-
killed R-valued Lévy process started from a and (©’, P?/) is a nonkilled S-valued
Markov process started from 6. Then condition (WR)) is satisfied if and only if
there exists an S-valued Markov process ((0})¢0, {P9’,60 € S}) which is dual to
((©}) >0, {Pee/, 0 € S8}) with respect to a probability measure 7 on S. In this case,
we can take the MAP ((£,©),P) to be such that its transition probabilities have
the following form:

{15“”9 (& € dy, ©, € dv) = e MPE (¢ € dy) P’ (O} € dv),
Poo((£,0,)=08)=1—e*

for allt > 0 and (z,0) € R x S.

Example 3.6. Suppose S = S%~! and for any orthogonal transformation O of S?~!
and (z,0) € R x S, ((£,0),P,) is equal in law to ((£,0(0)),P, 0-1(9)). In
view of this property, if X is the ssMp associated with (£, ©) by the Lamperti-Kiu
transform, then X is a rotationally invariant Markov process on R?. Hence its
norm (|| X¢||)e>0 is a positive ssMp, which in turn implies that £ alone is a Lévy
process. In this case condition (WR) is satisfied with P = P and 7 being the
uniform measure on the sphere S?~!. We refer to [I, Proposition 3.2] for a proof.

Proposition 3.7. The processes ((€,0),P) and ((f,@),f’) are dual with respect
to the measure Leb @ w, where Leb is the Lebesgue measure on R.
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Proof. Suppose f,g : R x S — RT are nonnegative measurable functions. By an
application of Fubini’s theorem, a change of variable, and condition (WR]) we get

/ dan(dO) f(z,0)P.0 [9(&:, O)]
RxS

/ i dan(dl) f(z,0)Po. [g(z + &, O1)]

=

/ _dum(d8)Pog [F(y — €. 0)o(y. ©1)]
/
-/

/ dyr(dv)g V)Po,u [f(y — & O4)]

XS

=
(%)

dyr(do) / Pog (6 € 2,0, € dv) f(y — = 0)g(y,v)
RxS

=

XS

dyn(dv) / Po,, (& €dz,0, € d0) f(y — 2,0)9(y,v)
RxS

=

=

_/ dym(dv)g(y V)f)o’y [f(y+&,04,)]
RxS

— [ dum@gy0)P, (6 00)
RxS
for all ¢ > 0. Hence we complete the proof. |

Lemma 3.8. Suppose t > 0. For every x € R, the process
(Et—s)— — &6 O1—s)— Jo<s<t

under Py . has the same law as (€, 05)o<s<¢ under Po,w-

Proof. In order to prove this lemma it suffices to consider the finite dimensional
distributions. Let n > 1 be a fixed integer. For 0 < k < n we take nonnegative
measurable functions fp : S xR = RT and 0 =tg <t; <ty < - - <t, <tpi1 =t
Let g : R — R™ be a nonnegative measurable function. We know by Proposition
B and Lemma [3.2] that the process (({ t—s)—> O(t—s)= Jo<s<t, P) has the same law

(€5, Os)0<s<ts f’), both started according to the measure Leb ® w. Using this

and the quasi-left continuity of £, we have

dxﬂ(dQ)g(x)Pm’g [fo(@(tft[))*) f(tfto)f — &) fn(@( 7§ t—t, ft)]

xS
- /RXS dzm(d0)P o0 [fo(Ou—10)—E(t—t0)~ = &)
e fa(Ou—tn)— &ty — E-)9(Et—ti1)—)]
_ /R . dem(d0)Po g [fo(Ors € — &0) -+ fu(Or, 6. — E0)g(Er, )]

- /R Lo (A0)Pog (o1, E) - (O, )9(Cr s + )]
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By Fubini’s theorem and a change of variable, the integral on the right-hand side
is equal to

P {fo(@to,ﬁto)"'fn(@tﬂ,aftn,)Ag(ftn,+1 +$)d4
= /]R < dl‘ﬂ'(d@)g(aﬁ)f’oﬂ [fo(Oto,Et0) -+ fr(Ot,,&s,)] -

Since g is arbitrary, it follows by the above equations that {(&;,05),0 < s < t}
under f’o,w has the same law as {(§—s)— — &, O(t—s)—),0 < s < t} under P, . for
almost every = € R. We observe that the law of the latter does not depend on z;
thus the claim holds for every x € R. |

The upwards regularity of ((£, ©), P) implies that almost surely the local maxima
of £ during a finite time interval are all distinct. In view of this and Lemma B.8]
we have the following result.

Proposition 3.9. For every t > 0, (90, t— G, O & — &by Gis ét,ét) under 150,71' 18
equal in distribution to (@t, G, 00, &t — G, O, & — ft) under P .

4. MAPS CONDITIONED TO STAY NEGATIVE
In this section we assume that ((£,©), P) is an upwards regular MAP. Define
f[;(y) =Py (g =400), V(y,0) eRxS.
Obviously, ﬁ;— (y) =0 for all y > 0.

Proposition 4.1. Assume that

(4.1) i (¢ = +00) > 0 for every v € S,
then
(1) A;(y)>0f0ra11068 and y < 0;
(i) Agt (5t)1{t<70+} is a f’yﬁg—martingale for every y <0 and 0§ € S.

Proof. (i) Fory <0 and 0 € S,
) = Pua (%, = +20) = lim oo (> )
It follows by Proposition 23] that
].5079 (Ti_y > eq)
= 150,9 (geq < _y)
= / e "<y (qf+(v) + 0 (1 - ech)) ‘79+(dr, dv, dz).
R+ xS xR+ B
Hence by condition ([@J) and Fatou’s lemma,

B )2 [ al(C= o)l (dv.dz) >0,
Sx[0,~y]

(ii) By the Markov property of ((¢,9), f’), we have for any y < 0 and 6 € S,
|:155t,@t (7—6r = —|—OO) 1{t<7’6r}j|
(1 = +o0) = H{ ().

Pyo {ﬁgt(ft)l{KTJ}} = f)yﬂ
Py
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Using this and the Markov property of ((¢,©), f’) we prove that H’& (gt)]‘{t<'rg'} is
a P—martingale. ([l

Under the conditions of Proposition Tl we can define probability measures f’;e
on the Skorokhod space Drxs by

dPy, | HE (&)

= = —-—"1 Vy<0,60€S8,t>0.
aP,, iy <

Fi
It follows by the theory of Doob’s h-transform that for every y < 0 and 6 € S the
process ((¢, @),Pt g) is a strong Markov process on the state space (0,+00) x S

with semigroup (Pti)tzo given by

ij(z,z/):ﬁ%()
0 V4

yis a P-martingale, the semigroup (Pti )t>0 is Markovian, and

P., [ﬁgt () f (& @t)1{t<70+}} V<0, vES, t>0.

Since flgt (ft)l{t<ro+
accordingly the process ((€,0),P4) has an infinite lifetime.

Proposition 4.2. Suppose that [@I)) holds. For ally < 0, 8 € S, t > 0, and
Ae Fi,

Proof. Note that by the Markov property of ((¢,0),P),

+oo
P, (A; t<e, < TJ) = / qe Py, o(A; s < 7 )ds
t

+oo .
/ qe”1CHIP, o(A; s+t < 15 )ds
0

= e_qtf’y)e (1{A,t<-rg'}f)§tv@t (T(;r > eq)> .

Thus by the bounded convergence theorem,

R . Pe, o, (10 > e,)
; + _ : —qt £,9:\0 q
ql_l)%ﬂr Py (Av t<eq|Ty > eq) = ql_l)rggre TPy (1{A,t<70+}%

Pyo(rg > ey)
s (&) .
- P79 ,\tilA 7_+ :P\LG(A)
! (HJ(y) ot )=
O
The process ((£,0), PY) is referred to as the MAP conditioned to stay negative.

Proposition 4.3. Suppose that @) holds. For every 6 € S, there exists a prob-
ability measure Pé,e on Drxs satisfying that & = 0 and & # 0 for all t > 0,
Péﬂ—a,s., and that the process (&, O¢)1>0 under f’éﬂ is a strong Markov process
with the same transition rates as ((§,9), {P‘i gy <0,0€S8}). Moreover, we have

fiy [ﬁ;: (—e) f(—e, Vt)l{t<(}]
ity (¢ = +00)

for any t > 0 and nonnegative measurable function f : R x & — R*.

(4.2) 15&9 [f(&,0)1p<qy] =
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Proof. Suppose ‘i? is the kernel from S x R x RT to Dg,rxgr+ With respect to the
process (4, &, Up) >0, P) defined in the same way of [45] (see also the arguments in
Section 22). Then under %00 the process (O, &, Uy)i>o starts from (6,0,0) and
(04, &, Us)r>0 has the strong Markov property with respect to the same transition
semigroup as ((@tyftaUt)tEO;PO,G)- Let R = inf{t > 0 : t € M“}. Note that
H (y) = limy_,04 Pyg (tg > eq) for y <0 and 6 € S. It follows from the Markov
property and the bounded convergence theorem that

po-00 {g& (ﬁt)l{t<R}:| = qg%gr‘l}e’o’o [Pst,et (10 > eq) 1{t<R}}

= lim e®P*00 (t < e, < R)

q—0+
— T At
= q1_1>r51+n9 (t<eq <)
=1ig (¢ = +00).

Thus we can define a probability measure f’éﬂ on Dgrys by

. 1 N .
43) P! (A=~ §000 [Hf 1, 14| VAeF, t>o0.
( ) 0,9( ) ﬁ;-(c — +OO)§B O, (gt) {t<R} A t
One can easily show from the properties of ‘1}9’0’0 that under f’g ¢ the process &;
leaves 0 instantaneously and never hits 0 again, and that the process (&, ©;);>0 is
a Markov process whose transition rates satisfy

f)éﬂ [§t+5 (S A7@t+s B | 55765] = Pésy@.s [Et (S A,@t (S B]

for all t,s > 0, A € B(R) and B € B(S). Note that, by definition, under P00 U,
equals —¢&; for t < R. Hence by ([3)) for every ¢ > 0 and nonnegative measurable
function f: R x & — R, we have

Pé,e (&) 1i<qy] = mgﬁe,o,o {ﬁgt(—Ut)f(—Un@t)l{t<R}}

1 At [ A
= /0, |H) (—€)f(—€,14)1 ] .
ﬁJ(C = +00) 0 (=€) f(—et, )Ly
In the second equality we use the fact that i is the image measure of (U, ©),
under P00, O

Remark 4.4. Suppose S = {s1,82, -+ ,8,} is a finite set and ((¢,0),P) is a MAP
taking values in R x S. For simplicity we assume the random variables Z; ; intro-

duced in Example B4 are such that Z; 4 Ei,; for all 1 < j,k < n. Suppose the
process (0,{P, 4,0 € S}) is irreducible and hence ergodic. Its invariant distribu-
tion is denoted by m = (w1, 72, - ,7,). In this case condition (WR]) is satisfied
by taking 130,1, to be Pg,. Hence 15071, is the law of (—¢,©) under Py ,. Let
(;Abj(q) = ﬁj(l —e %) for 1 < j <mnandg>0. It is proved in [22] that

b,(q) . Af((=+o0)+nf(1-e % (< +00)

hm — = l1m _ .
=0+ G(g) a0+ iy (€= +00) + 0 (1 —e 9, ¢ < +o0)

It follows that if ﬁj@ = +o0) > 0 for some (then for all) 1 < j < n, then
there is a constant ¢ > 0 independent of j such that ﬁj(( = 400) = cm;. Since
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Py,si (7’0+ = +oo) = limy 04 Po,s,; (f_eq < —y), we get by Proposition 2.3] and the
bounded convergence theorem that

Py,si (7’0+ = +OO) = CZ U;;(—y)wj,
j=1

N . Lo N .
where U% (—y) = Po, [fo 1{Ef§*y,®f:sg'}dt}' In 22, >0, U{;(—y)wj is used
as the harmonic function to define a martingale change of measure under which the
MAP is conditioned to stay negative.

Remark 4.5. Suppose ((£,0),P) is a MAP where £ is a (possibly killed) Lévy
process on R whose law is independent of © and © has an invariant distribution.
In this case condition (WR)) is satisfied by taking f)o,v = Py, and hence Po,v is
the law of (—¢, ©) under P ,. We assume that for £, 0 is regular for both (—o0,0)
and (0, 4+00), in which case, both ((§,0),P) and ((—¢, ©),P) are upwards regular.
We claim that (1)) is satisfied if and only if the Lévy process & drifts to +oco. To
see this, we first recall some known facts about Lévy processes. Let L, be the local
time of £ at the running minima and n~ be the excursion measures at the minimum.
In fact, n~ equals At which is the excursion measure at the maximum of the dual
process —¢&. Since 0 is regular for (—oo, 0), there is a continuous version of L, and a
nonnegative constant [~ such that almost surely fg Lee —inf,cp0. ¢yds =17 L, for
all t > 0. In this case, the inverse local time L; * is a (possibly killed) subordinator
with Laplace exponent given by ®(¢) = "¢+ n~ (1 — e ). It follows that L__ is
exponentially distributed with parameter n= (¢ = 4+00). Hence n=({ = +o0) > 0
if and only if & drifts to +o00, in which case [I6] showed further that n*(¢) =
I"+n* (1 —e %) < +oo where n" denotes the excursion measure at the maximum
of £ and [T is the drift coefficient for the inverse local time at the maximum.

5. STATIONARY OVERSHOOTS AND UNDERSHOOTS OF MAPS

Throughout this section we will assume that the modulator of ((£,©),P)
(5.1)
O is positive recurrent with invariant distribution 7 which is fully supported on S.
Definition 5.1. For ¢ > 0, let {T,(Lq) : n > 0} be a sequence of random variables

such that Téq) = 0 and {T,(;i_)l T n > 0} are independent and exponentially

distributed random variables with mean 1/q. Define
MO+ = e, Yn=>0.
Tn
We call M@+ .= {M,(zq)’Jr :n >0} the g-embedded chain of the process (0] )¢>o.
Moreover, in the spirit of [46], we say that ©% is a (nonarithmetic aperiodic)

Harris recurrent process if ©F has a (nonarithmetic aperiodic) Harris recurrent
g-embedded chain for some ¢ > 0.

Under the preceding assumption (B.1]), together with the assumption that
(5.2) ing [T (v) +nf (1- e_c)] >0 and nf(¢) < +oc forevery v € S,
ve

it follows by Corollary that

(5.3) () = ﬁﬂm Uol 1{956_}(@3}
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is an invariant distribution for ©F and hence for M(®-*. Tt follows by [36, Theorem

(5.1)] that
¢
£+ (v)r (dv) + /S ng ( /O 1{,,tedv}dt> ﬂ(de)],

where ¢+ = [ [€7(0) +ng (¢)] 77(d) is a positive constant.

Lemma 5.2. Assume that (5.1)) and [B2) hold and, further, that Py .+ [¢]] < 400
where © given in (5.3) is fully supported on S. Suppose that the continuous part

1

Cr+

m(dv) =

of €T can be represented by fg at(©1)ds for some nonnegative measurable function
at on S. Then for all ¢ > 0, we have

= / at(¢)mt(dg) + / I ()7 (dg)dy = qPoer [€5,] < +00,
S SxR+
where I:I;f(y) i=11(0, S, (y, +00)).
Proof. Using that Py .+ [£f] < +o0 and the subadditivity of ¢ — Pg .+ [&], one

can show in the same way as in the proof of Lemma [Z14] that Py .+ [f,ﬂ < 400
for all ¢ > 0 and Py .+ {{;ﬂ < 400 for all ¢ > 0. We note that for every ¢t > 0,

t
& = /0 at(ONds+ 3 AL A0y,

0<s<t

where A¢S = ¢ — €5 . By Proposition and Fubini’s theorem, we have

t
Poo | > A& 1acto0p| = Poo {/ dS/ yII* (07, dg, dy)]
(5.4) 0<s<t 0 SxR+
t +oo _
=Poy ds It (2)dz
~ Lo 0 s
for every # € S. Hence

Py +[&]=Pon+ { /0 t ds (a+(@j) + /0 o ng(z)dz>]

— < / ot (&) (dg) + / H;(z)ﬁ(dgb)dz)
S SxR+
= tqu.
In the second equality we use the fact that =+ is an invariant distribution for ©T.
Consequently we have

+

+oo I
Pos 68, =a [ e o 6]t =",
0

O
Under the assumptions of Lemma 5.2, the measure p© given below is a proba-
bility measure on RT x S,
p° (dz, dv)
(5.5) 1

=7 {f(v)ﬂ*(dv)%(dz)+1{z>0} / 7 (dg)dy I (¢, dv, dz+y) | -
M SxR+
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We will show in the following that p© is the stationary distribution for the over-
shoots of the MAP, assuming additionally that the modulator

(5.6) ©F of ((¢t,071),P) is a nonarithmetic aperiodic Harris recurrent process.
The key to the proof is an application of the Markov renewal theory developed in
[2]. Suppose that {M(q)’ = ®+(q) : n > 0} is a nonarithmetic aperiodic Harris
recurrent g-embedded chain of (@+ P). Define

S,(l Dt = f;(q)’ Nr(Lq)’Jr = E;<14> Vn > 0.

One can show that both (M7(1q),+7 Séq)’+)n20 and (M,(Lq)’Jr, N,(Lq)’Jr)nZO are Markov re-
newal processes in the sense of [2]. We shall first consider the process

(My(ﬂ)’+7 Sy(ﬁ)’+)n20. For every 0 € S, let

Fp(dv,dz) := P oMD" € dv, ST € dz)

(5.7) +o0
_ / ge 1Py (OF € dv, & € dz) dt.
0

Let F;°(dv, dz) := dp(dv)do(dz) and let F;™ be the n-th convolution of Fy for n > 1.
Then %% Fy™(dv,d2) is the renewal measure of (M,(Lq)’Jr S,(Lq)’Jr)nZO. Note that

Py .+ {qu)&} =P+ [f,jq] = p"/q. Given (G.6), it follows by [2, Theorem 2.1]
that

(5.8) lim g(v,y — z) Z "(dv, dz) 4 / g(v, 2)m T (dv)dz
SxR+

y—+oo S><[07u] T

for every 8 € S and every measurable function g : S x RT — R satisfying the
following two conditions:

(i) for each v € S, the set of discontinuous points of z — g(v,z) has zero
Lebesgue measure;
(ii) fs oo oSUPze[np,(n+1 lg(v, 2) |7 T (dv) < 400 for some p > 0.
We use M to denote the space of measurable functions satlsfylng both of the above
conditions. In view of the fact that Pgg ( T\ ¢ dt) = ‘% “t —Tyre —atdt for n > 1, we

have

+oo
Uy (dv,dz) = / Poy (0F €dv, & €dz)dt

+oo “+ oo
- Z/ *qt )P09(6+edv & edz)dt

_ %ZPO . (M@ + e dv, SO+ e dz)

n=1

Z "(dv,dz) — 69(dv)5o(dz)] :

This and (&8) imply that for every 6 € S and every g € M,

1
5.9 lim g(v,y — 2)U, (dv,dz / g(v, 2)r " (dv)dz.
69 i [ gy U@ = [ gt a
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Remark 5.3. It is easy to see that g € M if, in particular, z — g(v, z) is right
continuous on [0, +00) and there is a measurable function f : S x RT — RT such
that |g(v, z)| < f(v, 2) for all (v,2) € SXRT, z — f(v,z) is a monotone function on
R*, and [, o+ f(v,2)77(dv)dz < +oc. In fact this sufficient condition for g € M
is easy to verify and will be used later in our proofs where the Markov renewal
theory is applied.

Proposition 5.4. Suppose (0.8 and the conditions in Proposition 212l and Lemma
hold. For every 6 € S, the joint probability measures on S x R™ x & x RT,

Pos (97;_ edvéy —r€dy,0 €dpé s —ae dz) ,

converge weakly to a probability measure p given by
p(dv,dy, d¢, dz)

1
= ,U,_Jr [1{y<0,z>0}£+ (U)H(Ua d¢a dz — y)ﬂ--‘r (dv)dy

¢
+1{y<0,z>0}dy /S W+(d¢)n;(/ 1{es§—y7usedv}H(U’ d¢a dz — y)ds)
0
+ a*t (v)7F (dv)do (dy)do(d2) 8, (de)]
as © — 4o0o. In particular, Pog (57; —z edz, 97; € dgzﬁ) converges weakly to

p°(dz,d¢) given by (GH), and Po g (ET;_ —z€dy, O+ € dv) converges weakly
to a probability measure p®(dy,dv) given by

oy, dv) = Mi [+ (@) (dv)So(dy) + Liyeoy 0 (0)TL,(—y)r* (dv)dy

¢ _
+1{y<o}dy/s7f+(d¢)ndf(/ I, (=9) e, <y, eavydr)].
0
Here IL,(—y) := (v, S, (—y, +0)).

Proof. First we claim that p given above is a probability measure. Integrating
p(dv,dy,de, dz) over the variables v and y, we get that

ST OT A90(A) + Ly [ o)y € (@)1 (0, 00,0z + )
1 SxR+t

¢ +oo
+1{Z>O}/S7r+(dsg)n:;(/ ds/ dy 14y, cavy(vs, do, dz—l—y))]
0 €s

- M% [t (@) (dd)o(dz) + 1a0p / 7+ (dv)dy £+ (0)TL(v, do, dz + )

SxR+

¢
+ 1{z>0} / W+(d@)dun$(/ l{vsedv}H(std(ba dz + €s + u))]
SxR+ 0

1
= [a™(¢)m " (d¢)do(dz) + 1{zs0y /s 7 (dv)dyIl* (v, dg, dz + )]

xR+
= p°(dz,dg).

The first equality follows from a change of variable and Fubini’s theorem, and the
second equality follows from Proposition This implies that p is a probability
measure and p© is its marginal law. Similarly, by integrating p(dv, dy, d¢, dz) over
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the variables ¢ and z, we can show that p® is also a marginal law of p. Next we

prove the weak convergence. Suppose f,g : S x R — R are bounded continuous
functions. It follows by Proposition 27 that for any = > 0,

Pog [f(@fj,,é;, —2)g(0 +, &+ — I)l{gﬁn}}

= / U, (dv, d2) [0 (v) f(v, 2 — 2)G(v, 2 — z)
Sx[0,z]

¢
(5.10) +an(/0 f(We,z —x — €,)G(vs,x — 2 + €5)ds) ],

where G(v,u) = fo(u +00) 9(¢,y — uw)II(v,dep,dy). One can easily show that the
condition given in Remark [5.3] is satisfied by the function

(U’Z) — £+(U)f(’l), _Z) (/ f Vsa - ) (VS,Z + Es)d ) .

Hence by (59), the integral in the right-hand side converges to

(5.11) LJF/S - 7 (dv)dz [€F (v) f(v, —2)G(v, 2)

1
(/ fl/sa ) (stz+€s)d )]
By Fubini’s theorem, we have

/waw(dv)dznj (/Cf(VS,—z— GS)G(V872+ES)dS>
:/ (/m/ flvs, =z — €)G (V572+65)dsdz>
:/Sfr(dv)n;r (/0 ds /joo f(Vs,—y)G(z/s,y)dy>

¢
(5.12) :/S N 7 (dv)dy n (/O 1{555y}f(1/s,—y)G(Vs,y)dS)-

Next we deal with the creeping event {fr;r = z}. Note that
—+o0
Fp(dv, dz) = / ge Py, (OF € du, & € dz)dt
0

—+oo
= q/ Poy (0 € dv, & € dz,t < e,)dt.
0

This equation implies that Fy(dv,dz)/q can be viewed as the potential measure of
the nondecreasing MAP (£, ©71) killed by an independent exponential time e,. In
fact, we can verify that this killed process is a nondecreasing MAP and satisfies
all the conditions in Lemma 28 Hence by Lemma 2.8 14+ (4)>0}Fo(dv,dz) has a
kernel fy(dv, z) with respect to the Lebesgue measure dz such that

(5.13) Pog (hOF, )&, = o.Ti <o) = é /S ot (0)h(v) foldv, )
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for every nonnegative measurable function h : S — R and almost every x > 0. We
claim that z — P g (h(@;;); ;j =z, T} < eq) =Py (e aTf h(@+ ): T+ = x)
is right continuous on [0, +0c0) if in particular A is a bounded continuous function.
To see this, we take arbitrary {z, : n > 1} and # € R™ satisfying z,, J z. Since
£;+ =&+ we have

[Poo(e” o (@+ ) =) — Po,e(equ (@+ ); T+ =z)|

__1{§++=x})}

+ [Pog[e ™ wn(0F, ) e ot WO )& = 2

T+
< |Ppgle mnh(@+ e,

—%n}

< hllocPos ({6, = 2n}MEs = 21) + Pog[le T h(OF, ) — e ™ h(@,)|].

In view of (Z23) and the fact that T, | T, and ®++ - @ Py ¢-a.s., we get by
the above inequality and the bounded convergence theorem that

lim Pog (e RO, )i, = xn> =Pyy (e*qu+ WOL )il = x)

n——+oo

Hence we prove the claim. Now we set

fo(dv,z) = Pog (@T+ e dv f 4 =T Tr < eq)

_7
a*(v)
for every x > 0 in the setting that a™(v) > 0 for all v € S, and otherwise we
set a™ (v) fo(dv, x) as identically equal to zero for all v € S. The above arguments
show that z — a™(v) fe(dv,x) is right continuous on (0, 4+00) in the sense of vague
convergence and ([B.I3) holds for every > 0 and every nonnegative measurable
function h : & — R. Reverting back to the setting a™(v) > 0 for all v € S, since

R
U (dv,dz) = EZFQ( +1)(dv,dz)
n=0

1

= - (dv,dz — Fy" (de,dy),
q /SX[O,Z] Z

we can take the kernel u, (dv, 2) of U, (dv,dz) to be such that

1

(5.14) ug (dv,z) = —/ »(dv, z — Z "(d¢,dy) Vz>0.
q Jsx[o z]

Forn > 1,

+o00
Fyn(dv,dz) = /O Py (07, € dv,&f, €dz)dt

“+oo qntnfl
= / n 1)'efth9(®?' € dv, & € dz)dt.
0 - .

Obviously F,;™(dv,dz) is absolutely continuous with respect to UQJr (dv,dz), and
hence Fy™(dv,dz) has a kernel with respect to the Lebesgue measure dz which is
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denoted by f;"(dv, z). In view of this, ug (dv, z) given in (5.14) can be represented
by

u(‘,"(dv,z)——fg(dvz /dy/f¢dvz— Zf (do,y).

Using this expression and the fact that z — a™(v) fs(dv, z) is right continuous on
(0,+00), we can show that z — a*t(v)uy (dv,z) is right continuous on (0, +oc) in
the sense of vague convergence. Hence ug (dv, 2) given in (5.14) is the kernel taken
in Proposition 2.12] and we have

Pog [f(@T;,,ﬁrg, —2)g(0 +, &+ — x)l{g;:x}}
— / a* () f (0, 0)g (v, 0)u (dv, z)
S

1

+00
— *N v v a+'v I
/SX[M]RX%FQ (dqb,dy)/sf( ,0)g(v, 0)a™ (v) fo(dv, z — )

(5.15) ;

for every x > 0. Again by Remark we can show that

(6,2) = /S £(0,0)g(v,0)a* (v) fo(dv, 2)
= ¢Po [f(@;,o) (03,0, T < eq} M.

Hence by (B.8)) the integral on the right-hand side of (BI5) converges, as x — 400,
towards

1

pt Jsxmrt

w(d8)dy [ a* (0)(0,0)9(0.0)foldv.)
S

i @) [t f(0.0)0(0.0) Fofav. dy)

T /S 7 (d0)Pos [a* (ML) F(LD T 0)g (M7, 0)]

(5.16) s at(v) f(v,0)g(v,0)7 T (dv).

ot
In the final equality we use the fact that 7T is an invariant distribution for

(Méq)’+)n20. In the setting that a*(v) = 0 for all v € S, the limit in (5.16) is
trivial.

Combining (511)), (E12)), and (EI6) we get
Po |:f(®7—j_7§7—z+_ —2)g(O +,& + — 37)]

1
ﬂ—Jr s at(dv)dzl* (v) f(v, —2)G(v, 2) +[Sw+(dv)a+(v)f(v70)g(v,0)

¢
—|—/ 7t (dv)dy n:f(/ i, < f(Vs, —y)G(vs,y)ds)]  as @ — +oo,
SxR+ 0

which yields the first assertion of this proposition. The second and third asser-
tions follow immediately from the above equation by setting f = 1 and g = 1,
respectively. O
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In the remainder of this section we consider the nondecreasing MAP (L7, 01).
The ordinate L~! can be represented by

t
(5.17) Lt :/ H(©Of)ds + > ALY vt >0,
0

s<t

where AL;' = L;' — L' Note that for any ¢ > 0, assuming (5.1) and (5.2),

t
Po.+ [Li'] = Pog+ /0 0H(©F)ds + Y ALT!

s<t

. / (€(0) + 0} () 7" (d0) = teps.
S

In the last equality we use the fact that 7" is an invariant distribution for

(0] )i>0. If we consider the Markov renewal process (M,@’ﬂ]\TT(L‘Z)’JF)WZO7 then
we have

+oo B 1
(5.18) Py [qu“ } =Pyt [L;ql] - / ge Py o [L;'|dt = o
0

For every 0 € S, define

Loo
/O liotea, leedr}d8‘|

and Gg(dv, dr) 1= Po 4 (Ml(q)’+ edv, N ¢ dr). Let G30(dv, dr) == 85 (dv)do(dr)
and G;" be the nth convolution of Gy for n > 1. In view of (E.I8]), under the as-
sumptions of Proposition 5.4}, it follows by [2, Theorem 2.1] that

W, (dv,dr) := P g

+oo
(5.19) lim g(v,t =) Z Gy (dv,dr) = € / g(v, )7t (dv)dr
n=0 SxR+

t=too Jsx(o, Crt

for every # € S and every measurable function ¢ € M. By applying similar
calculations to W, (dv,dr) as we did to U, (dv,dz), we can show that ¢W," (dv, dr)
is equal to 3.7 G5 (dv, dr). Hence by (5.I9) we have

1
(5.20) lim g(v,t — )Wy (dv,dr) = —/ g(v, )7t (dv)dr.
t=+00 Jsx[0,4 Crt JSxR+

Lemma 5.5.

(i) The nondecreasing MAP (L=1,©%) has a Lévy system (H*,N%) where
H; =tA(¢T and NT(0,dv,dr) := T[T (0,dv,dr, [0,00)) is a kernel from S
to S x RT.

(ii) Forr >0, define

d.:=inf{s >r: & =&}
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Then for every 0 € S, 1{g+(v)>0}W9+(dv,dr) has a kernel w‘j(dv,r) with
respect to the Lebesgue measure dr such that

Po.o [f(@r);cir = r} = /Sf(v)ﬁ'(v)w(j(dv,r)

for every nonnegative measurable function f : S — RT and almost every
r > 0. Moreover, for every 8 € S and every bounded continuous function
h:S =R, the function r — Py g [h(@T); d, = r} is lower semi-continuous
on (0, +00).

Proof. The claim in (i) follows by taking marginals in Proposition
(ii) Since t + L; is a nondecreasing right continuous process, we have L, =
1nf{s >0: L;' > r} for every » > 0. We also note that L=Y(L,) = inf{s > 7 :
=¢) =d,. In view of this, (i), and (B.I7T), we can apply Proposition [ZI0 to the
process (L71,0%) and deduce that 1+ ()50 Wy (dv,dr) has a kernel wy (dv,r)
with respect to the Lebesgue measure dr such that

(5.21)
P [£(0,)idy = 1] =Py [£(OF )i L7 (Ly) =1 = /Sf(v)éJr(v)w;'(dv, r)

for almost every r > 0 and every nonnegative measurable function f : S — RT.
Now take an arbitrary bounded continuous function h : & — R. We have

Py [h(©,);dr = 1] = Pog [M(©,)] — Pog [h(©,);dy > 7] .

It is easy to see that 7 +— Pg g [h(©,)] is right continuous on [0, +00) since O is a
right continuous process. We only need to show, that r — Pog [A(O,);d, > r] is
upper semi-continuous on (0, +00). Take an arbitrary sequence r, | r € (0, +00).
Note that, for any s > 0, dy > s if and only if s € Ug,eclgis di). Hence {d,, >
rnlo.} = {rn € U, cqloi:di) 1o} € {r € U, cqloi-di)} = {d, > r}. It fol-
lows that limsup, . 1¢q, >r1 = 1{q, >r, 0} < 1(g,>r)- Thus by the reverse
Fatou’s lemma, Pog [h(0;);d, > 1| > limsup,,_,, . Pog [A(Or,):dy, > 1] We
complete the proof. O

Lemma 5.6. Suppose that ((£,0),P) and ((§,0), f’) are a pair of upwards reqular
MAPs for which condition (WR)) is satisfied. Under the assumptions of Proposition
B4, we have

D) [T O)rt(d0) =0 and [, 0H(O,)dLs =0, Por-a
( ) For every y <0,

. ¢
(622 () = i [ 7 @om; ( |t %dg}dr> ,

s
(5.23) #0) T 010 (do,RT) = (do)
Proof. (i) By (B3)), we have
(5.24) /S H(0)7(d9) = ﬁ%m { /0 K*(@s)dLS}
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We note that by (23]) and Fubini’s theorem,

+00 —+o0 +oo
Py . [ / €+(®S)dis] Py [ / 1 {SGM}ds] _ / Py, (s € ) ds.
0 0 0

By Proposition B9l we have for any s > 0,
PO,‘rr (5 € M) = PO,ﬂ (Es =& = 0) = PO,ﬂ' (gs = 0) < PO,ﬂ' (7_(;r > 5) =0.

The last equality is because ((&, 9), 15) is upwards regular. It follows that
+o0 _
(5.25) Pox U £+(@s)dLs] =0,
0

and hence by (5.24) [ (T (0)n"(dF) =
(ii) First we claim that

(5.26) Por(d-=7)=0 Vr>0.

In fact, by Lemma [5.5(ii) and (5.25]), we have

/+°° dr/f"|r T(dv,r)
= /+0°/£+ *(dv,dr)

(5.27) = Py, { /0 (O, )dLs] = 0.

+oo -~
/ Py~ (dT = r) dr
0

Thus Pg (JT = r) = 0 for almost every r > 0 and hence for every r > 0 since
r— Pon (dr =r) is lower semi-continuous on (0,4o00). By Proposition we

(5.28) Py, [9(00); & < —y] =Por [9(01); & — & < —y]

for every y < 0, t > 0, and every bounded measurable function g : § — R. It
follows by the bounded convergence theorem that

Por [9(00):& < —y] = Pon [g(@o);Tfy>t]=/ m(d0)g(0)Po (75, > t)

(5.29) - / m(d0)g(0)Po,p (5, = +00) / m(d (),
s S
as t — +o0o. On the other hand, we have by (5.26])

(530) Py~ [Q(Gt)égt —& < —y] =Py, [9(@:&);& —& < —y,d} > t} vt > 0.

This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.



6268 A. E. KYPRIANOU, V. RIVERO, B. SENGUL, AND T. YANG

We note that d; > t if and only if ¢ € U,.eclgidi). Hence by (2.4) the above
expectation equals

Por |9(00);& — & < -yt e | g, )
g, €G

t
= PO,Tr |:/ ngs (Q(Vt—s)]-{gt,sS—y,t—s<(}) dLS:|
0

—+o0
— +
= P077r |:/O 1{E;1§t}n(_)¢ (g(yt—Lul)l{ﬁtL;lﬁ—yyt—Lul<<}) d’U,:|

(531) = Wi(dva d’l”)n;f (g(Vt—r)l{et,,,.g—y,t—r<4}) .
Sx[0,t]
By (E20), the integral in the right converges as t — +oco to
1

- 7 (dv)drng (9(vr) e, <—yrecy)
Crt+ JSxR+

1 ¢
= 7T+(dv)nj (/ g(VT)1{€T<y}dT> .
Crt JS 0

Combining this and (E28)-(E31]) we get that

X ¢
/S 7(d0)g(0) 1 (y) = i /S T (d0)nd ( / g(w)l{em}dr)

for any bounded measurable function g : § — R, which in turn yields (5.22]).
Next we prove (523). It follows by Proposition B9 that

(5.32) Po.x [9(©4)] =P [9(6y)] VE>0

for any bounded measurable function g : § — R. Similarly by (5206 and 24) we
have

Po.x [9(6¢)]

Pox [9(O1)it € Uy calgs, di)]

POJT Z g(ggi)l{gi§t<di}
g9:€G

_ / W2 (dv, dr)g(v)nt (t — 7 < ¢).
Sx10,t]

By @20), we get
: 5.1 — L + (et
t_lg_‘lfloo Por [g(@t)] . Sg(e)ne (Q)m™(dh).
It follows by this, (532)), the bounded convergence theorem, and Lemma[5.6(i) that
(5.33)

f’o,vr [g(éeq)} =Pox [g(éeq)}

+oo B
:/O e *Pox [9(O5/4)] ds

L / g(O)nd (C)n* (d6) = —— / 9(6) (£+(6) + 7 () 7+ (d6)
S S

Cr+
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as ¢ — 0+. Let C denote the set of nonnegative bounded measurable functions
h:8 — R such that § — h(6)a™(0)/ (¢7(0) + ng (¢)) is a bounded function. On
the one hand, by (B.33]) we have

2 h(éeq)a+(@eq) S + +
(5.34) Py 7 (6a) & ngeq O — = Sh(@)a (O)m™(dF) asq— 0+

for any h € C. On the other hand, by Proposition 2.3] we have

]-A)O,Tr 1
(5.35) .

If we can show that

lim PO .
q—0+
(5.36)

it (¢ =+o00) Vhec,

then by (5:34) and the fact that W (dv, RT)=U (dv, RT) =P » [foic"’ Lot Edv}ds}
we get
(5.37)

/ 0 (dv, RY)
S

Note that for any ¢ €
from above by

h(v)a+(y) R 1
P @0 CT =00 /S h(O)a* (9)7*(a0) VhecC.
(0

, 1] the integrand on the right-hand side of (B.35]) is bounded

Il e (80 + 81— e

Hence to prove (£.30) it suffices to prove that

. a™(v) P . _

By Propositions and 23] the above integral is equal to

sler-ge) a7 (Oc

)
(+(Oc,) +n, (C)}

_ / e "at (V) VI (dr, dv, d2)
RTXxSxR+

)
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The finiteness of the final expectation is implied by the finiteness of Pg .+ [{T ]
Indeed, by (B3] and the Markov property

+ 1 ' +1dL
Py -+ [§1] = mpo,n /0 Poe, [51 ] dLs]

1 Ly .
= mPO,ﬂ /0 PO,@? [51 ] ds

_ 1 Ly .
= mpo,n -/0 (§s+1 53 ) ds] .

Since the continuous part of £, | —& is f:“ a™(©;})dr, we get by Fubini’s theorem

that
L1
/ ds / t(e)dr

+00 > Pg o+ [ ] Pox [L1] > Pox

= PO,ﬂ'

By writing P [fois a‘%@j)dr} =Por UOS a™(©,)dL,], one can show that s —
Py~ [ fo @*)dr} is a subadditive and locally bounded nonnegative function,

which implies the finiteness of P . [f °1 @*)ds}

We deduce therefrom that ([5.36]) and hence (537) hold for every h € C. Now, for
a general nonnegative measurable function h, one can always find a nondecreasing
sequence of functions h,, € C such that h,, — h in the pointwise sense. Using this
and the monotone convergence theorem, one can show that (B.37) holds for any
nonnegative function h. The identity ([B.23]) follows immediately. O

Proposition 5.7. Suppose that the assumptions of Lemma hold. Then the
stationary distribution p®(dy,dv) given in Proposition [5.4] can be represented by
p®(dy, dv) = pt (dy, dv) + py (dy, dv),
where
7 (dy, dv) i= "1y oy Tl (=) H (y)dy (o)
and

P (dy, dv) == ==

ut (v +n$(C) 50(dy) (dU R+)

Crt a*( )iy (€ = +00)
)

Part 3. Main Results and their Proofs
6. ASSUMPTIONS AND MAIN RESULTS

Suppose F is a locally compact separable metric space and B(FE) is the minimal
Borel field in F containing all the open sets. Let Eg = E U {0} (where 0 ¢ E) be
its one-point compactification and let Cy(E) be the class of all continuous functions
on Ey vanishing at 0. Suppose (Y,{Q, : y € E}) is a Markov process on E with
lifetime ¢ whose transition semigroup (Q;):>o is given by

Quf(y) = QyIf (Y1)t < (], Qof(y) = Qy[f(Y0)] = f(y)
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fort > 0, y € E, and nonnegative B(E)-measurable function f. In general, (Q¢):>0
is a sub-Markovian semigroup on (F,B(FE)). It can be extended to be strictly
Markovian on (Ep, B(Eg)) by setting additionally that: for ¢ > 0,

Qilgoy(z) =1-Qilp(z) Ve ek,
Qi1p(0) =0, Q15 (0) =1.

This extended transition semigroup naturally defines a Markov process (Y, {Q, :
y € Ep}) on Ey, where we have Qp (Y; = 0 for all t > 0) = 1.

Definition 6.1. We say the Markov process (Y,{Q, : y € E}) is a Feller process
if its extended transition semigroup on (Ey, B(Ey)) has the Feller property:

(i) Qif € Co(E) for allt > 0 and f € Cy(E);

(ii) lim¢osup,ep, |Q:f(y) — f(y)| =0 for all f € Co(E).
It is known by [I8, Chapter 2] that under (i) the condition (ii) is equivalent to the
apparently weaker condition below:

(i") limy—0 Qi f(y) = f(y) for all f € Cy(E) and y € Ey.

Let Z = Rx S and Zyp = TU{0} be the one-point compactification of Z. Suppose
((€,0),{Pyg : (z,0) € Z}) is a MAP on Z. It can be extended to be a Markov
process on Zy as shown in the above argument. Recall that ¢(z,0) = fe* for
(x,0) € I. We denote ¢(9) by A. Let Ha = ¢(Zy) = H U {A}. For every
(z,0) € Ip, let Py, ) be the law of X given by the Lamperti-Kiu transform (L))
under P, g. Here we assume conventionally that Pa (X; = A for all ¢t > 0) = 1.
Then (X,{P, : z € Ha}) is a Markov process on Ha. First we give a lemma which
complements the result given in Lemma 2111

Lemma 6.2. Suppose the following condition holds.

(al) ((&,0),{Pyo: (z,0) € I}) is a Feller process.
Then for any (ry,0n), (ro,60) € Zg with (rn,0,) — (ro,6p) as n — oo,
(X, Pg(r,.0,)) converges to (X,Pgy(r, 9,)) in distribution under the Skorokhod topol-
0gy.
Proof. Fix an arbitrary sequence {(ry,,60,) : n > 1} C Iy such that (r,,0,) —
(ro,00) € Zy. In view of (al), it follows by [23, Theorem 4.2.5] that ((£,0), P, 0,)
converges to ((£,0),P,,,) in distribution under the Skorokhod topology. (Here
we take the convention that Py ((&,©:) =0 for allt > 0) = 1.) Thus by the
Skorokhod representation theorem, there exist a probability space (Q2°, F°, P°)
and couplings (£, 0M)  (¢© 0®) of the processes ((¢,0),P, o) and
((€,0),P,,0,), respectively, such that (£, 0M) converges to (£(0,0(0) Pe-
almost surely under the Skorokhod topology. Thus there is a subset ' C Q° with
P°(Q') = 1 such that for allw € €, (£ (w), 0 (w)) converges to (£ (w), 0 (w))
in Drxs. We fix an arbitrary w € . For kK > 0 and ¢ > 0, let zt(k)(w) =
eo‘gik)(“’)@ik)(w), xik)(w) = easim(“’), yt(k)(w) = fot azgk)(w)ds, and yt(k)’_l(w) =
inf{s > 0: ygk)(w) > t}. It follows by [58, Theorem 3.1] that 2(™)(w) converges to
20(w) in Dga and (™ (w) converges to z(?)(w) in Dg. Hence by [23, Proposition
3.5.3(c)], for every T € (0, 400), there is a sequence of strictly increasing continuous
functions {\, : [0,7] — RT} with )\, (0) = 0 such that

1 I ™ (w) =2 t)—t|) =o0.
(6:1) i sup (1) = o @]V A0 1) =0
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t An(t)
/ =™ (w)ds — / 29 (w)ds
0 0

‘We observe that

" (@) = 9 @) =

¢ An (1)
+ / xgo)(w)ds—/ 2 (w)ds
0 0

t
< / ‘xg")( ) =20 (w )‘ds—i— / J:E\(l)()(w)—xgo)(w)‘ds
0
VA, ()
+/ |29 (w)|ds.
t

AXn (t)

Hence for T € (0, +0),

0 0
sup [yt (w) =y @) < T sup |zf" (w) — 2, ()]

t€[0,T te[0,T]
/ ‘x)\ (8 — 2O (w)|ds

(6.2) + sup [A,(t) — 1] sup |2 (w)].
t€[0,T] SE0, T+ (T)—T]

Immediately by (G.)) the first and third terms on the right-hand side converge to 0
as n — +oo. Since A\, (s) — s for every s € [0,T], one has xf\?l)(s)(w) — 20 (w) =0
at every continuous point s € [0, 7] of the function ¢t — xio) (w). Thus by the right
continuity of ¢ — x( )( ) and the bounded convergence theorem the second term

on the right-hand side of (G.2) converges to 0. Therefore we get sup;c(o 1 |y§n) (w)—

yg\o)(t (w)| — 0, and again by [23, Proposition 3.5.3(c)] y™ (w) converges to y(*)(w)

in Dg. Tt then follows by Theorems 7.2 and 3.1 in [58] that y(™)~!(w) converges to
¥ ~1(w) in Dg and 2™ oy(™~1(w) converges to () oy(?):=1(w) in Dga. The above
argument shows that z(™ oy(™:~1 converges to z(?) oy(®)— P°-almost surely under
the Skorokhod topology. We note that for k& > 0, 2% o y*):=1 corresponds to the
process (f(’“)7@(k)) via the Lamperti-Kiu transform, and thus (z(k) oy(k)>_1,P°)
is equal in law to (X, Py(r,.0,))- Hence we prove that (X, ]P’¢(ngn)) converges to
(X, Pg(ry,0,)) in distribution under the Skorokhod topology. (Il

In what follows, we assume that (X,{P,,z € H}) is an H-valued ssMp and
((£,0),P) is the corresponding MAP via the Lamperti-Kiu transform, for which
its Lévy system (H,II) satisfies H; = t until killing. We assume condition (al) and
that the following additional conditions hold.

(a2) The modulator of ((£,©),P) is a positive recurrent process having an in-
variant distribution 7 which is fully supported on S. The continuous part
of £* of ((£7,07),P) can be represented by fo (©1)ds, either for some
strictly positive measurable function a™ on S or such that a™(v) = 0 for
allveS.

(a3) ((€,0),P) and ((&,0),P) are a pair of upwards regular MAPs for which

[WR)) is satisfied.
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(ad) ((&,0),P) satisfies condition ([HT)).
(25) Por [subsefoy I6sl| < +o0.

(a6) The modulator of the ascending ladder height process ((¢1,07),P) is a
nonarithmetic aperiodic Harris recurrent process having an invariant dis-
tribution 7% on S with full support such that P .+ [ﬁf] < +o00.

(a7) 1} (¢ = +o0) > 0 for every v € S.

(a8) infyes [(T(v) +nf (1 —e¢)] > 0 and n(¢) < +oo for every v € S.

As noted in Section [l given conditions (a2) and (a8), it follows by Corollary

2201 that
1 1 _
()= ——— Por | | 16 cndl
0= P |, Heer]

is an invariant distribution for ©F. Moreover, the Harris recurrence of ©F given in
(a6) implies that 7 is the unique invariant distribution for ©7.

Theorem 6.3. Under assumptions (al)-(a8), the conclusions (C1)-(C5) in the
Introduction are true.

We conclude this section by considering a slight adjustment of the sufficient con-
ditions (al)-(a8), such that (ab) and (a7) can be replaced by the stronger sufficient
conditions (i.e. ones that imply (a5) and (a7)). Our principal aim here is to pro-
duce conditions that can be identified in terms of the components of the ascending
ladder process of ((£,0),P) and the ascending ladder process of the dual process

((€,0),P). More precisely, we have the following alternative conditions to Theorem
0.9l

Theorem 6.4. Suppose conditions (ab) and (a7) are replaced by:

(a5)’ The modulator (0] )y>q of the ascending ladder height process ((¢1,01), P
is an aperiodic Harris recurrent process having an invariant distribution 7
on S with full support such that

/Sf#(dv) 6% (0) + A (Jecl; ¢ < 00)] < +oo.

)
i

(a7)’  infyes 7 (¢ = +00) > 0.
Then the conclusion of Theorem 1s still valid.

Remark 6.5. Before continuing to the proof, let us note that the condition in (a5)’
is the natural analogue of (a6). Indeed, note that

P, 6] = /S 7+ (dv) [a* () + 0 (ecl; € < 20)]

Proof of Theorem Condition (a7)’ obviously implies (a7). The proof is based
around showing that the new conditions together with (al)-(a4) and (a8) imply
(ab). Suppose that e, is an independent exponentially distributed random variable

with rate ¢ > 0. Due to the fact that ¢t — Pq [supse[m] \fsﬂ is increasing, to show
(a5) it suffices to show that

o0
sup |&] =/ qe Py -
0

s€[0,eq4]

PO,ﬂ'

sup |&s|| dt < co.
s€[0,t]
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For the latter, we note that

Pos | sup 16| < Pos[6e,] -~ Pos €. ]
Next define
(6.3) Af(g) = (w)g+nf(1-e %),  ¢>0.
Note from Proposition 2.3] that

_ [ 0 71
(6.4) Pox [e,] = Por /0 Let cone ™00 ETASS (Q)ds} '
Next define the change of measure
(6.5) dPé?é B e—q£;1+fg AT (9)ds
' dPg g G N

for 0 € S, where G; = o((L;1,¢5,07F),s < t). To see why the right-hand side of
([GH) is a martingale, it suffices to note that (L; ', 0/ );>o is a MAP and that, for
0es, .

Pogle % |0F :s<t]=e ° Aot (Q)ds, t>0,
which follows from the the definition ([G.3]) and the fact that the constituent parts
of A}, namely ¢*(v) and n} (1 — e~%), describe the rate at which L moves

v

continuously and with jumps given O = v for v € S.

Using (6.3) in (6.4), we have

- O~ [EAT, (q)du
Pox [, ] :Pé?; [/0 e Jo et {jA@j (q)ds}

_ P&)r [/w ol AL (q)dudg] |
0

where the final equality follows by a straightforward integration by parts (recall
that the process £T is nondecreasing and therefore has bounded variation paths).
From (a8), we now have that there exists a constant ¢ > 0 such that for any ¢ > 1
(6.6)

_ [ee) (oo} (oo}
Pox [&,] <P [ / e_csdgj} =Py [ / e—csgjds] —c / e P [¢f] ds,
0 0

0
where, again, we have performed an integration by parts. Next note that, given
O, the exponent associated to (L; ', & );>0 is given by

—aLTl—per
P [emole -0 |9t

t
= exp {—/ ds [a@*‘(@j) + Bat(0F) + ng+((1 —e WPy ¢ < oo)} } ,
O s
for a, B,t > 0. From this it is easily deduced by differentiation that

t
P07 = [ ds [a(07) + 1 (lecle 5 < oc)|

t
< [ at©) +ng, (el ¢ < ox)ds
0 s

=Pl |07].
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Using the ergodic properties of ©F under P, we can invoke Theorem 1.1 of [26] and
conclude that

, 1 o1
hirisogp ZP(()?T)r[ftJr] < tlgglo ZPO,w[ftJr]

1 t
= lim -Py [/ at(©)) +ng+(|e<|;§ < 00)ds
0 3

t—oo t
:/Sﬁ(du) [a* () + 1 (lecl; ¢ < 0)]

— P077r+ [fi‘r]

Using the above linear growth, it follows from (G6) that P~ [&e,] < oc.
Using obvious notation, the analogous object to A} (q) for the descending ladder
height MAP takes the form

Ay (q) =ny((=+00)+ ¢ (v)g+n, (1—e ;¢ <00), ¢>0.

(Specifically, we cannot rule out the possibility of killing.) Let us momentarily
assume that the modulator of the descending ladder height process (((7,07),P) is
an aperiodic Harris recurrent process with an invariant distribution 7~ on & with
full support such that

/S’IT_(CI’U) [a_(v) +n, (lecl; ¢ < oo)] < 400

and infyesn, (¢ = +o00) > 0. Following the above computations, albeit using the
last lower bound to justify the lower bounding constant ¢ in (G.6]), we can show
that Py [¢, | < oc.

To complete the proof, we need to show that the assumptions in the last para-
graph match those in the statement of the theorem by verifying that Pg .- [5; ] =
f’oﬂﬁ [GL } Thanks to the weak reversal relation between P and P (see the dis-

cussion below Lemma [B.3), we have that Py .- [{7] = 150,;,7 [¢1 ], where 7~ plays
the role of 7~ but for ((¢,©), P). The relation between P and P then implies that
7= =7t and Pg z-[£7] = Py o+ [€]] as required.

The remainder of the paper is devoted to the proof of Theorem [6.3} as such, we
always assume conditions (al)-(a8) hold unless otherwise stated. Before moving
to the proof of Theorem [B.3] we first engage in a little discussion concerning its
applicability.

7. APPLICABILITY OF RESULTS

There are two immediate cases of interest: The case of a Brownian motion in
a cone and the case of a stable process in a cone. The general philosophy of the
proofs of Theorems and is to use a judiciously chosen harmonic function to
construct a process whose dual can serve as the desired ssMp entering at the origin.
In the two examples below, we verify the general criteria of the aforesaid theorem(s).
The reader will note that, in both cases, it is first necessary to construct the notion
of the process conditioned to remain in a cone (appealing to an appropriate change
of measure, which ultimately comes from a harmonic function constructed on the
Martin boundary of the base process killed on exiting a cone) and transfer that
notion into the general setting of required criteria on MAPs. One may argue that
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it may prove to be easier to construct the candidate process entering at the origin
in a direct way rather than via Theorem or Indeed this was the approach
in [43]. Tt is also worthy of noting that the majority of the conditions in Theorem
(and hence in Theorem [6.4]) boil down to controlling the stability of the ssMp in
order to obtain the Skorokhod limit in (C4), lim,_,o P,, rather than the existence
of the limit Py.

In the remainder of this section we will also discuss further open problems that
could in principle be analyzed appealing to the fluctuation theory of the Lamperti—
Kiu decomposition. Moreover, we also discuss the reason why the general fluctua-
tion theory of MAPs is deserving of further investigation given what has been laid
out in this article.

7.1. Brownian motion in a cone. We are interested in cones of the form

(7.1) F={x=r0:r>0,0¢cQ},

where  is a nonempty open subset on S%~!. We assume further that there is a
complete set of eigenfunctions {m; : S¥=! — R, j > 1} which are orthonormal

with respect to the surface measure on €2 with eigenvalues 0 < A\; < Ay < A3 < ---
which satisfy

Ad_lmj =-\m; on
m; =0 on 01, j>1,
such that every boundary point of Q is regular for the above Dirichlet problem,
where A?~! denotes the Laplace-Beltrami operator on S 1.
Suppose (B,P) is a d-dimensional (d > 2) standard Brownian motion and that

I is a regular cone in R%. Let 71 :=inf{t > 0: B; ¢ I'}. From Theorem B of [2§]
(see also [7]), it is known that there exists a constant x > 0 such that

P,(r" > £) = nllal|Pmq (arg(2))t /(1 + o(1)), ¢ = oo,
where p = /A1 + (d/2 —1)2 — (d/2 — 1) . It thus is relatively straightforward to
show that, for Ae 7y =0(B, :u<t)and z €T,
(7.2) PL(A) = ILm P.(A|T" >t +5)
defines a family of conservative probabilities on the space of continuous paths such
that
dPt| _ M(B)

= —21 t>0
dP, 7 M({E) {t<rT}> =Y

(7.3)

where
M (z) = [|z[[Pm: (arg(z))

is a harmonic function in the cone. In particular, the right-hand side of ([Z3) is a
martingale. Furthermore, if PU' = {PL, 2 € I'}, then the process (B, P') is an ssMp.

Brownian motion conditioned to stay in a cone has previously been considered
in [7,2728,54]. Only in [27] was the notion of a Brownian motion conditioned to
stay in the cone issued from the apex considered. In that case, the authors built the
law of the Brownian motion conditioned to remain in the cone and survive for at
least one unit of time from a point x away from the apex and then showed the weak
limit on path space as = converges to the apex of the cone. The authors described
their construction as analogous to the construction of the Brownian meander in
the upper half-line (i.e. a Brownian meander in the cone). Independently of the
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aforementioned work, Theorem provides an easy route to the construction of
Brownian motion conditioned to stay in a cone, issued from the apex, as the weak
limit on path space of the conditioned process issued from any other point in the
interior of the cone.

To understand how to see (B,P') as an ssMp, we first consider standard Brow-
nian motion as such. Its Lamperti-Kiu decomposition has MAP (¢, ©), with prob-
abilities P = {P, g9,y € R, € S?~!} and has the property that ¢ is independent of
©. Moreover, £ is a Brownian motion with drift on R, whose Laplace exponent is
given by 1(0) = 02 + (d — 2)6. Since d > 2, the drift is strictly positive. Note that

M(B _ m1(Op
(74) ﬁl{t<7_r} = ep(gﬂ"(t) log||=|) Wgé;)))l{t<7r}, t>0.
Hence, recalling that ((t) is a stopping time, we can think of the change of measure
([T3) as the product of an Esscher transform on £ and the natural change of measure
on O corresponding to a Doob h-transform with & = m4. Indeed, treating s = ¢(t)
as the natural timescale of (£, ©), we have the martingale on the right-hand side of

[T4) equal to

(7.5)
ep(€toglel) _M1(Os) - pe—tog el —v(ms 5 pms _7T1(O) o
ma(arg(x)) ma(arg(z))
_ op(&atog lal)—é(m)s 5 Ais_M1(Os) Lo, 520,
m (arg(z))

where 1(p) = p? + (d — 2)p = A\; and k@ = inf{t > 0: 0, ¢ Q}.

As such, we see that the Brownian motion conditioned to stay in a cone has
underlying MAP (¢, 0) with probabilities PT = {nge,y € R,0 € Q}, such that
PT is absolutely continuous with respect to P, with the change of measure on
((€u, Ou), u < s) given by the right-hand side of (7.0]). Because of the factorization
of (X)) into a martingale acting on the law of ¢ and another acting on the law of
O, it is clear that the components of the pair (¢, 0) under PT are still independent.
Moreover, £ still belongs to the family of Brownian motion with strictly positive
drift; the latter being characterized by the Laplace exponent

PH(0) = (0 +p) — (p) = 67 + (d+ 2p — 2)0.

Now referring back to Theorem [6.3] we may consider the question of whether the
process conditioned to remain in the cone may be issued from its apex. To the best
of our knowledge this would offer a new result.

To this end, let us consider each of the assumptions (al)-(a8).

(al): In d-dimensions, as alluded to previously, £ and © are independent. Whilst
we have identified above £ as a Brownian motion with drift, we should
mention that © is known from Section 7.15 of [31]. The Feller property is
an easy consequence of known results given there.

(a2): As ¢ is a Brownian motion with drift, independent of ©, the continuous
part of €1 is nothing more than a pure drift. Hence a™(0) = a* > 0.
The existence of a discrete spectrum of the Laplace-Beltrami operator on
Q, the independence of © from &, and thus developing the semigroup of ©
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as a spectral expansion allows us to easily deduce that the latter converges
weakly to a stationary distribution, 7. In addition, for bounded measurable
function g : Q@ — R, we can identify 7 via

[ a(@)n(@0) = [ gy (@)m (0= as),
where ¥(df) is the uniform measure on the sphere S¥~! and 7, is the
left eigenfunction associated to A;, which is normalized to satisfy that
fQ ml(ﬁ)ml(e)Z(dQ) =1.

(a3): This condition is easily satisfied thanks to the duality properties of Brow-
nian motion with drift and the reversibility of ® with respect to .

(a4)-(ab): Note that the dual process ((¢€,0),PT) to ((¢,0),PT) is equal in law to
((—¢,0),Ph) (thanks to the independence of & and © and the fact that &
is a Brownian motion with drift). Rather than verifying the criteria (a4)
and (ab) directly, we can refer back to their use in the proof of Theorem
and Proposition In the spirit of Remark 217, we note that it
suffices to show that limy . & /t exists PT-almost surely. This is, of course,
a trivial consequence of the independence of ©® and £ as well as the fact
that & under PT is a Brownian motion with drift.

(ab): This requirement is fundamentally needed for Section [l in order to analyze
overshoot distributions of the MAP using the Markov renewal theory. In
the current setting, due to the fact that there are no overshoots, only a
creeping term, and that £ and © are independent, the only requirement
needed is that a stationary distribution for ©1 exists. However, this was
dealt with in (a2).

(a7): The excursion measure i of ((€,0),PT) from its running maximum does
not depend on v € ), and it agrees with the excursion measure of (¢, 0), PT)
from its running minimum. As & — oo, PT-a.s., we find easily that A7 (¢ =
+o0) > 0.

(a8): Once again, independence of ¢ and © under P ensures that none of the
items in this assumption depend on v € Q. As such, we note that n™ is
played by the role of the excursion measure of ((£,0),P!) from its max-
imum. Moreover, T is the drift coefficient of the inverse local time of &
at its maximum, which is zero. The first part of the assumption follows
immediately as n™ (1 - e_c) > 0. In order to verify the second part of the
assumption, i.e. that n™(¢) < +oo, it suffices to recall the Wiener-Hopf
factorization for a Brownian motion with strictly positive drift. It is classi-
cally known (see e.g. Section 6.5 of [40]) that the inverse local time at the
maximum is a tempered stable process, and thus has finite mean, which
necessarily implies that n*(¢) < +oc.

7.2. Stable process in a cone. Recently [43] resolved the matter of conditioning
a d-dimensional (d > 2) isotropic a-stable (a € (0,2)) process to remain in a
cone I' of the form defined in () where Q2 is an open set on S?"!. As here,
their approach relied on the Markov renewal theory, albeit the application was not
undertaken explicitly in the context of excursion theory.

As in the Brownian setting, the conditioning (7.2) can be made sense of, resulting
in a change of measure as in (Z.3]). Also similarly to the Brownian case, the harmonic
function M is a locally bounded function on R? which vanishes on R? \ T and has

This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.



ENTRANCE LAWS AT THE ORIGIN OF SSMPS IN HIGH DIMENSIONS 6279
the property that it can be written in the form
(7.6) M (z) = [lz]|” M (arg(z))

for some p € (0,«). Unlike the Brownian case, the underlying MAP ((¢,0),P)
of the isotropic stable process does not have the property that the ordinate is
independent of the modulator. The coupling between the two is complicated to
describe (cf. [41]); moreover, it forces the process ((£,0),Pl) to similarly display
coupling.

Nonetheless, what is similar to the Brownian setting is that, thanks to isotropy
itself, the ordinate process of the MAP ((£,0),P) is a Lévy process. This is known
in explicit detail via its characteristic exponent

L(i(-i0 + a)) L(1(i6 + d))

X , 0 e R.
I'(-1i6) F(ii0+d-a))

(7.7) Ve () =

We can also identify the associated Laplace exponent of (£,P) via the relation
PY(A) = —Pe(—1N), providing Re(A) € (—d,«). As the ordinate ¢ alone is a Lévy
process, it follows that, when seen as a change of measure on (¢,0), (L3 can be
better written as

dPr, M(©,)
, PSP (Pt 2N (p)tq > 0.
dPo g ¢ M(0) ‘ ey 120

(7.8)
((€5,95):5<1)

From (7)) its Wiener-Hopf factorization (indicated by its multiplicative sign) is
also explicit; see [411[42] for more details. Moreover, the ordinate process £ under
PT can also be seen as the result of a generalized Esscher transform. However, the
loss of isotropy in the cone means that the ordinate is no longer a Lévy process.
Nonetheless, the excursion theory of ((¢,0),PT) can be related back to that of
((€.0),P).

In terms of verifying assumptions (al)-(a8), it is unsurprising that some of them
formed part of the proof in [43] or follow as easy corollaries of those proved there.
As such Theorem offers an alternative way of assembling many of the smaller
results in [43]. As in Section [[J] we run through (al)-(a8) below. We want to
stress that all but (a2) hold for any dimension d > 2; however, for technical reasons
we are only able to deal with d = 2 (see Remark [Tl below).

(al): The MAP underlying the isotropic stable process is Feller. Being a gen-
eralized Esscher transform (i.e. a Doob h-transform) of the former, it is
straightforward to verify that ((£,0),PT) is a Feller process.

(a2): From Example we know that ((¢,0),P) is dual to ((£,0),P) with
respect to the measure Leb ® m where (£, ©) under 15%9 is equal in law to
(—¢,0) under P_, ¢ and 7 is the uniform measure on S*~1. We claim in the
following that condition (WRJ) is satisfied by ((¢,0),PT) and ((¢,0),PT)
with respect to the measure 7 (df) := 1ygeqy M (0)*r(df), where Pl =
{155,9, x €R, 6 €} and 155’9 denotes the law of (—¢, ©) under PEI’(,. In
fact, for any ¢ > 0 and any nonnegative measurable functions f,h :  — R*
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and g : R — RT we have
/Q FO)P 4 [g(&)h(©,)] 77 (d6)

= [ M(0)f(0)Pog [eP** M(O)g(&)h (©¢)11cxny]| 7(dO)

[e
=Py [M(@@f(@o)ep& < D9(ER(O) (rcxsy]
M(©0)£(©,)e" =) M (0)g(o — &)h(O0)Lucxny
=Py [M(@())h(@o)epff (00 £(00)9(€) 1 rx]
= [ M(v)h(v)Poy [€"* M (0;) f(O1)g(&)1 rcxey] m(dv)

)

|
w >
L
]
—

=/, h(0)Py,, [9(6) (O] 7" (dv).
The third equality follows from Lemma B.8 In conclusion we’ve proved
that

Pl (& € dz, 0, € dv) 7w (d6) = P{, (& € dz,0, € df) ' (dv).

By integrating the above equation over z, it follows that (0, P") is dual to
itself with respect to 7. Without loss of generality we assume 7!'(Q) = 1.
Thus 7! is an invariant distribution of (0, PT).

Next, note from Proposition 20.17 in [34] that as soon as we know that
(©,Pr) is a regular Feller process, due to the fact that (Z.3)) describes a
conservative process, it follows that © is Harris recurrent. Here, by “regular
Feller” the process has the Feller property as well as its transition semigroup
being absolutely continuous with respect to some locally finite measure,
such that the transition density is jointly continuous in time and its spatial
variables.

We consider d = 2 only. We know from [I2] that, under P, © can
be written in the form of exp(id;), where ¢ := {¢;,t > 0} is a pure
jump Lévy process (the winding number) whose Lévy measure is known.
From [33, Section 5] (see also [38, Theorem 1] for more recent results in
this direction) and the form of the Lévy measure given in [12], m(du) =
¢ Joe L{arg(14+2)cdu} |||~ +*)dz (where ¢ is an unimportant constant), it is
straightforward to verify that the sufficient condition (up to an unimportant
multiplicative constant)

f(ie 9 u?m(du) . cf( ol u? fo — 1|~ ®+rdrduy
e50 e2[loge| | em0 52| log 5| = oo

holds, in which case 1 is a Lévy process having transition density function
with respect to the Lebesgue measure, which is bounded continuous and
vanishes at infinity in its spatial variable. Note that the Feller property
also ensures that it is continuous in its temporal variable. Suppose we
write the latter as {p;(z),t > 0,2 € R}. This automatically provides us
with a density for the process ¥ killed on exiting Q. (Note, we are slightly
abusing notation here and we are now interpreting  as a subset of (—m, 7].)
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Indeed, we can write the latter as

pi(x, y)=pi(y — ) — Po,z[l{k9<t}Pt7k9 (Y — Vo), z,y €L
Note that the Feller property again gives us continuity in ¢. Moreover, from
e.g. the discussion between (2.18) and (2.19) in [I4], it is straightforward to
show that M is continuous. This tells us that (¢, P') also has a transition
density function which is continuous in both of its spatial variables, i.e.
in light of ([Z8), pf (z,y) = exp(¥(p)t)M(y)p!(z,y)/M (), x,y € Q; and
similarly continuity in ¢ follows from the Feller property. The joint conti-
nuity of (t,2,y) — p} (z,y) now follows by a classical epsilon-delta chasing
argument with multiple use of the triangle inequality. Returning to the pre-
vious paragraph, we thus conclude that (©,PT) is Harris recurrent. This
is slightly weaker than the required positive recurrence; however Theorem
20.20 in [33] ensures that we must be in the positive recurrent setting.

Finally for the third requirement, the ordinate of the ascending ladder

process ((£1,07),P) underlying the isotropic stable process has no con-
tinuous part (as £ alone is a Lévy process with no drift to its ascending
ladder process; cf. (7). Hence after the change of measure corresponding
to conditioning the stable process to remain in a cone, the same is true for
((¢T,07),Ph), that is to say, for ((¢+,07),Pl), at(v) =0 for allv € S.

(a3): It was verified in (a2) that condition (WRJ) holds for ((¢,0),PT) and
((¢, @),PF). Moreover, since the former can be described as a Doob h-
transform with respect to ((£,©), P), and since this process is both upwards
and downwards regular, then the same is true of ((¢,0),P') and its dual.

(a4): In the spirit of Remark 217 it suffices to show that (©,P!) has a skeleton
process of the form {©,s : n > 1} for some ¢ > 0 that is Harris recurrent.
This follows from our computations in (a2) and Example 3.1 in [5, Chapter
VII, Section 3].

(ab): Define & = sup,«,|¢s]. Appealing to the change of measure between
((¢£,0),P) and ((£,0),P), we have, for some constant C > 0 (whose
value may change from line to line) and 0 < ¢ <« 1,

M
P(I;’Trr [f’f] = /QM(@)Q’]T(dQ)PO,O |: ikep& ]\4((@91)) 1{t<k9}

<C [ w(@)Pas [¢rer]
Q
< CP, {e(p+6)ff} ,

where ¢ is chosen so that p + ¢ < « and we have abused notation and
written (£,Pp) to denote the Lévy process with characteristic exponent
([T70) issued from the origin. Appealing to Theorem 24.18 of [53], it follows
that Py [e(p""f)f;] < +oo if and only if Py [e(p—i-s)l&ll] < +o00. The latter
condition occurs if and only if Py [e(p“)‘fl \% e’(p“)gl] < 4o00. However,

P, [e<p+e>§1 v ef<p+e>fl] <P, [e<p+e>§1 4 e*(p+6)§1} — Vpte) 4 gb(=+e))

and the latter is finite due to the fact that ¢(\) analytically extends to the
interval (—d,a) and p+e < a <d.

This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.



6282 A. E. KYPRIANOU, V. RIVERO, B. SENGUL, AND T. YANG

(a6): The modulator of the ascending ladder height process ((£+,07), P) was
shown to be a nonarithmetic aperiodic Harris recurrent process having an
invariant distribution 7" on Q with full support in Theorems 4.2 and 4.3
of [43]. Moreover, from Remark 4.1 of [43], we recall that M (v)~ 17+ (dv)
is an invariant distribution for the process

((@jl{t<k+’9})t207 P)a
where k@ = inf{t > 0: O € Q}. We can thus write

7t (de +
PLoes (6] = [ S p, [ (071w oy
7o) o M)
‘ 7+ (dh) +
< [ ‘7 p (pte)¢]
> 0 (0) 0,0 |:e :| )
where 0 < £ < 1. The right-hand side of (7.9) is finite due to the fact that
(€T, P) is a subordinator whose Laplace exponent is given by
r 2
(7.10) K(\) = L((A+0)/2) AS —a.

r(a/2)

It is clear from the Laplace exponent above that £ has finite exponential
moments; in particular, the right-hand side of (Z9)) is finite, providing
pte<a.

(a7): As mentioned above, the dual of ((£,0), P! is equal in law to ((—¢,0), PT).
It follows that the ascending ladder process of the dual is equal in law to
the descending ladder process of ((£,©), Pl). It follows that the associated
excursion measure at the maximum of the dual MAP, ﬁ£’+, agrees with the
excursion measure at the minimum, nl>~. Hence our objective is to under-
stand nl~(¢ = +oc0). Suppose now that ((¢7,07),P) is the descending
ladder height process of the isotropic stable process. From (7.1), we know
that £~ alone is a killed pure jump subordinator with Laplace exponent

o PG+ a)
“Q”_r@&+d—®y

and hence has killing rate ¢— = T'(d/2)/T((d — «)/2). When taking ac-
count of the killing rate for the coupled system (((7,07),P), isotropy
ensures that the killing rate of the pair is also equal to ¢—. In other
words, the lifetime of the pair (({(7,07),P), written as k™, is an in-
dependent and exponentially distributed random variable with parame-
ter ¢—. From [43] Remark 4.1], we know that ((¢7,07),P!) can be
described as a Doob h-transform with respect to ((§7,07),P). Hence
the lifetime of ((¢7,07,Pl)) is an independent and exponentially dis-
tributed random variable with parameter ¢—. In conclusion we have that
Al (¢ =400) =0l (¢ = +0) = ¢~ > 0 for every v € Q.

(a8): For the MAP ((£,©),P) underlying the isotropic stable process, the local
time of the ordinate at its maximum is simply that of the Lévy process
at its maximum. As such the drift component of the inverse local time,
say £, does not depend on v € €. In fact, as a consequence of the fact
that (&, P) is a Lévy process with unbounded variation, we can show that
¢t = 0. However, the excursion measure n; does depend on v.

A >0,
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Denote by ¢I'1 the drift component of the additive functional describing
local time of ((£,0),PY) at the running maximum in the spirit of (2.2)).
Applying a similar analysis to the verification of (a7), we can deduce in a
straightforward manner that /7T = ¢ and

D (1—e¢) = <M (o) (1 - e€); ¢ < &%)

s (

at (SN € < 7).

= M)

where we have abused slightly our notation for k* in the obvious way. A
consequence of the fact that Pt M (6;)1;<ye) is a martingale is that

(T M (v) +nf (ep‘EdM(VC);C < kQ) = M(v).
It follows that

f [0 4Dt ~¢
vlrelsfz[e +n, (1—e )]21,
as required.
To show that nl'*(¢) < +oo for every v € €, we note that

(1) ul(O = gyt (M )¢ <) < Oy (cee)
for some constant C' > 0. Note that n* () := nJ (ePll;.) is the ex-
cursion measure at the maximum of the MAP ((£, ©), P?) that results by
changing measure with respect to the law of ((£,0),P) via the martingale
eP&t¥e(—in)t - Note the latter martingale is well-defined thanks to the an-
alytic extension of (Z7)) to a moment generating cumulant on (—d, «) and
the fact that p € (0,«). On account of the fact that £ drifts to +oco under
P, i.e. its mean is strictly positive, the same is true for £ under P?. It is a
general fact that for a Lévy process which drifts to +oo, the inverse local
time at the maximum has finite mean. This implies that n?*({) < oo,
which, together with (ZI1J), implies that nl-*(¢) < oo for all v € Q.

Remark 7.1. The reader will note that, in light of Theorem [6.4] the criteria (a5)’
and (a7)’ would have been equally easy to check. We also note that as soon as
the regular Feller property can be verified in (a2) for the angular process © in
dimension d > 3, then the verification above also works in that setting. It is worth
emphasizing that the reason why the case d = 2 is more tractable here is that
© = exp(i¥) is such that ¢ is a Lévy process. This fact is not true in higher
dimensions. Nonetheless, due to the fact that we know the jump rate of © (see e.g.
[41]) it is likely that, with a little effort, one can develop an argument along the
lines of the d = 2 case given in (a2) above.

7.3. Open problems. The examples given in Sections [[.I] and have one thing
in common, namely, that they originate from isotropic processes (Brownian motion
and isotropic stable processes, respectively). One major open problem that we can
register here for future inspiration pertains to the obvious removal of the assumption
that the underlying process is isotropic.
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In the setting of Brownian motion, some foundations already exist in that direc-
tion in [28]. However, in the stable setting, very little is known of these anisotropic
Lévy processes beyond some formalities, e.g. that up to a multiplicative con-
stant, their Lévy measures can be written in generalized polar coordinate form
r=(@*tDg(d), » > 0, # € S* !, for some (anisotropic) measure w on S A
straightforward example thereof could be seen as e.g. w(df)) = X(df)1gcq;, where
¥ is the surface measure on S~! and Q is a nonempty open convex domain of S~
Another example takes the form w(df) = h(0)X(df) for some anisotropic function
h:S4t — (0, 00).

Due to the fact that all of the aforementioned processes are Lévy processes, being
able to issue them from the origin, their associated weak continuity in the point of
issue, and their Feller property is automatic. However, an outstanding challenge, in
light of the results of this article, is to understand how to condition them to remain
in a cone and show that the apex can be included in the state space, in the sense
discussed in this article.

Whereas understanding conditioning boils down to a matter of considering the
existence of harmonic functions of the cone, as we have seen in Sections [.1] and
[(2], the matter of including the apex as an entrance point boils down to an under-
standing of how such harmonic functions interact with the underlying MAP of the
anisotropic Brownian motion or Lévy process.

7.4. Remarks on the fluctuation theory of M APs. The calculations we have
made that concern general MAPs have, on the one hand, been guided by the par-
ticular application to constructing the entrance law at the origin of a general ssMp.
However, it is also notable that most of what has been developed here aligns with
fluctuation theory for Lévy processes that underpin a large body of applied proba-
bility literature. There is an existing body of literature which considers applications
of MAPs in the more basic setting (relative to the context in this article) that the
modulator is an ergodic Markov chain with a finite number of states. Among the
many applications, this includes (with an example item of literature from the many):
Aspects of queuing theory [5]; Fluid queues and dams [50,/52]; Ruin problems for
surplus risk processes [624]; Optimal stopping problems [21]); Stochastic differential
equations and stochastic control [44]; Multi-type branching and fragmentation pro-
cesses [055]. The more exotic setting of a general Markov modulator for the MAP
opens the door to much richer categories of models with far more subtle questions.
Whilst we have provided some core results in this paper for general MAPs, it is
remarkable that there is a significant amount of material that is still missing from
the literature in the general setting. The papers [19,2035,[36] seem to be some of
the very few general treatments of MAPs. As such, the variety of results proved
here for MAPs lends weight to the perspective that it is a relatively tractable theory
which should now be better understood since the theory of one-dimensional Lévy
processes has largely been resolved.

8. CONSTRUCTION OF ENTRANCE LAW

We define the killed process (£T,0T) by setting

3 +
T (_)T — (€t7 @t) ift < To >
(& 60) {3 ift > 7.
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The next lemma is the analogue of Hunt’s switching identity (see [8, Theorem II.5]
for the case of Lévy processes). It follows from the proof of [30, Theorem(11.3)];
we include it here for completeness.

Lemma 8.1. ((¢7,01),P) and ((¢1,01), P) are dual with respect to Leb ® .

Proof. Let p:= Leb® 7 and fix an arbitrary ¢ > 0. Then from Proposition 3.7 and
Lemma we see that the process ((§—s)—, Ot—s)— )5<t, ) has the same law

as (£, 04)s<s, P ). It follows that the triple process ((§(1—s)—, O(r—s)—» &) s<ts Pp)

has the same law as ((gs,@s,gt)sgt, u)- Thus for any nonnegatwe measurable
functions f,g : R x S — RT,

/ pu(dy, d9)g(y, 0)P 6l f (], 0])] = / p(dy, dO)Py 6lg(€0, O0) f (&, ©1) 116, <0y
RxS RxS

— / u(dy, d0YP, 5l (Er— . O ) F (€0, O0)L 6, <0y
RxS

= /]R s p(dy, dO)Py o[g(&, O1) f (0, O0) iz, <0y

_ / w(dy, d0) f(y, 0P, 6lg(€], O],
RxS

where in the third equality we have used the quasi-left continuity of ((£,©0),P). O

Recall the definition of ¢ from ([2)). Let us define the time-changed process
(£%,0%) by setting

(&7,07) = (&), Opr)) VO T,

where ¢ := [[¥ exp{a&,} du is the lifetime of (£#,0%). We denote by (£#7,0¢)
the process of (£#,0%) killed after the time 7" := inf{t > 0: £ > 0}.

Lemma 8.2. The processes (€21, 091) P) and ((£%,0%),PY) are dual with re-
spect to the measure

Crt o
vo(dy, db) := 1{y<0},u—e yH+( )dym(d).

Proof. Let f,g : R x & — R* be two nonnegative measurable functions. By the
definition of P+ given in Section @ we have

/ dyr(d6) i (4)9(y, 0P, 4 (£, ©1)
(—00,0)xS

— / dyn(d0)H, (y)g(y. 0)P,
(—00,0)xS

HJF (gt) +
o | [(&,01) () it < To]

— [ (00,00, [f(gt,egﬁa (€t <]
(—00,0)xS

81) = / Ay (A0)FTH (1) £ (4, )Py [9(61, ©1):t < 7]
(—00,0)xS

In the final equality we hfive applied Lemma [RIl The above equations show that
((¢7,07),P) and ((¢,©), PY) are dual with respect to the measure

Cnt ~
p(dy, ) := 1{y<0}ﬂ—jﬂj<y>dyw<de>.
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Next for ¢t > 0, define
t
Ay ::/ exp{a&, } du.
0

Then A; is an additive functional in the sense that
At+S:At+A2095, t,SZO,

where 0 is the shift operator and A’ is an independent copy of A. Since ¢ is
the right inverse of A, [56, Theorem 4.5] states that the time-changed processes

(€21, 091), P) and ((€#,0%),P}) are dual with respect to the Revuz measure v
associated with A;, which is determined by the following formula:

=l E z,dv) ret A}
52 [ fwomna =it [ e [ reeha

for every nonnegative measurable function f : R x & — R*. By Fubini’s theorem
and the duality relation obtained in (8J]) we have

RHSof 82) = lim 1/ w(dz, dv) zv{/fgjf o) aiids}

= lim ﬂ(dz,dv)eazf(z,v)%/ f’iv(s<g)ds
0

t—=0+ JrxS

= / p(dz, dv)e®® f(z,v).
RxS

In the final equality we use the domigated convergence theorem. Hence the pro-
cesses ((£91,0%1) P) and ((£%,£%),P¥) are dual with respect to e u(dy,df) =
1{y<0}c;—I e H, (y)dym(df). O

Now we wish to apply Lemma B3 to the dual processes ((¢€¥°7,0%1), P) and
((€#,0%),P}). In order to do so, we need to check the integral condition given in
Lemma [3331 We will show the integral condition in Lemma [3.3] by breaking it up
into two lemmas as follows.

Lemma 8.3. For every nonnegative measurable function f : R x S — RT,

[ sitnaop / fer. 0t = [ voldy. ) (0,6)PalE s > 0)
RXS RxS
Proof. Let f : R xS — R be an arbitrary nonnegative measurable function. We
have

| stnaop / et @”)dt}

R><S

= dye™ F (y)n(d9)e— Ty (— / f(ef,08) at
H (—00,0) xS
- / vo(dy, dB)e™VTTy(— / f(e7,09) dt
RxS
@+

= / [Z0) (dy, da)f(yv Q)Py,e
RxS

/TO
0

e " Tlgy (—ff)dt] ;
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where 11,(z) = (v, S, (2, +00)). The last equality follows from Lemma We
undo the time-change and write
7_%-%— 7_+
RPEIaY ® ' A
/ e “r gy (—&) dt / I, (&) dt] .
0 0

Py,@ = Py,@

Hence we get

/ p? (dy, dO)PY
RxS

— / vo(dy,do) f(y, 0)Py.e
RxS

¢
/0 f(€7,0F) dt

/OTO+ ﬁ@t(—gt)dt] :

On the other hand, by the Lévy system representation given in (2.1I), we have

Pyo (ST; > 0) =Pyo| D Lieso

SSTO+

(8.3)

o
=Py / ds / l{fs+z>0}H(@sa dv, dz)
(8 4) 0 SxR
. C
=Py / (O, S, (<&, +oo))ds]
0
- T[;r
= Pyﬂ / H@S(—fs)ds] .
0
The lemma now follows by plugging ([8.4) into the right-hand side of ([83). a
Lemma 8.4. For every nonnegative measurable function f : R x S — RT,
(8.5)
| ssananp / £t dt F(r. 0 (dr dO)P, (&, = 0).
Rxs RxS ©

Proof. Without loss of generality we assume that f is a nonnegative compactly
supported function for which the integral on the right-hand side of (83 is finite.
First we undo the time-change and write
¢
/ eag‘f(ft,@t)dt .
0

Let F(z,0) := ea“’ﬁ(j(x)f(x,@) for (z,0) € R x S. By (@2)) and Fubini’s theorem

we have

. ¢ .
P!, / f(ep,00)dt| =P,

. A <.
Péﬂ :Péﬂ / H&(&)”F(&,Gt)dt

i [fo —€s, Vs ds]
fiy (¢ = +00)

¢
/0 oS f(6,,©,)dt
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Hence by the definition of p§ we get

) ¢
/ o2 (dr, d)PY, / f(er.0%) dt
RxS 0

Cr i 00 ¢
= /.L+ / U+(d0 RJr) ( )( ;_E_C (_2) )P0,9 |:/0 eagtf(é-ta ®t)dt
- (6) ;‘ [ es,ug)ds}
_ Gt + +
(8.6) u U (do, R ) w0 1050

On the other hand by Proposition 210 and Fubini’s theorem we have

[ (a7 00P,0 (&5 =0)

= ot ay 7+ 3
= s dym(d0)e™ H (y) f(y,6)Po o (g . = y)
=S [ deman)e T (<) (-2.0) [ ot (o) do,2)
H Rt xS S
Cr+

= w(d@)/ U (dv,dz)F(—z,0)a™ (v).
KT Js SxR+
From this and (86]) we can see that to show (83]), it suffices to show that

N )i [f —€g, Vg ds}
/S ot (de,Rﬂ ;(9; P~

_ / (d6) / U (dv, d2)F(~z,6)a* (v).
S SxR+

By Proposition [3.9] the following equation holds for all ¢ > 0:

(8.7)

Py |:qu9<1 F(_geq’e)o)aJr(éeq) ]

q (e+(éeq) + ngeq (g))
_ Py [orlerey) T e — £e).Oe,)a7(O,)
q (f+(99q )+, (C))

(8.8)

By Proposition 23] the expectation on the left-hand side equals

T (v) +nf (foc e_qsds)
/Sw(d(?) /SX]R+ U, (dv,dz)F(—z,0)a™" (v) 7o) 0t (0

(8.9) o /S (d0) /S | UF 0. d2)F(=2.0)a" (0

as ¢ — 0+ by the monotone convergence theorem and condition (a8) that n (¢) <
400 for all v € S§. Similarly by Proposition and the monotone convergence
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theorem, the expectation on the right-hand side of (B8] equals
a™(v)i (foc F(—es, I/S)ds)
0+ (v) +nd ()
a®(v)i (foc F(—es, l/s)ds)
0+ (v) +n ()
as ¢ — 0+. Hence (8 follows immediately by combining (&S)-(&I0). O

/ V2 (dr,dv,dz)e” "
Rt xSxR+t

(8.10) — / UF(dv,RT)
S

Finally, we show that the process ((££,©%), P¥) has a finite lifetime.

Lemma 8.5. For every x <0,0 €S,

—+o0
P, (/ e?trdt < +oo> =1
0

In particular, the lifetime C of the process ((f“’,@*”),f’iﬁ) s finite almost surely
and ﬁ;f’_ = —00 13‘;79—@5.

Proof. Since the lifetime of the time-changed process (£, 0%) equals f0+oo e?Sedt,
we only need to prove the first assertion. We first consider the case where z < 0
and # € S. Recall that Pi,e is defined from P,y through a martingale change of

measure with W, := I:[gt (ft)l{KTJ}/fI;(x) being the martingale. Since H; (y) =
Py,v (7’0+ = +oo) € [0, 1], W is a bounded f’mﬁg—martingale and hence has an almost
sure limit W, such that W; — W in Ll(f’zﬂ). This implies that f’iﬂ(A) =

P,o[Wsla] for all A € F,. Hence we get

+oo

It follows by Lemma B8] that

Poﬁﬂ = Pom- S 2P017T sup ‘fs| < +00.

s€[0,1]

sup [ — &
s€[0,1]

sup [&
s€[0,1]

Hence the MAP ((&,0), P) exhibits exactly one of the tail behaviors described in
Proposition We have proved in Proposition EIJi) that Pzﬂ (7’0+ = +oo) > 0.
This together with Proposition implies that under ].Sm’g the ordinate & drifts
to —oo at a linear rate. Hence we have

+oo
P.o </ e®Stdt < +oo> =1.
0

By this and (811 we get
A~ +w A
P;, (/0 erdt < +oo) =P, o[Ws] =1

Now we consider the case where z = 0. We have proved in Proposition 3] that
under Péﬂ, &; leaves 0 instantaneously and that the process (&, ©¢)¢>0 has the same
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transition rates as ((&, @t)t>0,f’;9) where (y,0) € (—00,0) x §. By the Markov
property we have

R +oo . R +oo
Pl ( / et dt < —i—oo) =P}, [Pg o ( / eStdt < -i-oo)}
s o 0

for any s > 0. Hence we get 15% 0 (fOJrOO et dt < —|—oo) =1. O

By Lemma the processes ((£#1,091),P) and ((¢9,0%),PY) are dual with
respect to vy. By Proposition [5.7] Lemma B3] and Lemma B4 one has

= f(r,0)v(dr,do)
RxS

R ¢
s12) [ ptanan®l,| [ reenar

for every nonnegative measurable function f: R x § — R*. We define the time-
changed reversed process (£, ©) by setting

(&,64) == <§E%_t)_, @‘&_t)_) for 0 <t < (.

In view of (8I2) and Lemma we can apply Lemma B3] to deduce that
((&,04), <t<5’Pt@) is a right continuous strong Markov process having the same

transition rates as ((¢#1,0%1), P). In conclusion we have just shown the following
proposition.

Proposition 8.6. Let o be the image of the probability measu7"e~pEB under the
map ¢ : (y,0) — 0c¥. Let P* be the law of the process (Xy = egt(:)t)t«* under
Pt@- Then the process ((Xt)t<5,PQ\) is a right continuous Markov process such
that Xo = 0 and X; # 0 for all t > 0 P,*-a.s. Moreover, ((Xt)0<t<<-,Pg\) is a
strong Markov process having the same transition rates as the self-similar Markov
process (X, {P,,z € H}) killed upon exiting the unit ball.

By applying the scaling property of ssMp, we can describe the law of the process
killed when exiting the ball of radius r for any r > 0. Thus we see that there exists
a process (X, Py) started at the origin such that for any r > 0, ((X),_.o,Po) is

equal in law to ((rerat)KTa@]P’g\).

9. CONVERGENCE OF ENTRANCE LAW

In the following we give a convergence lemma which gives sufficient conditions
for the candidate law Py defined in Section [§ to be the weak limit of limy s, o P,.
The idea of its proof is from [22] Proposition 7]. For completeness we also give
details here.

Lemma 9.1. Suppose {p, : n > 0} is a sequence of probability measures on H
which converges weakly to 0. Then Py = w-lim, P, in the Skorokhod space
if the following two conditions are satisfied:

(i) lims—olimsup,_, P, [75 A 1] =0.
(ii) There exists a A > 0 such that for every § € (0,4), (XT(;e,IP’M) —
(XTée,[P’o) in distribution as n — +00.
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Proof. Let Dga be the space of (possibly killed) cadlag functions w : [0, 00) — RY,
equipped with the Skorokhod topology. We work with Prokhorov’s metric d(-, ),
which is compatible with the Skorokhod convergence: for m € N and two paths
z,y in Dga, define

dp(z,y) := inf { sup |A(t) =]V sup [z(t) —yoA()[},
A€Am “te[0,m] te[0,m]

where A,,, denotes the set of strictly increasing continuous functions A : [0, m] — R*
with A(0) = 0, and define

+oo
d(z,y) == Y 27" (A (@, y) + dm(y, 7)) A L.

To prove Py = w-lim,, 1 IP,, in the Skorokhod space, it suffices to prove that
for an arbitrary Lipschitz continuous function f : Dra — R with Lipschitz constant
K> 0,

(9-1) lim Py, [f(X)] =Po [f(X)].

n——+oo

We note that by Proposition 8.0l ((Xt+7§)t207po) is a Markov process having the

same transition rates as (X, {P,,z € H}). In view of (al) and condition (ii), Lemma
yields that for every ¢ € (0, A),

((Xt-i-Tée)thPMn) - ((Xt+7§)tZOaPO>
in distribution under the Skorokhod topology as n — +o0o. Thus by the repre-

sentation theorem, there exist an appropriate probability space (Q*, F*,P*) and
couplings Y (™, Y(©) of the processes (X, P,,) and (X,Py), respectively, such that
(V2 im0 = (Y im0 as n— +o0
P*-almost surely in the Skorokhod space, where for k > 1, ¢ = inf{t > 0 :
||Yt(k)|| >0} and ¢p :=1inf{t > 0: ||Y;(O)|| > 0}. We observe that for n > 1,
Y™, YOy <48 +2[g, — o] AT+ d(V ¥ ).
Thus by the Lipschitz continuity of f,
(9.2)
P* [f(Y(”))} _ P [f(Y@))} ‘ < 456 + 26" [Jon — so A 1] + 1P [V YO))]

Obviously the third term converges to 0 as n — +o0o by the dominated convergence
theorem. Note that

P* [lsn —sol A1] < P* ¢ A1l +P* [¢o A 1].
Condition (i) implies that
lim lim sup P* [g, A 1] = lim limsup P, [r5" A 1] =0,

=0 n—s+4oo =0 n—s+4oo

and the right continuity of (Y(©) P*) implies that lims_,o P* [¢ A 1] = 0. Hence we

get by ([@2) that limsup,_, . [P* [f(Y")] —P* [f(Y©)]| < 4k6. Hence (@)
follows immediately by letting § — 0. (]

Lemma 9.2. For any 6 > 0 and any bounded continuous function f : H — R,
2P, [r5 A1) and z— P, [f(XTée)] are continuous on H.
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Proof. Fix an arbitrary § > 0. Suppose zj,, 200 € H satisfies that lim, . 2, =
Zoo- It follows by Lemma that (X,P, ) — (X,P._) in distribution under the
Skorokhod topology. For n > 0, let (Y™ P*) and (Y,P*) be couplings of (X,P.)
and (X,P,_), respectively, such that Y () — Y P*-a.s. in the Skorokhod topology.
Let S:=inf{t >0: |Y;|| >} and ¢, :=inf{t > 0: ||Yt(n)|| > §} for n > 0. Since
X is a sphere-exterior regular process, so is Y, which implies that ||Y;|| # § for any
t < S P*-a.s. In view of this, it follows by [57, Theorem 13.6.4] that

(6, Y1) = (S,Ys) P*-as.
as n — +oo. Consequently ((7'59 ,XTée)JP’zn) converges in distribution to

((7'597 XT(?)’ IP’ZOO), and hence this lemma follows. O

Lemma 9.3. For any sequence {z, : n > 0} C H with lim, 1o 2, = 0, we have

(9.3) lim limsup P, [r5 A 1] = 0.

-0 n—s+oo

Proof. Without loss of generality we assume S is a compact subset of S4~1. It
suffices to prove ([@3) for a sequence {z, : n > 0} with lim, 1 ||z,]| = 0 and
lim,, 40 arg(z,) = 6 for some 6 € S. We first consider the case where arg(z,) = 6
for n sufficiently large. By the Lamperti-Kiu transform one has

+
d 7—logzi «
(T?,]P’x) = (/0 e g“du,P10g|$|7mg(x)> V6 >0,z € H.

Taking expectations of both sides and using the translation invariance of ¢ and
Fubini’s theorem, we have for every « € H with ||z|| < J,

R
Tog &
Po[r5] = Plog|jafarg(@) l /0 e“”ﬂ]

o
= 6Plog(|la]l/5),are(x) VO eaf“dU]

(oo} _ —_
6“/0 duPog(|z)1/6),are(x) {e_a(gu_&“)eafu1{§u§0}]

70‘(5;(1 —&eq )

[eAH 1 Oéie
(9-4) = Ol Plog el /o) ars(a) {e et ql{s’quo}} :

Set y = log(||z||/6) < 0 and u = arg(x). By Proposition and the monotone
convergence theorem we have

1 —a(fe, — ag,
gpyﬁu [e (oq—be) g seql{équo}]

1 _ —
— _ —o feq_feq) o ‘feq*‘ | ~
= Fou [e ( e y)l{geqsm}}

¢
/ e 1rea(z—1yl) () +nf / e~ 958 g
R+t x8x[0,|y|] 0

¢
(9.5) — e =2 1+ (p) 4 nf /e_o‘sds
Sx[0,]yl] 0

V.F(dr,dv,dz)

U (dv,dz)
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as ¢ | 0. It follows from ([@.4]) and (@.3]) that

¢
(9.6) P., [75] :50‘/ e~ lynl=2) 1 ¥ (p) 4 nf / e *ds
Sx[0,]yn] 0

where y, = log(||z]|/d). Since |y,| — +o00 as n — +oo, by (B9) the integral on
the right-hand side converges to

é/s [K+(U) +nf (/OC ea5d5>

which is bounded from above by c.+/a. Hence ([@3) follows by letting § — 0 in
[@8). For a more general sequence {z, : n > 0} which satisfies the conditions
stated in the beginning of this proof, we set 2z} := ||z,||#. The above argument
shows that lims_,o limsup,,_, o P.x [75 A1] = 0. Since limp 400 |25 — 2nl = 0
and by Lemma the function z — P, [7'59 A 1] is uniformly continuous on any
compact subset of H, we have lim,, |]P)z;§ [759 A 1} P, [759 A 1]‘ = 0, and
hence ([@.3)) follows.

U (dv,dz)

™" (dv),

Lemma 9.4. Suppose {z, : n > 0} C H satisfies lim, 4 2, = 0. Then for
any 6 > 0, the probability measures P, (XTée € ) converge weakly to a proper

distribution ps(-) on H.
Proof. We need to show that there exists a distribution ps on H such that

(9.7) lim P., [f(X,5)] = A fdus

n——+00

for every bounded continuous function f : H — R. In view of Lemma and the
argument at the end of the above proof, we only need to prove that (@.1) holds for
a sequence {z, : n > 0} where lim,_, {  ||2n|| = 0 and arg(z,) = 6 for n sufficiently
large. By the Lamperti-Kiu transform we have

P., {f(XTée)] = Plog |z 1.0 [f (exp{ﬁntgg}@ntgs)]

I e exp &+ —log—r .
log 2 I ”” “’g T

Since ||z,|| — 0 and log(d/||zn||) — +o0, Proposition B4 yields that the distribu-

tion of (& + —log(6/||znl]), ©,+ ) converges weakly to p©. Thus the
Tioa(s/ sy 1) 1085/ 112 1)

expectation on the right-hand side of the above equation converges to

/ f (elogéezv) p°(dz, dv).
Rt xS

Hence, by setting ps(-) = [pi g Tfelossezve.} 0% (dz, dv), we get ([@.7). O

=Py

Lemma 9.5. For any § > 0, we have Pgy (XTde € ) = ps(-).

Proof. Suppose f: H — R is an arbitrary bounded continuous function and o, :=
1/n for n > 1. By the strong Markov property, we have for any 0 < o, < 4,

(9.8) Po [£(X,2)] =P [Bx o [£(X,0)]] =Po [9(X,)]
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where g(x) := P, [ f (XTSG)} . Since under Py the process X; leaves 0 instantaneously
and continuously, we have X & — 0 Po-a.s. as n — +oo. Hence by Lemma 0.4

g(XTa@n) =Px [f(XTée)] — us5(f) Pp-a.s. By letting n — +oco in (@8) we get

on

that Pg |:f(XT59):| = ps(f), which yields this lemma. O

Proof of Theorem [63l The statements of (C1), (C2), and (C3) are from Propo-
sitions 2043 B4, and B0, respectively. Hence we only need to show (C4) and
(C5).

(C4): We get Py = w-limys,,0 P, by a combination of Lemmas Prop-
erties (@) and (B are direct consequences of the construction of (X, Py) given in Sec-
tion® Next we show that (X, {P,,z € Ho}) is a Feller process. Let HY = HoU{d}
(resp. Ha = H U {A}) be the one-point compactification of Hy (resp. H). Both
HY and H, are compact separable metric spaces. Let Co(Ho) (resp. Co(H)) be
the class of continuous functions on HY (resp. Ha) vanishing at 9 (resp. A).
Fix an arbitrary f € Co(Ho), and let P, f(z) = P, [f(X,)] for z € Ho and
t > 0. To show the Feller property, it suffices to show that P.f € Cy(Ho) for
all ¢ > 0 and lim;_,oy Pif(2) = f(2) for all z € Hy . The latter holds naturally
since (X,{P.,z € Ho}) is a right continuous process. We only need to show that
P.f € Co(Hyp) for t > 0. Suppose z,,z € Ho and z,, — z. It is proved by the
above argument and Lemma that w-lim,,—, 4 P5, = P, in the weak sense of
measures on the Skorokhod space. If

(9.9) Py (Xi— # Xy) =0

for ¢ > 0, then it follows by [32 Proposition VI.2.1] that (X;,P, ) converges in
distribution to (X, P,), and hence lim, 100 Prf(x,) = limy, 400 Py, [f(Xe)] =
P, [f(X:)] = Pif(z). Note that for z € H and ¢ > 0,

Py (Xe— # Xt) = Prog|iafare(x) ((Eon)— Opt)-) # (o), Or)) -

where ¢(t) defined in (I2]) is a stopping time with respect to the process ((&, ©), P).
Hence ([@3) holds by the quasi-left continuity of ((¢,0),P). For x = 0, we have
by the Markov property that

Po (X,— # X,) = P (IP’XW (X%_ #X%)) —0 V>0

Thus we have proved (@.9) holds for all x € Hy and ¢t > 0. Hence z — P.f(2)
is continuous on Hy. Next we show that P,f vanishes at 9. Let C}(Ho) be the
subclass of Cy(Ho) vanishing at 0. We observe that if a sequence {z, :n > 1} C H
converges to either @ or 0 in the space H9, it also converges to A in the space
Ha. So a function g in Cj(Ho) can be viewed as a function in Cy(H) by setting
g(A) =0. Thus by Lemma 6.2 for any H > z,, — 0 we have

(9.10) Jim  Prg(en) = lm P, [9(Xe)] =0

for all g € C§(Ho) and ¢ > 0. If, in particular, we take z, = e™@ where (r,,0) €
R x S and r, — 400, then by the scaling property and the bounded convergence
theorem, we have

lim Pih(z,) = lim Ppylh(e™ Xe-ary)] =0

n—-+oo n—-+oo
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for all h € Co(Ho) and ¢t > 0. This combined with ([@.I0) implies that as x,, — 0
the distribution of (X, P, ) converges weakly to the Dirac measure at 0. We use
B(0,6) to denote the §-neighborhood of 0. It follows that

(9.11) H%l;gapx (X: € B(0,6)) =0 V§>0.

Note that for every x € H and 6 > 0,
[Pef(z)] < P2 [f(Xe); Xo € B(0,6)]| + [Pa [f(Xe); Xo & B(0,0)]]

< fllocPe (X € B(0,6)) +  sup  |f(y)].
yEH\B(0,5)
In view of (QII)) and the fact that f vanishes at 9, by letting * — 9 and then
0 — +oo in the above inequality, we get that limys,—0 |Pf(x)] = 0. Hence

P.f € Co(Ho). Therefore (X, {P,,z € Ho}) is a Feller process.

Recall that ((Xt):>0,Po) has the same transition rates as the ssMp (X, {P,,z €
H}). Thus by the Markov property, to show that (X,Pp) is self-similar, we only
need to show that (X, Pg) < (cXo-ay,Po) for every t > 0 and ¢ > 0, and this is
true since

. d .
(Xt,Pp) = w- Hlalggo(X“PCZ) = w- Hggo(cch(xt,Pz) = (cX;-at, Po)-

Finally we show the uniqueness of Py. Suppose there exists another probability
measure P§ for which the property (B)) is satisfied. Using the Feller property twice
we get

Pi(Xi € )=w- lim P, (X;€:)=Py(X;€-) foreveryt>D0.
H32z—0
Hence by the Markov property P§ is equal to Py. Suppose now that, instead, Pj

satisfies the property (B)). Then for any ¢ > 0 and any bounded continuous function
h:S8—R,

Pi(h(X)] = lim P lA(Xir)

= Ggr&_ PG [Px, [M(X4)]]
= Py [h(Xy)].

We used in the first equality the fact that (X, Pg) is a right continuous process and
in the second equality the Markov property. The fact that lim. ,o4 X = 0 P§-
a.s. and the Feller property of (X,{P,,z € Ho}) imply that Px_(X, € -) converges
weakly to Py (X; € -) Pi-a.s. This is used in the third equality. The above equation
implies that P§(X; € -) = Po(X; € -) for all £ > 0, and therefore Pj is equal to Py
again by the Markov property.

(C5): By the strong Markov property and the sphere-exterior regularity of
(X, {P,,z € H}), we have

Py (|| X¢|| = 6 for some t € (0,75))
=P <||Xt\| =9 for some t € [’7’(82,7'56),’7'(82 < 759)
=Py []P’X o ([ X¢]| = 6 for some t < 1) ;759/2 < 759]
T5/2

=0.
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In view of this and the fact that w-limys, ,oP, = Py in the Skorokhod space, it
follows by the Skorokhod representation theorem and [57, Theorem 13.6.4] that

((XT(;@JXTS@),]P’Z) converges in distribution to ((XT(;@JXTS@),]P’O) as z — 0. We
note that for any x > 0 and 6 € S,

Pyo—= (arg(XTlei) € dv, 10g||XT?7|| € dy, arg(XTle) € do, log||XTleH € dz)
=P (0,0 €dv, & €dy, O, €do, &1 € dz)
—Pog (0, €dv, & —wedy, O, €do, & —wEdz).

By Proposition 54 the last distribution converges weakly to p(dv,dy,d¢,dz) as
x — +00. Hence by the above argument we get

W_HIBimOIPZ (arg(XTle_)Edv, log | X o_|ledy, arg(X o)edo, log||XTeH€dz)
PN 1 1 1

~P, (arg(XTlef) € dv, log || X,o_| € dy, arg(X,c) € do, log||X,c | € dz)
= p(dv, dy, d¢, dz).
This completes the proof.
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