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Preface to the First Edition

In 2003, I began teaching a course entitled Lévy processes on the Amsterdam-
Utrecht masters programme in stochastics and financial mathematics. Quite
naturally, I wanted to expose my students to my own interests in Lévy pro-
cesses; that is, the role that certain subtle behaviour concerning their fluctua-
tions plays in explaining different types of phenomena appearing in a number
of classical models of applied probability. Indeed, recent developments in the
theory of Lévy processes, in particular concerning path fluctuation, have of-
fered the clarity required to revisit classical applied probability models and
improve on well-established and fundamental results.

Whilst teaching the course, I wrote some lecture notes which have now
matured into this text. Given the audience of students, who were either en-
gaged in their “afstudeerfase”l] or just starting a Ph.D., these lecture notes
were originally written with the restriction that the mathematics used would
not surpass the level that they should, in principle, have reached. Roughly
speaking that means the following: having experience to the level of third year
or fourth year university courses delivered by a mathematics department on

- foundational real and complex analysis,

- basic facts about L? spaces,

- measure theoretic probability theory,

- elements of the classical theory of Markov processes, stopping times and
the strong Markov property,

- Poisson processes and renewal processes,

- Brownian motion as a Markov process and

- elementary martingale theory in continuous time.

For the most part, this affected the way in which the material is handled when
compared with the classical texts and research papers from which almost all
of the results and arguments in this text originate. A good example of this is
the conscious exclusion of calculations involving the master formula for the
Poisson point process of excursions of a Lévy process from its maximum.

1 The afstudeerfase is equivalent to the typical European masters-level programme.
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viii Preface to the First Edition

There are approximately 80 exercises, which are also pitched at a level
appropriate to the aforementioned audience. Indeed, several of the exercises
have been included in response to some of the questions that have been
asked by students themselves, concerning curiosities of the arguments given
in class. Arguably some of the exercises are quite long. These exercises re-
flect some of the other ways in which I have used preliminary versions of this
text. A small number of students in Utrecht also used the text as an indi-
vidual reading/self-study programme contributing to their “kleine scripite”
(extended mathematical essay) or “onderzoekopdracht” (research project).
In addition, some exercises were used as (take-home) examination questions.
The exercises in the first chapter are, in particular, designed to show the
reader that the basics of the material presented thereafter is already accessi-
ble assuming basic knowledge of Poisson processes and Brownian motion.

There can be no doubt, particularly to the more experienced reader, that
the current text has been heavily influenced by the outstanding books of
Bertoin (1996) and Sato (1999), especially the former which also takes a pre-
dominantly pathwise approach to its content. It should be reiterated however
that, unlike these two books, this text is not intended as a research mono-
graph nor as a reference manual for the researcher.

Writing of this text began whilst I was employed at Utrecht University in
the Netherlands. In early 2005, I moved to a new position at Heriot—Watt
University in Edinburgh, and then, in the final stages of completion of the
book, to the University of Bath. Over a period of several months my presence
in Utrecht was phased out and my presence in Edinburgh was phased in.
Along the way, I passed through the Technical University of Munich and the
University of Manchester. I should like to thank these four institutes and my
hosts for giving me the facilities necessary to write this text (mostly time and
a warm, dry, quiet room with an ethernet connection). I would especially
like to thank my colleagues at Utrecht for giving me the opportunity and
environment in which to develop this course, Ron Doney, during his two-
month absence, for lending me the key to his office, thereby giving me access
to his book collection whilst mine was in storage, and Andrew Cairns for
arranging to push my teaching duties into 2006, thereby allowing me to focus
on finalising this text.

Let me now thank the many, including several of the students who took
the course, who have made a number of remarks, corrections and suggestions
(major and minor) which have helped to shape this text. In alphabetical
order these are: Larbi Alili, David Applebaum, Johnathan Bagley, Erik Bau-
rdoux, M.S. Bratiychuk, Catriona Byrne, Zhen-Qing Chen, Gunther Cornelis-
sen, Irmingard Eder, Abdelghafour Es-Saghouani, Serguei Foss, Uwe Franz,
Shota Gugushvili, Thorsten Kleinow, Pawel Kliber, Claudia Kliippelberg,
V.S. Korolyuk, Ronnie Loeffen, Alexander Novikov, Zbigniew Palmowski,
Goran Peskir, Kees van Schaik, Sonja Scheer, Wim Schoutens, Budhi Arta
Surya, Enno Veerman, Maaike Verloop and Zoran Vondracek. In particular,
I would also like to thank Peter Andrew, Jean Bertoin, Nick Bingham, Ron



Preface to the First Edition ix

Doney, Niel Farricker, Alexander Gnedin, Amaury Lambert, Antonis Papa-
pantoleon and Martijn Pistorius who rooted out many errors from extensive
sections of the text and provided valuable criticism. Antonis Papapantoleon
very kindly produced some simulations of the paths of Lévy processes which
have been included in Chap. 1. I am most grateful to Takis Konstantopoulos
who read through earlier drafts of the entire text in considerable detail, tak-
ing the time to discuss with me at length many of the issues that arose. The
front cover was produced in consultation with Hurlee Gonchigdanzan and
Jargalmaa Magsarjav. All further comments, corrections and suggestions on
the current text are welcome.

Finally, the deepest gratitude of all goes to Jagaa, Sophia and Sanaa for
whom the special inscription is written.

Edinburgh Andreas E. Kyprianou
June 2006






Preface to the Second Edition

For the second edition, I have made a number of typographic, historical and
mathematical corrections to the original text. I am deeply grateful to many
people who have been kind enough to communicate some of these corrections
to me. In this respect, I would like to mention the following names, again, in
alphabetical order: Hansjoerg Albrecher, Larbi Alili, Sandra Palau Calderon,
Loic Chaumont, Ron Doney, Leif Déring, Lyn Imeson, Irmingard Eder, Janos
Englénder, Hans Gerber, Sasha Gnedin, Martin Herdegen, Friedrich Hubalek,
Robert Knobloch, Takis Konstantopoulos, Alexey Kuznetsov, Eos Kypri-
anou, Ronnie Loeffen, Juan Carlos Pardo, Pierre Patie, José-Luis Tripitaka
Garmendia Pérez, Victor Rivero, Antonio Elbegdorj Murillo Salas, Paavo
Salminen, Uwe Schmock, Renming Song, Matija Vidmar, Zoran Vondracek,
Long Zhao and Xiaowen Zhou. I must give exceptional thanks to my four
current Ph.D. students, Maren Eckhoff, Marion Hesse, Curdin Ott and Alex
Watson, who diligently organised themselves to give an extremely thorough
read of the penultimate draft of this document. Likewise, Erik Baurdoux and
Kazutoshi Yamazaki deserve exceptional thanks for their meticulous proof-
reading of substantial parts of the text. In particular, Erik must be com-
mended for his remarkable stamina and ability to spot the most subtle of
errors.

The biggest thanks of all however must go to the mighty Nick Bingham
who committed himself to reading the entire book from cover to cover. Aside
from errors of a mathematical and historical nature, he uncovered untold
deficiencies in my use of the English languageE As T explained to Nick, it
is through my Mancunian state-school education that these deficiencies can,
of course, be blamed on Margaret Thatcher. Sincerely, thank you, Nick, for
having the patience to fight your way through both my grammar and punc-
tuation and to teach me by example.

2 Many thanks to Erik Baurdoux who ironically pointed out that, in the penultimate
draft of this manuscript, even the original version of the sentence referred to by this
footnote was a grammatical messH

3 Erik also took issue with the wording in footnote 2 above.
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xii Preface to the Second Edition

I have also included some additional material which reflects some of the
many developments that have occurred in the theory and application of Lévy
processes since the last edition, and which I believe are accessible at the
level that I originally pitched this book. Within existing chapters, I have
included new material on the theory of special subordinators and I have
updated the discussion on particular examples of Wiener—Hopf factorisations.
I have also included three new chapters. One chapter concerns the theory of
scale functions and another their use in the theory of ruin. Finally, the third
new chapter addresses the theory of positive self-similar Markov processes.
Another notable change to the book is that the full set of solutions at the
back has been replaced by a more terse set of hints. This follows in response
to the remarks of several colleagues who have used the book to teach from,
as well as using the exercises as homeworks. Finally, the title of the book has
also changed. Everyone hated the title of the first edition, most of all me.
Within the constraints of permuting the original wording, I am not sure that
the new title is a big improvement.

The final big push to finish this second edition took place during my six-
month sabbatical as a guest at the Forschungsinstitut fiir Mathematik, ETH
Ziirich. I am most grateful to Paul Embrechts and the FIM for the invitation
and for accommodating me so comfortably.

Once again, by way of a new inscription, special thanks go to Jagaa,
Sophia, Sanaa and, the new addition to the family, little Alina (although
she is not so little any more as it took me so long to get through the revision
in the end).

Ziirich Andreas E. Kyprianou
December 2012
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Chapter 1
Lévy Processes and Applications

In this chapter, we define and characterise the class of Lévy processes. To
illustrate the variety of processes captured within the definition of a Lévy
process, we explore briefly the relationship between Lévy processes and in-
finitely divisible distributions. We also discuss some classical applied probabil-
ity models, which are built on the strength of well-understood path properties
of elementary Lévy processes. We hint at how generalisations of these models
may be approached using more sophisticated Lévy processes. At a number of
points later on in this text, we handle these generalisations in more detail.
The models we have chosen to present are suitable for the course of this text
as a way of exemplifying fluctuation theory but are by no means the only
applications.

1.1 Lévy Processes and Infinite Divisibility

Let us begin by recalling the definition of two familiar processes, a Brownian
motion and a Poisson process.

A real-valued process, B = {B; : t > 0}, defined on a probability space
2, F,P) is said to be a Brownian motion if the following hold:

i)  The paths of B are P-almost surely continuous.
P(By =0) = 1.
For 0 < s <t, B; — By is equal in distribution to B;_s.
iv) For 0 < s <t, B — By is independent of {B,, : u < s}.
v For each t > 0, B; is equal in distribution to a normal random variable
with zero mean and variance t.
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A process valued on the non-negative integers, N = {N; : t > 0}, defined
on a probability space ({2, F,P), is said to be a Poisson process with intensity
A > 0 if the following hold:



2 1 Lévy Processes and Applications

i) The paths of N are P-almost surely right-continuous with left limits.
P(Ny =0)=1.

For 0 < s <t, Ny — Ny is equal in distribution to N;_.

For 0 < s <t, Ny — N; is independent of {N, : u < s}.

v For each t > 0, NV, is equal in distribution to a Poisson random variable
with parameter \t.
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On first encounter, these processes would seem to be considerably different
from one another. Firstly, Brownian motion has continuous paths whereas a
Poisson process does not. Secondly, a Poisson process is a non-decreasing
process, and thus has paths of bounded variation over finite time horizons,
whereas a Brownian motion does not have monotone paths and, in fact, its
paths are of unbounded variation over finite time horizons.

However, when we line up their definitions next to one another, we see
that they have a lot in common. Both processes have right-continuous paths
with left limits, both are initiated from the origin and both have stationary
and independent increments. We may use these common properties to define
a general class of one-dimensional stochastic processes, which are called Lévy
processes.

Definition 1.1 (Lévy Process). A process X = {X; : t > 0}, defined on
a probability space (2, F,P), is said to be a Lévy process if it possesses the
following properties:

(i) The paths of X are P-almost surely right-continuous with left limits.
(i) P(Xo=0)=1.

(i1i))  For0<s<t, Xy — X, is equal in distribution to X;_s.

(iv) For0<s<t, X; — X; is independent of {X, : u < s}.

Unless otherwise stated, from now on, when talking of a Lévy process, we
shall always use the measure P (with associated expectation operator E) to be
implicitly understood as its law[] We shall also associate to X the filtration
F = {F; : t > 0}, where, for each ¢t > 0, F; is the natural enlargement of the
filtration generated by {X, : s < t}. (See Definition 1.3.38. of Bichteler (2002)
for a detailed description of what this means.) In particular, this assumption
ensures that, for each t > 0, F; is complete with respect to the null sets of
P|7, and there is right-continuity, in the sense that 7 = (1 ., A

1 'We shall also repeatedly abuse this notation throughout the book as, on occasion, we
will need to talk about a Lévy process, X, referenced against a random time horizon,
say e, which is independent of X and exponentially distributed. In that case, we shall
use P (and accordingly E) for the product law associated with X and e.

2 Where we have assumed natural enlargement here, it is commonplace in other
literature to assume that the filtration F satisfies “les conditions habituelles”. In
particular, for each ¢t > 0, F¢ is complete with respect to all null sets of P. This can
create problems, for example, when looking at changes of measure (as indeed we will
in this book). The reader is encouraged to read Warning 1.3.39. of (@)
for further investigation.
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The term “Lévy process” honours the work of the French mathematician
Paul Lévy who, although not alone in his contribution, played an instru-
mental role in bringing together an understanding and characterisation of
processes with stationary independent increments. In earlier literature, Lévy
processes can be found under a number of different names. In the 1940s,
Lévy himself referred to them as a sub-class of processus additifs (additive
processes), that is, processes with independent increments. For the most part,
however, research literature through the 1960s and 1970s refers to Lévy pro-
cesses simply as processes with stationary independent increments. One sees
a change in language through the 1970s and by the 1980s the use of the term
“Lévy process” had become standard.

From Definition [[T] alone it is difficult to see just how rich the class of
Lévy processes is. The mathematician/de Finetti ) introduced the notion
of infinitely divisible distributions and showed that they have an intimate
relationship with Lévy processes. It turns out that this relationship gives a
reasonably good impression of how varied the class of Lévy processes really
is. To this end, let us now devote a little time to discussing infinitely divisible
distributions.

Definition 1.2. We say that a real-valued random variable, ©, has an in-
finitely divisible distribution if, for each n = 1,2, ..., there exists a sequence
of i.i.d. random variables ©1 y, ..., Oy n such that

Qgel,n'i_""i_@n,na

where < is equality in distribution. Alternatively, we could have expressed this
relation in terms of probability laws. That is to say, the law p of a real-valued
random variable is infinitely divisible if, for each n = 1,2, ..., there exists
another law p, of a real-valued random variable such that pu = pX". (Here
wi™ denotes the n-fold convolution of p,.)

In view of the above definition, one way to establish whether a given
random variable has an infinitely divisible distribution is via its characteristic
exponent. Suppose that © has characteristic exponent ¥ (u) := — log E(e*®),
defined for all v € R. Then © has an infinitely divisible distribution if, for
all n > 1, there exists a characteristic exponent of a probability distribution,
say ¥, such that ¥(u) = n¥,(u), for all u € R.

The full extent to which we may characterise infinitely divisible distribu-
tions is described by the characteristic exponent ¥ and an expression known
as the Lévy—Khintchine formula.

Theorem 1.3 (Lévy—Khintchine formula). A probability law, u, of a
real-valued random variable is infinitely divisible with characteristic exponent

7,
/ 9 (dz) = e @ for 6 € R,
R
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if and only if there exists a triple (a,o,II), where a € R, 0 € R and II is a
measure concentrated on R\{0} satisfying [, (1 Aa?) II(dz) < oo, such that

1 .
W () = iaf + 50292 + /R(1 — e 41021 (| <1)) I (da),

for every 0 € R. Moreover, the triple (a,c?,II) is unique.
Definition 1.4. The measure IT is called the Lévy (characteristic) measure.

The proof of the Lévy—Khintchine characterisation of infinitely divisible
random variables is quite lengthy and we choose to exclude it in favour of
moving as quickly as possible to fluctuation theory. The interested reader is
referred to [Lukacs (1970) or [Satd (1999) to name but two of many possible
references.

A special case of the Lévy—Khintchine formula was established by
(@ for infinitely divisible distributions with second moments. However, it
was (@) who gave a complete characterisation of infinitely divisible
distributions and, in doing so, he also characterised the general class of pro-
cesses with stationary independent increments. Later, Khintchine (1937) and
) gave further simplification and deeper insight to Lévy’s original
proof. All of this was integrated in Lévy’s book of 1948 (with second edition
in 1965); cf. (1948).

Let us now discuss in greater detail the relationship between infinitely
divisible distributions and processes with stationary independent increments.

From the definition of a Lévy process, we see that, for any ¢ > 0, X is
a random variable belonging to the class of infinitely divisible distributions.
This follows from the fact that, for any n = 1,2, ...,

X = Xyn + (Xogyn — Xign) + -+ (Xt = Xn—1ye/m), (1.1)

together with the facts that X has stationary independent increments and
that Xy = 0. Suppose, now, that we define, for all § € R, ¢t > 0,

7y (0) = —logE ().
Then using (L)) twice, we have, for any two positive integers m, n, that
m¥y (0) = U, (0) = 1y, (0) -
Hence, for any rational ¢ > 0,
v, (0) = td (0) . (1.2)

If ¢ is an irrational number, then we can choose a decreasing sequence of
rationals {¢, : n > 1} such that ¢, | ¢ as n tends to infinity. Almost sure
right-continuity of X implies right-continuity of exp{—%; (6)} (by dominated
convergence) and hence ([L2)) holds for all ¢ > 0.
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In conclusion, any Lévy process has the property that, for all ¢ > 0,
E (e!%) = e () (1.3)

where ¥ (0) := ¥ () is the characteristic exponent of X;. Moreover, the
latter has an infinitely divisible distribution.

Definition 1.5. In the sequel, we shall also refer to W (6) as the characteristic
exponent of the Lévy process.

It is now clear that each Lévy process can be associated with an infinitely
divisible distribution. What is not clear is whether given an infinitely divisible
distribution, one may construct a Lévy process X, such that X; has that
distribution. This issue is dealt with by the following theorem, which gives
the Lévy—Khintchine formula for Lévy processes.

Theorem 1.6 (Lévy—Khintchine formula for Lévy processes). Sup-
pose that a € R, 0 € R and II is a measure concentrated on R\{0} such that
Je(X A 2?)II(dz) < co. From this triple, define for each 6 € R,

' (9) =iaf + %026‘2 + ‘/R(l —elf7 4 i@xl(‘z‘d))ﬂ(dx).

Then there exists a probability space, (2, F,P), on which a Lévy process is
defined having characteristic exponent W.

The proof of this theorem is rather complicated, but very rewarding as
it also reveals much more about the general structure of Lévy processes.
Later, in Chap.[2l we will prove a stronger version of this theorem, which

also explains the path structure of the Lévy process in terms of the triple
(a,o,IT).

1.2 Some Examples of Lévy Processes

To conclude our introduction to Lévy processes and infinite divisible distri-
butions, let us proceed to some concrete examples. Some of these will also be
of use later to verify certain results from the forthcoming fluctuation theory
we will present.

1.2.1 Poisson Processes

For each A > 0, consider a probability distribution py which is concentrated
on k=0,1,2,... such that uy({k}) = e *\*/k!, that is to say, the Poisson
distribution. An easy calculation reveals that
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. i0
> e ua({k}) = e M)

k>0
= |:e_%(1_ei9):| " .

The right-hand side is the characteristic function of the sum of n independent
Poisson variables, each of which has parameter A\/n. In the Lévy—Khintchine
decomposition, we see that a = ¢ = 0 and IT = A\d;, where ¢; is the Dirac
measure supported on {1}.

Recall that a Poisson process, {N; : t > 0}, is a Lévy process such that,
for each t > 0, N, is Poisson distributed with parameter At. From the above
calculations, we have

E(eiGNt) _ e—kt(l—em)

and hence its characteristic exponent is given by ¥ (#) = A(1—e'?), for § € R.

1.2.2 Compound Poisson Processes

Suppose now that IV is a Poisson random variable with parameter A > 0 and
that {§; : ¢ > 1} is a sequence of i.i.d. random variables (independent of N)
with common law F' which has no atom at zero. By first conditioning on NV,
we have for 6 € RE

E(eiezj\’zlgi) _ ZE(e“’Z?:l&)e*A)\—

n!
n>0
. n A\
= Z </ e‘emF(d:r)> e N
7>0 R n!
— oM p(1=e"")F(da) (1.4)

We see from (I4) that distributions of the form Zfil &; are infinitely divis-
ible with triple a = —\ f0<‘1‘<1xF(dx), o = 0 and II(dx) = AF(dx), for
x # 0. If F consists of an atom of unit mass at 1, then we have simply a
Poisson distribution. Note also that if we allow the distribution F' to have an
atom at zero, then the expression in the exponent on the right-hand side of
(C4) remains the same. Moreover, straightforward computations show that
we may interpret it as corresponding to the characteristic exponent of a com-
pound Poisson process with arrival rate A(1 — F'({0})) and jump distribution
F(dz)/(1 — F({0})), for x € R\{0}.

3 Here and throughout the remainder of the book, we use the convention that, for
any n =20,1,2,---, Z+1~:0.
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Suppose now that {N; : ¢ > 0} is a Poisson process with intensity A > 0
and consider a compound Poisson process {X; : t > 0} defined by

Ny
Xp=> & t>0.
=1

Using the fact that N has stationary independent increments together with
the mutual independence of the random variables {&; : ¢ > 1}, by writing

Ny
Xi=X.+ Y &

i=Ng+1

for 0 < s <t < o0, it is clear that X; is the sum of X, and an independent
copy of X;_,. Right-continuity and left limits of the process {N; : ¢ > 0}
also ensure right-continuity and left limits of X. In conclusion, compound
Poisson processes are Lévy processes. From the calculations in the previous
paragraph, for each ¢ > 0, we may substitute N; for the variable N; to
discover that the Lévy—Khintchine formula for a compound Poisson process
takes the form ¥(0) = A [ (1 — €'") F(dz). Note in particular that the Lévy
measure of a compound Poisson process is always finite with total mass equal
to the rate A\ of the underlying process N.

Compound Poisson processes provide a direct link between Lévy processes
and random walks. Recall that a random walk is a discrete-time process of
the form S = {S,, : n > 0} where

So=0and S, = &, forn > 1. (1.5)

=1

A compound Poisson process is nothing more than a random walk whose
jumps have been spaced out in time with independent and exponentially
distributed inter-arrival periods.

1.2.3 Linear Brownian Motion

Take the probability law

1 (@—~)2 /252
fhs,y () o= o =22 g,

supported on R, where v € R and s > 0. This is the well-known Gaussian
distribution with mean v and variance s2. It is well known that
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iz — 1520210
[ e ) = o0
R

s V2092 5 n
= e_%(ﬁ) o +19%j| ’

showing, again, that it is an infinitely divisible distribution, this time with
a=—v,0=sand Il =0.

We immediately recognise the characteristic exponent ¥(6) = 5262 /2 —ify
as that of a scaled Brownian motion with linear drift (otherwise referred to
as linear Brownian motion),

Xt = SBt-i-’}/t, t> 0,

where B = {B, : t > 0} is a standard Brownian motion. It is a trivial exercise
to verify that X has stationary independent increments with continuous paths
as a consequence of the fact that B does.

1.2.4 Gamma Processes

For a, 8 > 0, define the gamma-(«, ) distribution by its associated proba-
bility measure
B
_ o B—1_—ax
ta,g(dz) = e de,
pldz) = = B

concentrated on (0, 00). Note that when 8 = 1, this is the exponential distri-
bution. We have

elﬁm o de) = ————
/0 pop(d0) = R

1 n
: [(1 - i@/a)ﬂ/"]
and infinite divisibility follows. For the Lévy-Khintchine decomposition, we
have 0 = 0 and II(dx) = Bz~ e **dx, concentrated on (0,00) and a =

- fol aII(dx). However, this is not immediately obvious. The following lemma
proves to be useful in establishing the above triple (a,o,IT). Its proof is
Exercise [[L3} see also (Iﬁ)

Lemma 1.7 (Frullani integral). For all o, > 0 and z € C such thafl
Rz <0, we have

e At

4 The notation Rz refers to the real part of z.
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To see how this lemma helps, note that the Lévy-Khintchine formula for a
gamma distribution takes the form

w(0) = 6/000(1 - eiem)%e_wdx = Blog(1 —if/a),

for 6 € R. The choice of a in the Lévy—Khintchine formula is the necessary
quantity to cancel the term coming from i0x1(;<1) in the integral with
respect to I1, in the general Lévy—Khintchine formula.

According to Theorem [[L6 there exists a Lévy process whose Lévy—
Khintchine formula is given by ¥, the so-called gamma process.

Suppose now that X = {X; : t > 0} is a gamma process. Stationary in-
dependent increments tell us that, for all 0 < s <t < 00, Xy = X5 + )N(t,s,
where )N(t,s is an independent copy of X;_s. The fact that )Zt,s is strictly
positive with probability one (on account of it being gamma distributed) im-
plies that X; > X almost surely. Hence a gamma process is an example of a
Lévy process with almost surely non-decreasing paths (in fact its paths are
strictly increasing). Another example of a Lévy process with non-decreasing
paths is a compound Poisson process where the jump distribution F' is con-
centrated on (0, c0). Note, however, that a gamma process is not a compound
Poisson process, on two counts. Firstly, its Lévy measure has infinite total
mass, unlike the Lévy measure of a compound Poisson process, which is nec-
essarily finite (and equal to the arrival rate of jumps). Secondly, whilst a
compound Poisson process with positive jumps does have paths which are
almost surely non-decreasing, it does not have paths that are almost surely
strictly increasing.

Lévy processes whose paths are almost surely non-decreasing (or simply
non-decreasing for short) are called subordinators. We will return to a formal
definition of this subclass of processes in Chap.[2

1.2.5 Inverse Gaussian Processes

Suppose, as usual, that B = {B; : t > 0} is a standard Brownian motion.
Define the first passage time

Ts = inf{t > 0: B, + bt > s}. (1.6)

This is the first time a Brownian motion with linear drift b > 0 crosses above
level s. Recall that 75 is a stopping timdd for Brownian motion and, since
Brownian motion has continuous paths, we know that B, + br; = s almost

5 We assume that the reader is familiar with the basic notion of a stopping time for
a Markov process as well as the strong Markov property. Both will be dealt with in
more detail for a general Lévy process in Chap.[3l
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surely. From the strong Markov property, it is known that {B, i+ + b(7s +
t)—s:t >0} is equal in law to {B; + bt : t > 0} and hence, for all 0 < s < ¢,

Tt = Ts + Tt—s,

where 7;_, is an independent copy of 7. This shows that the process 7 :=
{7+ : t > 0} has stationary independent increments. Continuity of the paths
of {B; + bt : t > 0} ensures that 7 has right-continuous paths. Further, it
is clear that 7 has almost surely non-decreasing paths, which guarantees its
paths have left limits as well as being yet another example of a subordinator.
According to its definition as a sequence of first passage times, 7 is also the
almost sure right inverse of the graph of {B; + bt : t > 0}. From this, 7 earns
its name as the inverse Gaussian process.

According to the discussion following Theorem [[L3] it is now immediate
that, for each fixed s > 0, the random variable 7 is infinitely divisible. Its
characteristic exponent takes the form

W, (0) = s(v/—2i0 + b2 — b),

for all # € R, where ¥, corresponds to the triple a = —2sb~! f0b(27r)’1/2e*92/2dy,

oc=0and 1 ,
e_b%dx

V2ma3 ,

concentrated on (0, 00). The law of 75 can also be computed explicitly as

II(dz) = s

2 1,2
esbe—%(s 7 +b w)dw7

ps(dz) =

s
V23

for > 0. For the proof of these facts, see Exercise [LLGl

1.2.6 Stable Processes

Stable processes are the class of Lévy processes whose characteristic expo-
nents correspond to those of stable distributions. Stable distributions were
introduced by M @m, M) as a third example of infinitely divisible dis-
tributions after Gaussian and Poisson distributions. A random variable, Y, is
said to have a stable distribution if, for all n > 1, it observes the distributional
equality

Vit 4+ Y, La,Y +b,, (1.7)

where Y7, ...,Y,, are independent copies of Y, a,, > 0 and b,, € R. By sub-
tracting b, /n from each of the terms on the left-hand side of (I7]) and then
dividing through by a,, one sees, in particular, that this definition implies that
any stable random variable is infinitely divisible. It turns out that a,, = n'/®,



1.2 Some Examples of Lévy Processes 11

for o € (0,2]; see[Felled (1971), Sect. VI.1. In that case, we refer to the param-
eter o as the stability indez. A smaller class of distributions are the strictly
stable distributions. A random variable Y is said to have a strictly stable
distribution if it observes (7)) but with b,, = 0. In that case, we necessarily
have

Y+ 4 Y, £plley. (1.8)

The case a = 2 corresponds to zero mean Gaussian random variables and is
excluded in the remainder of the discussion as such distributions have been
dealt with in Sect.[[2Z.3

Stable random variables observing the relation (L) for « € (0,1) U (1,2)
have characteristic exponents of the form

¥ (0) = c|6]*(1 — iB tan ?sgn 0) + i, (1.9)

where 8 € [-1,1], n € R and ¢ > 0. Stable random variables observing the
relation (7)) for a = 1, have characteristic exponents of the form

2
W (0) = c|0|(1 +iB8—sgnblog|0|) + ibn, (1.10)
T

where 8 € [-1,1], n € R and ¢ > 0. Here, we work with the sign function,
sgnt = 1(p~0) — L(p<0)- To make the connection with the Lévy-Khintchine
formula, one needs o = 0 and

ciz~t%dz  for z € (0, 00)

calx|717%dx for x € (—o0,0), (1.11)

1 (dz) :{

where ¢ = —(¢1 + c2)I'(—a) cos(ma/2), c1,c2 > 0 and § = (¢1 — c2)/(c1 + ¢2)
if @« € (0,1) U (1,2) and ¢1 = ¢o if @ = 1. The choice of ¢ € R in the
Lévy—Khintchine formula is then implicit. Exercise [[L4] shows how to make
the connection between II and ¥ with the right choice of a (which depends
on «). Unlike the previous examples, the distributions that lie behind these
characteristic exponents are heavy tailed in the sense that the tails of their
distributions decay slowly enough to zero, so that they only have moments
strictly less than «. The value of the parameter 5 gives an indication of
asymmetry in the Lévy measure and likewise for the distributional asymme-
try (although this fact is not immediately obvious). The densities of stable
processes are known explicitly in the form of convergent power series. See
Zolotarey (1986), [Satd (1999) and [Samorodnitsky and T: (1994) for fur-
ther details of all the facts given in this paragraph. With the exception of
the defining property (L8]), we shall generally not need detailed information
on distributional properties of stable processes in order to proceed with their
fluctuation theory. This explains our reluctance to give further details here.

Two examples of the aforementioned power series that tidy up to more
compact expressions are centred Cauchy distributions, corresponding to a =
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1, 6 =0and n = 0, and %—stable distributions, corresponding to o = 1/2,
8 =1and n = 0. In the former case, ¥(0) = c|d|, for § € R, and its law is
given by

c 1

——d 1.12
7T(.’L'2+02) €z, ( )

for € R. In the latter case, ¥(0) = c||'/?(1 — isgn @) for 6 € R and its law
is given by

Note that an inverse Gaussian distribution coincides with a %-stable distri-
bution for s = c and b= 0.

Suppose that S(c, «, 5,7) is the distribution of a stable random variable
with parameters ¢, a, 8 and 1. For each choice of ¢ > 0, a € (0,2), 8 €
[-1,1] and n € R, Theorem tells us that there exists a Lévy process
with characteristic exponent given by (L9) or (II0)), according to the choice
of parameters. Further, from the definition of its characteristic exponent, it
is clear that, at each fixed time, the a-stable process will have distribution

S(Ct7 a? ﬂ? ,r]t)'

In this text, we shall henceforth make an abuse of notation and refer to an
a-stable process to mean a Lévy process based on a strictly stable distribution.

Strict stability means that the associated characteristic exponent takes the
form

[ clf|*(1 —iftan Tfsgn ) for a € (0,1) U (1,2)
(o) = {c|9| +ind ’ for a =1, (1.13)
where the parameter ranges for ¢, f and n are as above. The reason for
the restriction to strictly stable distributions is that we will want to make
use of the following fact. If {X; : ¢ > 0} is an a-stable process, then from
its characteristic exponent (or equivalently the scaling properties of strictly
stable random variables), we see that, for all A > 0, {X; : ¢ > 0} has the
same law as {\/* X, : t > 0}.

1.2.7 Other Examples

There are many more known examples of infinitely divisible distributions (and
hence Lévy processes). Of the many known proofs of infinitely divisibility for
specific distributions, most of them are non-trivial, often requiring intimate
knowledge of special functions. A brief list of such distributions might in-

clude generalised inverse Gaussian (see (Good (1953) and Jargenser (1982)),
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truncated stable (see Mﬁ (1984), Hougaard (1986), Koponen (1993),
rchenk rskii (2002d) and [Carr et al.| (2003)), generalised
hyperbohc (see lHalqreeﬂ (1979), Bingham and Kiesel (2004) and [Eberlein
), Barndorff-Nielsen and_Shephard (2001)), Meixner (seelSchoutens and Teugeld
, Pareto (see[Steutel (1970) andlIhQnd ([lB_ZL‘J )), F-distributions (see
(@)) Gumbel (see Johnson and Kotz (1970) and [Steutel (1973)),
We1bu11 see [Johnson and KotZ (1970) and [Steutel (1970)), lognormal isee
), Student t¢-distribution (see [Grosswald (1976) and Ismail
, Lamperti-stable (see/Caballero et all (2010)) and -class (see
)

Despite being able to identify a large number of infinitely divisible dis-
tributions, and hence their associated Lévy processes, it is not clear at this
point what the paths of Lévy processes look like. The task of giving a math-
ematically precise account of this lies ahead in Chap.2l In the meantime, let
us make the following informal remarks concerning paths of Lévy processes.

Exercise [T shows that a linear combination of a finite number of inde-
pendent Lévy processes is again a Lévy process. It turns out that one may
consider any Lévy process as an independent sum of a Brownian motion with
drift and a countable number of independent compound Poisson processes
with different jump rates, jump distributions and drifts. The superposition
occurs in such a way that the resulting path remains almost surely finite at
all times. Moreover, for each € > 0, over all fixed time intervals, the process
experiences at most a countably infinite number of jumps of magnitude ¢
or less with probability one, and an almost surely finite number of jumps of
magnitude greater than e. In this description, a necessary and sufficient con-
dition for there to be an almost surely finite number of jumps over each fixed
time interval is that the Lévy process is a linear combination of a Brownian
motion with drift and an independent compound Poisson process. Depend-
ing on the underlying structure of the jumps and the presence of a Brownian
motion in the described linear combination, a Lévy process will either have
paths of bounded variation on all finite time intervals or paths of unbounded
variation on all finite time intervals.

Below, we include six computer simulations to give a rough sense of what
the paths of Lévy processes look like. Figs.[I.1] and depict the paths of
a Poisson process and a compound Poisson process, respectively. Figs.[[.3]
and [[L4] show the paths of a Brownian motion and the independent sum of
a Brownian motion and a compound Poisson process, respectively. Finally
Figs.[LAl and [[6 show the paths of a variance-gamma process and a nor-
mal inverse Gaussmn processes. Both are pure jump processes (no Brownian
component as described above). Variance-gamma processes are discussed in
more detail later in Sect.2.7.3 and Exercise [[LAl normal inverse Gaussian
processes are Lévy processes whose jump measure is given by IT(dz) =
(0a/7|z|) exp{Bx} K1 (a|x|)dz, for x € R, where a,d > 0, 5 < || and K5 (x)
is the modified Bessel function of the third kind with index 1 (the precise
meaning of this is not worth the detail at this moment in the text). Both
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Fig. 1.1 A
jump rate.

1 Lévy Processes and Applications

2.5

2.0 1

1.5

1.0 |

0.5 1

0.0 |

0.0

0.2

0.4

0.6 0.8 1.0

sample path of a Poisson process; ¥(0) = A(1 — e'?) where X is the
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Fig. 1.2 A sample path of a compound Poisson process; ¥ () = X [, (1 — elf%)F(dx)
where A is the jump rate and F' is the common distribution of the jumps.

experience an infinite number of jumps over a finite time horizon. However,
variance-gamma processes have paths of bounded variation whereas normal
inverse Gaussian processes have paths of unbounded variation. The reader
should be warned that computer simulations can only depict a finite number
of jumps in any given path. All figures were very kindly produced by Antonis

Papapantoleon for the purpose of this text.
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Fig. 1.3 A sample path of a Brownian motion; ¥ (6) = 62 /2.
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Fig. 1.4 A sample path of the independent sum of a Brownian motion and a com-
pound Poisson process; ¥(0) = 62/2 + [, (1 — €'?®)F(dx).

1.3 Lévy Processes and Some Applied Probability
Models

In this section, we introduce some classical applied probability models, which
are structured around basic examples of Lévy processes. This section provides
a particular motivation for the study of the fluctuation theory that follows in
subsequent chapters. (There are of course other reasons for wanting to study
fluctuation theory of Lévy processes.) With the right understanding of the
models given below, much richer generalisations may be studied. At different
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Fig. 1.5 A sample path of a variance-gamma processes. The characteristic exponent
is given by ¥(0) = Blog(1 — iflc/a + $262/2a) where ¢ € R and 8 > 0.
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Fig. 1.6 A sample path of a normal inverse Gaussian process; ¥(f) =

8(\/o? = (B +10)2 — \/a? — §2) where a,6 > 0, || < a.

points later on in this text, we will return to these models and reconsider
these phenomena in the light of the theory that has been presented along the
way. In particular, all of the results either stated or alluded to below will be
proved in greater generality in later chapters.
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1.3.1 Cramér—Lundberg Risk Process

Consider the following model of the surplus of an insurance company as a
process in time, first proposed by @ ). The insurance company
collects premiums at a fixed rate ¢ > 0 from its customers. At times of a
Poisson process, a customer will make a claim causing the surplus to jump
downwards. The claim sizes are independent and identically distributed. If
we call X; the capital of the company at time ¢, then the above description
amounts to saying,

Ny
Xp=xztct—» & t>0,

i=1
where = > 0 is the initial capital of the company, N = {N, : t > 0} is a
Poisson process with rate A > 0, and {& : i > 1} is a sequence of positive,
independent and identically distributed random variables, also independent
of N. The process X = {X; : t > 0} is nothing more than a compound
Poisson process with drift of rate ¢, initiated from x > 0. Denote its law by
P, and, for convenience, write P instead of Py.

Financial ruin in this model (or just ruin for short) will occur if the surplus
of the insurance company drops below zero. Since this will happen with prob-
ability one if P(lim infyyoc Xt = —00) = 1, an additional assumption imposed
on the model is that

lim X; = oo. (1.14)
tToo

A sufficient condition to guarantee (LI4) is that the distribution of & has
finite mean, say p > 0, and that

A

M,

c
the so-called security loading condition (per unit time). Indeed, to see why,
note that the Strong Law of Large Numbers for Poisson processes, which
states that limje N/t = A, and the obvious fact that limjeo Ny = o0,
together imply that

X, (= NN e
fim == = lim (t +c TN, c—Ap>0

Hence, under the security loading condition it follows that ruin will occur
with probability less than one. Fundamental quantities of interest in this
model, when X drifts to infinity, are the distribution of the time to ruin and
the deficit at ruin, otherwise identified as

7, =inf{t > 0: X; < 0} and X~ on {15 < oo}
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The following classic result links the probability of ruin to the conditional
distribution
n(z) =P(-X,- <y <o), x>0

Theorem 1.8 (Pollaczek—Khintchine formula). Suppose that Au/c < 1.
For all x > 0,

1=P, (75 <o00)=(1=p)> p*n* (@), (1.15)
k>0

where p =P(1, < 00).

Formula (LIH) is not particularly explicit in the sense that it gives no
information about constant p, nor about the distribution 7. It turns out that
these unknowns can be identified explicitly, as the next theorem reveals.

Theorem 1.9. In the Cramér—Lundberg model (with A\u/c < 1), p = Au/c
and

) = / [ Fy)ldy, (1.16)

where F' is the distribution of &1.

This result can be derived via a classical path analysis of random walks.
Moreover, the aforesaid analysis gives some taste of general fluctuation theory
for Lévy processes that we will spend quite some time on in this book. The
proof of Theorem [[.9 can be found in Exercise

The Pollaczek—Khintchine formula, together with some additional assump-
tions on F', gives rise to interesting asymptotic behaviour of the probability
of ruin. Specifically, we have the following result.

Theorem 1.10. If Au/c < 1 and there exists a v € (0,00) such that
E (e”’Xl) =1, then
P, (T(; < oo) <e V'

for all x > 0. If further, the distribution of F' is non-lattice, then
-1

3 rvx - AV > vx
i%rrgloe P, (15 <o0) = (C—/\M/o xze*(1 —F(:E)]dx) ,

where the right-hand side should be interpreted as zero if the integral is infi-
nite.

In the above theorem, the parameter v is known as the Lundberg exponent.
See (IMJH) for a review of these results.

In more recent times, some authors in this field have moved to work-
ing with more general classes of Lévy processes for which there are no
positive jumps, in place of the Cramér—Lundberg process. See for example

I, [Chan (2004) and Kliippelberg et all (2004). Tt turns
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out that working with this class of Lévy processes preserves the idea that the
surplus of the insurance company is the aggregate superposition of lots of in-
dependent claims, arriving sequentially through time, offset against a deter-
ministic increasing process, corresponding to the accumulation of premiums,
even when there are an almost surely infinite number of jumps downwards
(claims) in any fixed time interval. We will provide a more detailed interpre-
tation of this class in Chap.[2l In Chaps.[ and [[l amongst other things, we
will also re-examine the Pollaczek—Khintchine formula and the asymptotic
probability of ruin, given in Theorem [[LI0l in the light of these generalised
risk models.

1.3.2 The M/G/1 queue

Let us recall the classical definition of the M/G/1 queue. Customers arrive
at a service desk according to a Poisson process and join a queue. Customers
have service times that are independent and identically distributed. Once
served, they leave the queue. The terminology M/G/1 refers to the fact that
the arrival process is Markovian, the service times are General and there is
1 server.

At each time ¢t > 0, the workload, W, is defined to be the time it will take
a customer, who joins the back of the queue at that moment, to reach the
service desk. That is to say, the amount of processing time remaining in the
queue at time ¢. Suppose that at an arbitrary moment, which we shall call
time zero, the server is not idle and the workload is equal to w > 0. On the
event that ¢ is before the first time the queue becomes empty, we have that

Nt
Wi=w+Yy &—t (1.17)
=1

Here, as with the Cramér-Lundberg risk process, N = {N;, : t > 0} is a
Poisson process with intensity A > 0 and {& : ¢ > 0} are positive random
variables that are independent and identically distributed, with common dis-
tribution F' and mean p < oo. The process N models the arrivals of new
customers and {§ : i > 0} are understood to be their respective service
times. The negative unit drift simply corresponds to the decrease in time as
the server deals with jobs at a constant rate. Thanks to the lack-of-memory
property, once the queue becomes empty, the queue remains empty for an ex-
ponentially distributed period of time with parameter A, after which, a new
arrival causes a jump in W, which has distribution F'. The process proceeds
to evolve as the compound Poisson process, described above, until the queue
next empties, and so on.
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The workload is clearly not a Lévy process as it is impossible for {W; :
t > 0} to decrease in value from the state zero, whereas it can decrease in
value from any other state z > 0. However, it turns out that it is quite easy
to link the workload to a familiar functional of a Lévy process, which is also
a Markov process. Specifically, suppose we define {X; : t > 0} as equal to the
same Lévy process describing the Cramér-Lundberg risk model, with ¢ =1
and x = 0. Then

Wi=(wVXy)— Xy, t>0,

where the process X := {X; : t > 0} is the running supremum of X. That
is, X; := sup,<; Xu, t > 0. Whilst it is easy to show that the pair (X, X)
is a Markov process, with a little extra work it can also be shown that W is
a strong Markov process (this is dealt with in more detail in Exercise B.2)).
Clearly then, under P, the process W behaves like w — X until the stopping
time

= inf{t > 0: X; > w}.

At the time 7.}, the process W = {W; : t > 0} first becomes zero in value.
On account of the strong Markov property and the lack-of-memory property,
W then remains zero for an interval of time, whose length is exponentially
distributed with parameter A. Note that during this interval of time, wV X, =
X, = X;. At the end of this so-called idle period, X makes another negative
jump distributed according to F' and, accordingly, W makes a positive jump
with the same distribution, and so on, thereby matching the description of
the evolution of W in the previous paragraph; see Fig.[L7l

77777 \

Process X I /
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0 !
Busy period Busy period Busy period

Fig. 1.7 Sample paths of X and W.
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Note that this description still makes sense when w = 0, in which case, for
an initial period of time, which is exponentially distributed, W remains equal
to zero until X first jumps (corresponding to the first arrival in the queue).

There are a number of fundamental points of interest concerning both local
and global behavioural properties of the workload of the M/G/1 queue. Take,
for example, the time it takes before the queue first empties, namely 7.5. It
is clear from a simple analysis of the paths of X and W that 7.} is finite with
probability one, if the underlying process X drifts to infinity with probability
one. With the help of the Strong Law of Large Numbers, it is easy to deduce
that this happens when Ay < 1. Another common situation of interest in
this model corresponds to the case that the server is only capable of dealing
with a maximum workload of z units. The first time the workload exceeds
the buffer level z,

o, :=1inf{t >0: W, > z},

therefore becomes relevant. In particular, one is interested in the probability
of {0, < 7.} }, which corresponds to the event that the workload exceeds the
buffer level before the server can complete a busy period.

The following two theorems give some classical results concerning the idle
time of the M/G/1 queue and the stationary distribution of the workload.
Roughly speaking, they say that when there is heavy traffic (Au > 1), even-
tually the queue never becomes empty, the workload grows to infinity and
the total time that the queue remains empty is finite with a particular dis-
tribution. Further, when there is light traffic (Au < 1), the queue repeatedly
becomes empty and the total idle time grows to infinity, whilst the workload
process converges in distribution. At the critical value Ay = 1, the workload
grows to arbitrary large values but, nonetheless, the queue repeatedly be-
comes empty and the total idle time grows to infinity. Ultimately, all these
properties are reinterpretations of the long-term behaviour of a special class
of reflected Lévy processes.

Theorem 1.11. Suppose that W = {W; : t > 0} is the workload of an
M/G/1 queue with arrival rate X and service distribution F', having mean fi.

Define the total idle time
I:/ l(Wt:O)dt-
0

(i)  Suppose that \u > 1. Let

V() =6 — )\/ (1—e )F(dz), 6 >0,

(0,00)

and define 6* to be the largest root of the equation ¥ (6) = 0. Therd

6 Following standard notation, the measure &g is the Dirac measure, which assigns a
unit atom to the point 0.
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P(I € dz|Wy=w)=(1—e"")§ (dz) + e o)y,
(i)  If \u <1 then I is infinite with probability one.

Note that the function v, given above, fulfils the relation 1(6) = log E(e?X1),
for @ > 0, and is called the Laplace exponent of the underlying Lévy process
which drives the process W. It is easy to check, by differentiating it twice, that
1) is a strictly convex function. Moreover, it is zero at the origin and tends to
infinity at infinity. Furthermore, under the assumption Ap > 1, ¥/'(0+) < 0
and hence 6* exists, is finite and is in fact the only solution to ¥(6) = 0,
other than # = 0, in [0, c0).

Theorem 1.12. Let W = {W; : t > 0} be the same as in Theorem [LT1l.

(i) Suppose that A\p < 1. Then for all w > 0 the workload process has a
stationary distribution,

lim P(W, < 2| Wo = w) = (1 - p) > oyt (a),
k=0

where L e
n(z) = ;/ [1 = F(y)ldy and p = Ap.
0

(i) If Aw > 1 then limsup,,., Wi = oo with probability one.

Some of the conclusions in the above two theorems can already be obtained
with basic knowledge of compound Poisson processes. Theorem [[.11]is proved
in Exercise and gives some feeling for the fluctuation theory that will be
touched upon later on in this text. The remarkable similarity between part
(i) of Theorem and the Pollaczek—Khintchine formula is of course no
coincidence. Indeed, the fundamental principles that are responsible for these
two results are embedded within a larger fluctuation theory for general Lévy
processes. We will revisit Theorems [[LT1] and [[.12] later, but for more general
versions of the workload process of the M/G/1 queue, known as general
storage models. Such generalisations involve working with a class of Lévy
process that have no positive jumps (that is IT(0,00) = 0) and defining, as
before, W; = (w V X;) — X;. When there are an infinite number of jumps
in each finite time interval, this process may be thought of as modelling
a processor that deals with an arbitrarily large number of small jobs and
occasional large jobs. The precise interpretation of such a generalised M/G/1
workload process and issues concerning the distribution of the busy period,
the stationary distribution of the workload, time to buffer overflow and other
related quantities, will be dealt with later on in Chaps.2l @] and [
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1.3.3 Optimal Stopping Problems

A fundamental class of problems motivated by applications in physics, opti-
mal control, sequential testing and economics (to name but a few) concerns
optimal stopping problems of the form: Find v(z) and a stopping time, 7*,
belonging to a specified family of stopping times, 7, such that

v(r) = sup E.(e 7 G(X,)) = Eg(e™ 7 G(X1+)), (1.18)

for all x € R. Here, X = {X; : t > 0} is an R-valued Markov process with
probabilities {P, : © € R} (with the usual understanding that P, is the law
of X given that Xg = z), ¢ > 0 and G : R — [0,00) is a function suitable
to the application at hand. The optimal stopping problem (LI8) is not the
most general class of such problems that one may consider but will suffice for
the discussion at hand.

In many cases it turns out that the optimal strategy takes the form

" =inf{t > 0: (¢, X,) € D},

where D C [0,00) x R is a domain in time-space called the stopping region.
Further, there are many examples within this class for which D = [0, 00) x
where [ is an interval or the complement of an interval. In other words an
optimal strategy is the first hitting time of X into I,

" =inf{t >0: X, € I'}. (1.19)

A classic example of an optimal stopping problem in the form , for
which the solution agrees with (LI9]), is the following, taken from

(1965). Find

v(z) = sup E, (e 1" (K — e*7) 1), xr € R, (1.20)
TeT

where now ¢ > 0, 7 is the family of stopping times with respect to the
filtration F; := o(Xs : s < t) and X is a linear Brownian motion, X; =
0B, +~t, t > 0 (see Sect.[[L23)). Note that we use here the standard notation
y* =y Vv 0. This particular example, when seen in the right context, models
the optimal time to sell a risky asset for a fixed value K when the value
of the asset’s dynamics are those of an exponential linear Brownian motion.
Optimality in this case is determined via the expected discounted gain at
the selling time. On account of the underlying source of randomness being
Brownian motion and the optimal strategy taking the simple form (L.19), the
solution to (L20)) turns out to be explicitly computable as follows.

Theorem 1.13. The solution (v, 7*) to (L20) can be represented by

" =inf{t > 0: X, <a"},
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‘ _K(1+¢(q)>’
D(q) = (/72 +202¢ +7)/0? and
U(x):{(K—ex) if v < a*

(K — ot Yo P@@=2") if 3 > o+,

where

The solution to this problem reflects the intuition that the optimal time
to stop should be at a time when X is as negative as possible, taking into
consideration that waiting too long to stop incurs an exponentially weighted
penalty. Note that, in (—oo,2*), the value function v(z) is equal to the gain
function (K — e®)* as the optimal strategy 7* dictates that one should stop
immediately here. A particular curiosity of the solution to (L20) is the fact
that at z*, the value function v joins smoothly to the gain function. In other
words,
V (2t =) = —e® =0/ (a¥+).

A natural question, in light of the above optimal stopping problem, is
whether one can characterise the solution to (L20) when X is replaced by
a general Lévy process. Indeed, if the same strategy of first passage below a
specified level is still optimal, one is then confronted with needing information
about the distribution of the overshoot of a Lévy process when first crossing
below a barrier in order to compute the function v. This is also of interest
if one would like to address the question as to whether the phenomenon of
smooth fit is still to be found in the general Lévy process setting.

Later in Chap.[ITl we give a brief introduction to some general principles
appearing in the theory of optimal stopping and apply them to a handful
of examples, where the underlying source of randomness is provided by a
Lévy process. The first of these examples is the generalisation of (L20), as
mentioned above. All of the examples presented in Chap.[ITl can be solved
(semi-)explicitly thanks to a degree of simplicity in the optimal strategy, such
as (LI9), coupled with knowledge of fluctuation theory of Lévy processes. In
addition, through these examples, we will attempt to give some insight into
how and when smooth pasting occurs as a consequence of a subtle type of
path behaviour of the underlying Lévy process.

1.3.4 Continuous-State Branching Processes

Originating, in part, from the concerns of the Victorian British upper
classes that aristocratic surnames were becoming extinct, the theory of
branching processes now forms a cornerstone of classical applied proba-
bility. Some of the earliest work on branching processes dates back to
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Watson and Galton M) However, approximately 100 years later, it was
discovered by [Heyde and Seneta (1977) that the lesser known work of I.J.

Bienaymé, dated around 1845, contained many aspects of the later-dated
work of Galton and Watson. The Bienaymé—Galton—Watson process, as it is
now known, is a discrete-time Markov chain with state space {0, 1,2, ...}, de-
scribed by the sequence {Z,, : n =0, 1,2,...}, satisfying the recursion Zy > 0
and

Zn_1

=1

for n = 1,2, ..., where {§£n) ;4 =1,2,..} are independent and identically
distributed on {0,1,2,...}. We use the usual notation Z?:l to represent the
empty sum. The basic idea behind this model is that Z,, is the population
count in the n-th generation and from an initial population Zy (which may
be randomly distributed) individuals reproduce asexually and independently,
with the same distribution of numbers of offspring. These reproductive prop-
erties are referred to as the branching property. Note that, as soon as Z,, =0
it follows from the given construction that, for all k = 1,2, ..., Z,,4r = 0. A
particular consequence of the branching property is that, if Zy = a + b, then
Z,, is equal in distribution to Zr(Ll) —|—Z7(l2), where Zr(Ll) and Z,(f) are independent
with the same distribution as an n-th generation Bienaymé-Galton—Watson
process initiated from population sizes a and b, respectively.

A mild modification of the Bienaymé-Galton—Watson process is to set
it into continuous time by assigning life lengths to each individual, which
are independent and exponentially distributed with parameter A > 0. Indi-
viduals reproduce at their moment of death, in the same way as described
previously for the Bienaymé-Galton—Watson process. If Y = {Y¥; : ¢ > 0}
is the {0,1,2,...}-valued process describing the population size, then it is
straightforward to see that the lack-of-memory property of the exponential
distribution implies that, for all 0 < s < ¢,

Ys )
v =y v,
=1

where, given {Y,, : u < s}, the variables {Yt(i)s 24 =1,...,Y;} are independent,
with the same distribution as Y;_, conditional on Yy = 1. In that case,
we may talk of Y as a continuous-time Markov chain on {0,1,2, ...}, with
probabilities, say, {P, : y = 0,1,2,...}, where P, is the law of ¥ under the
assumption that Yy = y. As before, the state 0 is absorbing in the sense that,
if Y; =0, then Yy, = 0 for all u > 0. The process Y is called the continuous-
time Markov branching process. The branching property for Y may now be
formulated as follows.

Definition 1.14 (Branching property). For anyt > 0 and y1,y2 in the
state space of Y = {Y; : t > 0}, the random variable Y; under P, 1, is equal



26 1 Lévy Processes and Applications

in law to the independent sum Yt(l) + Yt(2), where the distribution of Yt(i) 18
equal to that of Yy under P,,, for i =1,2.

So far there appears to be little connection with Lévy processes. However,
a remarkable time transformation shows that the path of Y is intimately
linked to the path of a compound Poisson process whose jump distribution
is supported in {—1,0,1,2,...} and which is stopped at the first instant that
it hits zero. To explain this in more detail, let us introduce the probabilities
{mi:i=-1,0,1,2,...}, where m; = P({ = i+1) and £ has the same distribu-
tion as the typical family size in the Bienaymé—Galton—Watson process. To
avoid complications, let us assume that 7y = 0 so that a transition in the state
of Y always occurs when an individual dies. When jumps of Y occur, they are
independent and always distributed according to {m; : i = —1,0,1,...}. The
idea now is to adjust time accordingly with the evolution of Y in such a way
that these jumps are spaced out with inter-arrival times that are independent
and exponentially distributed. Crucial to the following exposition is the sim-
ple and well-known fact that the minimum of n € {1,2, ...} independent and
exponentially distributed random variables, with common parameter A, is
exponentially distributed with parameter An. Further, if e, is exponentially
distributed with parameter a > 0, then for g > 0, Se,, is equal in distribution

to eq/p-
t
Jt:/ Yudu,
0

Write, for ¢t > 0,
set
o =inf{s > 0: Js > t},

with the usual convention that inf ) = co, and define
Xy =Y,, (1.21)

with the understanding that when ¢; = oo, we put X; = 0. Observe that,
when Yy =y € {1,2,...}, the first jump of ¥ occurs at a time, say 71, which
is the minimum of y independent exponential random variables, each with
parameter A > 0 (and hence T} is exponentially distributed with parameter
Ay). Moreover, the size of the jump is distributed according to {m; : i =
—1,0,1,2,...}. Note that Jp, = yT} is the first time that the process X =
{X: : t > 0} jumps. This time is exponentially distributed with parameter
A. The jump at this time is independent of the historical evolution to that
point in time and distributed according to {m; : i = —1,0,1,2,...}.

Given the information G; = o(Y; : t < T1), the lack-of-memory property
implies that the continuation, {Y7, 1+ : t > 0}, has the same law as Y under
P,, with y = Y7,. Hence, if T5 is the time of the second jump of Y, then
conditional on Gy, we have that T, — T is exponentially distributed with
parameter \Yp, and Jr, — Jp, = Yp, (To — T1), which is again exponentially
distributed with parameter A and further, is independent of G;. Note that Jz,
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is the time of the second jump of X and the size of the second jump is again
independent and distributed according to {m; : ¢ = —1,0,1,...}. Tterating in
this way it becomes clear that X is nothing more than a compound Poisson
process with arrival rate A and jump distribution

F(dx) = i m;0;(dx), z €R, (1.22)

i=—1

stopped on first hitting the origin.

A converse to this construction is also possible. Suppose now that X =
{X::t >0} is a compound Poisson process with arrival rate A > 0 and jump
distribution F(dz) = >"° | m0;(dz), z € R. Write

t
It:/ X, tdu
0

Oy =inf{s >0:I; > t}, (1.23)

and set

again with the understanding that inf () = co, Define

}/t = X«%/\TJ’
where 7,7 = inf{¢t > 0 : X; < 0}. By analysing the behaviour of Y = {Y; : t >
0} at the jump times of X in a similar way to above, one readily shows that
the process Y is a continuous-time Markov branching process. The details
are left as an exercise to the reader.

The relationship between compound Poisson processes and continuous-
time Markov branching processes, as described above, turns out to hold in a
much more general setting. In the work of Lamperti dl_%ld]ﬂ), it is shown that
there exists a correspondence between a class of branching processes, called
continuous-state branching processes, and Lévy processes with no negative
jumps (IT(—o00,0) = 0). In brief, a continuous-state branching process is a
[0, 00)-valued Markov process having paths that are right-continuous with
left limits and probabilities { P, : > 0} that satisfy the branching property
in Definition [[L.T4l Note in particular that, now, the quantities y; and y may
be chosen from the non-negative real numbers. Lamperti’s characterisation
of continuous-state branching processes states that they can be identified
as time-changed Lévy processes with no negative jumps precisely via the
transformations given in (IL2I]), with an inverse transformation analogous to
(T23). We explore this relationship in more detail in Chap.[I2 by looking at
issues such as explosion, extinction and conditioning on survival.
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Exercises

1.1. Prove that, in order to check for stationary and independent increments
of the process {X; : ¢ > 0}, it suffices to check that, for all n € N and
0<s1<ti<---<s, <tp<ooandby, - ,0, €ER,

n n
Heiej(xtj—xsj) _ HE [eiejxtj,sj} '
j=1 j=1

Show, moreover, that the sum of two (or indeed any finite number of) inde-
pendent Lévy processes is again a Lévy process.

1.2. Suppose that S = {S, : n > 0} is any random walk and I, is an
independent random variable with a geometric distribution on {0, 1,2, ...},
with parameter p.

(i)  Show that I', is infinitely divisible.
(ii)  Show that St, is infinitely divisible.

1.3 (Proof of Lemmal [l 7). In this exercise, we derive the Frullani identity.

(i)  Show for any function f, such that f’ exists and is continuous and f(0)
and f(oco) are finite, that

/0” Taw) = T g~ (1(0) ~ f(o0)) log (S)

where b > a > 0.
(i) By choosing f(x) =e™®, a = a > 0 and b = o — z, where z < 0, show
that 1
b — Rt e erdr 124
A—zjay " 2y
and hence, by analytic extension, show that the above identity is still
valid for all z € C such that Rz < 0.

1.4. Establishing formulae (L9) and (LI0) from the Lévy measure given in
(TTT)) is the result of a series of technical manipulations of special integrals.
In this exercise, we work through them. In the following text, we will use the
gamma function I'(z), defined by

I(z) = / t*~te tdt,
0

for z > 0. Note the gamma functlon can also be anal t1ca11 extended SO
that it is also defined on R\{0, -1, — (see My . Whilst the
specific definition of the gamma functlon for negative numbers Wlll not play
an important role in this exercise, the following two facts, which can be
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derived from it, will. For z € R\{0, —1,—2, ...} the gamma function observes
the recursion I'(1 + z) = zI'(z) and I'(1/2) = /7.

(i) Suppose that 0 < o < 1. Prove that for u > 0,

/ (e™ —1)r " ldr = I'(—a)u®
0

and show that the same equality is valid when —u is replaced by any
complex number w # 0 with *w < 0. Conclude, by considering w = 1,
that

/ (1 —e")r=oldr = —I'(—a)e™im/2 (1.25)
0

and similarly for the complex conjugate of both sides of (.25). Deduce
(T3 by considering the integral

/ (1 — e )yr—a=1qr
0

for £ = +1 and # € R. Note that you will have to take a = n —
fR 21 (|y)<1y 1 (dz), which you should check is finite.
(i)  Now suppose that o = 1. First prove that

/ eiGz(1 _ |£L’|)d.’II =9 (1_72089) ,
2| <1 0

for 8 € R. Hence by, Fourier inversion, show that

001_
[
0 T 2

Use this identity to show that for z > 0,

° ; 1 T
1—e" +izrl —dr = -z +izlogz — ik
/0 (1 —¢e"* +izr (T<1)>7°2 r=gz +izlogz — ikz,

for some constant k£ € R. By considering the complex conjugate of the
above integral, establish the expression in (II0). Note that you will
need a different choice of a to part (i).

(iii) Now suppose that 1 < o < 2. Integrate (IL25) by parts to get

/ (e —1—ir)r— o tdr = F(—oa)e_i’w‘/2.
0

Deduce the identity (L9) in a similar manner to the proof of (i) and
(ii).

1.5. For any 6 € R, prove that
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exp{i0X; +t¥(0)}, t > 0,

is a martingale where {X; : t > 0} is a Lévy process with characteristic
exponent V.

1.6. In this exercise, we will work out in detail some features of the inverse
Gaussian process discussed earlier on in this chapter. Recall that 7 = {75 : s >
0} is a non-decreasing Lévy process defined by 74 = inf{t > 0 : B; + bt > s},
s >0, where B = {B, : t > 0} is a standard Brownian motion and b > 0.

(i)  Argue along the lines of Exercise [T to show that, for each A > 0,
e,\Bt—%,\%, t>0,
is a martingale. Use Doob’s Optional Sampling Theorem to obtain

E(e—(%)\2+b)\)7—s) — e s

Use analytic extension to deduce further that 7, has characteristic

exponent
W, (0) = s(v/—2i0 + b2 — b),

for all 6 € R. 2
(ii)  Defining the measure IT(dz) = (2723)~1/2e~**"/2dx on x > 0, check,
using (L20) from Exercise [4] that

/ T (1= ) 1 (dx) = w(6),

for all 6 € R. Confirm that the triple (a,o,II), appearing in the
Lévy—Khintchine formula, is thus ¢ = 0, Il as above and a =

—2sb~ 1 f(§7(27r)_1/26_y2/2dy.
(iii) Taking

s (de) = esbema (st e ) g x>0,

s
V23
show that

* e __bs—sVb22X /OO S —3(S=—/(b2+2\)z)?
e s(dz) =e ——e 2@ dz
/O frs(dz) . o

:ebs—sm/“ /L; B (VB g,
0 U

Hence, by adding the last two integrals together deduce that

/OO ef)\z‘us (dI) _ efs(\/b2+2)\fb),
0
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thereby confirming both that ps(dz) is a probability distribution on
(0,00), and that it is the probability distribution of 7.

1.7. Show that for a simple Brownian motion B = {B; : t > 0} the first
passage process 7 = {75 : s > 0}, where 7, = inf{t > 0: B; > s}, is a stable
process with parameters o = 1/2 and 8 = 1.

1.8 (Proof of Theorem [1.9]). As we shall see in this exercise, the proof
of Theorem follows from the proof of a more general result given by the
conclusion of parts (i)—(iv) below for random walks.

(1)

(iii)

Suppose that S = {S,, : n > 0} is a random walk with Sy = 0 and jump
distribution @ on R. By considering the variables S} := S, — S, _j for
k =0,1,...,n and noting that the joint distributions of (S, ..., S,,) and
(S5, ..., Sk) are identical, show that for all y > 0 and n > 1,

P(S, €dy and S, > S for j =0,...,n—1)
= P(S, €dyand S; >0 for j =1,...,n).
Hint: it may be helpful to draw a diagram of the path of the first n

steps of S and to rotate it by 180°.
Define

Ty =inf{n >0:8, <0} and T;f =inf{n >0:S, > 0}.
By summing both sides of the equality

P(Sl >0, ,Sn > O,Sn+1 S dI)

= / P(S;>0,...,5,>0,5, € dy)Q(dz — y)
(0,00)
over n, show that for 2 <0,

P(S; e do) = [ VidpQs - ).

[0,00)

where, for y > 0,

V(dy) = do(dy) + Y P(H, € dy)

n>1

and H = {H, : n > 0} is a random walk with Hy = 0 and step
distribution given by P(STJ € dz), for z > 0.

Embedded in the Cramér-Lundberg model is a random walk S whose
increments are equal in distribution to that of cey — &1, where ey is
an independent exponential random variable with mean 1/\. Noting
(using obvious notation) that cey has the same distribution as eg,
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where 8 = A/c, show that the step distribution of this random walk
satisfies

Q(z,00) = </OOO e—B“F(du)> e P 2>0,

and

Q(-o00,—2) = E(F(es +2)),  2>0,

where F(x) = 1—F(z), for all z > 0, and E is expectation with respect
to the random variable eg.

Since upward jumps are exponentially distributed in this random walk,
use the lack-of-memory property to reason that

V(dy) = do(dy) + Bdy,  y =>0.
Hence deduce from parts (ii) and (iii) that
P(=8p->z)=E (F(eg) +/ BF(es + z)dz)

and so, by writing out the above identity with the density of the expo-
nential distribution, show that the conclusions of Theorem hold.

1.9 (Proof of Theorem [I.17]). Suppose that X is a compound Poisson
process of the form

Ny
Xp=t-» &  t>0,
1=1

where the process N = {N; : t > 0} is a Poisson process with rate A > 0 and

{6 :

t > 1} positive, independent and identically distributed with common

distribution F' having finite mean pu.

(1)

Show by direct computation that, for all § > 0, E(efX¢) = et where
V(0) =0 — /\/ (1 —e %) F(dx).
(0,00)

Show that 1 is strictly convex, is equal to zero at the origin and tends
to infinity at infinity. Further, show that ¢(#) = 0 has one additional
root in [0, 00) other than 6 = 0 if and only if ¥’ (0+) < 0.

Show that {exp{6*X,, +} : t > 0} is a martingale, where 7.} = inf{t >
0:X;>a}, x>0 and 6* is the largest root described in the previous

part of the question. Show further that
P(Xoo >a)=e02

for all z > 0.
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(iii) Show that for all ¢ > 0,

t
/ 1(WS:O)dS = (yt — ’U}) vV 0,
0

where W; = (w Vv X;) — X;.
(iv) Deduce that I := fooo 1w,—pyds = oo if Au < 1.
(v)  Assume that Ay > 1. Show that

P(I € da;7h = oo|[Wo = w) = (1 — e %)dp(dz), z > 0.
Next use the lack-of-memory property to deduce that
P(I € dz; 7, < 0o|Wo = w) = e ? (T dy.

1.10. Here, we solve a considerably simpler optimal stopping problem than
(C20). Suppose, as in the aforementioned problem, that X is a linear Brow-
nian motion with scaling parameter ¢ > 0 and drift v € R. Fix K > 0 and
let
v(z) =supE,(e” % (K — S )T, (1.26)
a€R

where
7, =inf{t > 0: X, <a}.

a

(i)  Following similar arguments to those in Exercises and [L9 show
that {exp{0X;—(0)t} : t > 0} is a martingale, where () = 0262 /2+

~6.
(i) By considering the martingale in part (i) at the stopping time ¢ A 7,5
and then letting ¢ 1 0o, deduce that

E(e=177 ) = e—2(V7*+20%0-7)/c*
and hence deduce that for a > 0,

E(e=7e) = e-a(V/ 7P F 20 ) 0?,

(iii) Let v(z,a) = Ey(e 9o (K — exp{X_ - })). For each fixed x differenti-
ate v(x, a) in the variable a and show that the solution to (L26)) is the
same as the solution given in Theorem [I.T3]

1.11. In this exercise, we characterise the Laplace exponent of the continuous-
time Markov branching process, Y, described in Sect.[[.3.4]

(i)  Show that for ¢ > 0 and ¢ > 0 there exists some function wu;(¢) > 0
satisfying
Ey(e—¢yt) _ e—yut(qﬁ),

where y € {0,1,2,...}.
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Show that for s, > 0,
Urs(9) = s(ur(9)).
Appealing to the infinitesimal behaviour of the Markov chain Y, show

that
duy (¢)
ot

= P(ui(9))
and ug(¢p) = ¢, where

v =a[ (e

and F is given in ([C22]).



Chapter 2

The Lévy—Ité Decomposition
and Path Structure

The main aim of this chapter is to establish a rigorous understanding of
the structure of the paths of Lévy processes. The way we shall do this is to
prove the assertion in Theorem that, given any characteristic exponent,
¥, belonging to an infinitely divisible distribution, there exists a Lévy process
with the same characteristic exponent. This will be done by establishing the
so-called Lévy—Itd6 decomposition, which describes the structure of a general
Lévy process in terms of three independent auxiliary Lévy processes, each
with a different type of path behaviour. In doing so it will be necessary to
digress temporarily into the theory of Poisson random measures and associ-
ated square-integrable martingales. Understanding the Lévy-Ito decomposi-
tion will allow us to distinguish a number of important, but nonetheless gen-
eral, subclasses of Lévy processes according to their path type. The chapter
is concluded with a discussion of the interpretation of the Lévy—Ito decom-
position in the context of some of the applied probability models mentioned
in Chap. 1.

2.1 The Lévy—Ito Decomposition

According to Theorem [[L3] any characteristic exponent ¥ belonging to an in-
finitely divisible distribution can be written, after some simple reorganisation,
in the form

w(0) = {iab’—i— 50292}
ifx
+{U<R\<—1,1>> L0 ey

— el 4 iy T .
+{/0<z<1(1 +i0x)II(d )}, (2.1)

35



36 2 The Lévy-Ito Decomposition and Path Structure

for all @ € R, where a € R, 0 € R and IT is a measure on R\{0} satisfying
Jp(AA2?)II(dz) < co. Note that this condition on IT implies that IT(A) < oo
for all Borel A such that 0 is in the interior of A€ and, in particular, that
II(R\(—1,1)) € [0,00). In the case that IT(R\(—1,1)) = 0, one should think
of the second set of curly brackets in (Z1]) as absent. Call the contents of the
three sets of curly brackets in @I) ™ (), ¥ () and ¥®)(9). The essence
of the Lévy Tté decomposition revolves around showing that w(1)(9), w(2)(9)
and w3 (#) correspond to the characteristic exponents of three different types
of Lévy processes. Therefore, ¥ may be considered as the characteristic ex-
ponent of the independent sum of these three Lévy processes, which is again
a Lévy process (cf. Exercise [[T]). Indeed, as we have already seen in Chap.[I]
v and ¥ correspond, respectively, to a linear Brownian motion, say,
XM = {Xt(l) :t > 0}, where

XY =oB, —at, t >0, (2.2)

and an independent compound Poisson process, say X (2) = {Xt@) it > 0},
where,

Ny
XD =3"¢g t>0 (2.3)
=1

{N; : t > 0} is a Poisson process with rate IT(R\(—1,1)) and {& : i >
1} are independent and identically distributed with common distribution
II(dz)/II(R\(—1,1)) concentrated on {x : || > 1} (unless IT(R\(—1,1)) =0
in which case X () is the process which is identically 7€ero).

The proof of existence of a Lévy process with characteristic exponent given
by (1) thus boils down to showing the existence of a Lévy process, X ),
whose characteristic exponent is given by ¥(3). Note that

/ﬁ (1 — %" +i0x) 11 (dx)
0<|z|<1

- Z {)‘n/ (1 —e)F,(dx)
2=+ <Jg| <2

n>0
+ioA, / xF,(dx) | 7, (2.4)
2= (D) z|<27 7

where \, = H({z : 2=+ < |z| < 27"}) and F,(dz) = I (dx)/\n, re-
stricted to {x : 27"+t < |z| < 27"} (again with the understanding that
the n-th integral is absent if A, = 0). It would appear from (Z4]) that the
process X () consists of the superposition of (at most) a countable number
of independent compound Poisson processes with different arrival rates and
additional linear drift. To understand the mathematical sense of this super-
position, we shall need to establish some facts concerning Poisson random
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measures and related martingales. This is done in Sects.2.2 and 2.3. The
precise construction of X(3) is given in Sect.2.35l

The identification of a Lévy process, X, as the independent sum of pro-
cesses X X2 and X® is attributed to M) and [Itd (@) and is
thus known as the Lévy—Ito decomposition. Formally speaking, and in a little
more detail, we quote the Lévy-It6 decomposition in the form of a theorem.

Theorem 2.1 (Lévy—Itd decomposition). Given any a € R, 0 € R and
measure IT concentrated on R\{0} satisfying

/(1 A )T (dz) < oo,
i

there exists a probability space on which three independent Lévy processes
exist, X, X@ gnd X©®), where XY is a linear Brownian motion given
by (2Z2), X@ is a compound Poisson process given by (Z3) and X is a
square-integrable martingale with an almost surely countable number of path
discontinuities (or jumps) on each finite time interval, which are of magnitude
less than unity, and with characteristic exponent given by W3 . Moreover, by
taking X = XM 4+ X@ 4 XO) | the conclusion of Theorem L8 holds, namely
that there exists a probability space on which a Lévy process is defined with
characteristic exponent

() = aif + %0292 + /(1 — &% 41021 |y <1)) T (d2), (2.5)
R

for 0 € R.

2.2 Poisson Random Measures

Poisson random measures turn out to be the right mathematical mechanism
to describe the jump structure embedded in any Lévy process. Before engag-
ing in an abstract study of Poisson random measures, we give a rough idea of
how they are related to the jump structure of Lévy processes by considering
the less complicated case of a compound Poisson process.

Suppose that X = {X; : t > 0} is a compound Poisson process with a
drift taking the form

Ny
Xt:5t+zgl7 t >0,
i=1

where 0 € R and, as usual, {&; : ¢ > 1} are independent and identically
distributed random variables with common distribution function F'. Further,
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Fig. 2.1 The initial period of a sample path of a compound Poisson process with
drift {X; : t > 0} and the field of points it generates.
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let {T; : i > 1} be the times of arrival of the Poisson process N = {N; : ¢ > 0}
with rate A > 0. See Fig.21l
Suppose now that we pick any set in A € B[0,00) x B(R\{0}). Define

NA) =#{i >1:(T;,&) € A} = > _1(1i.e)en)- (2.6)
=1

Clearly, since X experiences an almost surely finite number of jumps over a
finite period of time, it follows that N(A) < oo almost surely when ¢ > 0 and
A C B[0,t) x B(R\{0}).

Lemma 2.2. Choose k > 1. If Ay, ..., A are disjoint sets in B[0,00) X
B(R\{0}), then N(A1),..., N(Ax) are mutually independent and Poisson dis-
tributed] with parameters \; 1= /\fAi dt x F(dz), respectively. Further, for
P-almost eveﬁ realisation of X, N : B[0,00) x B(R\{0}) = {0, 1,2, ...} U{co}

1S a measure

Proof. First recall a classic result concerning the Poisson process { Ny : t > 0}.
That is, when ¢ > 0, the law of {71, ..., T,,} conditional on the event {N; = n}
is the same as the law of an ordered independent sample of size n from the
uniform distribution on [0, ¢]. (See Exercise2:21) This, together with the fact
that the variables {&; : ¢ = 1,...,n} are independent and identically dis-
tributed with common law F, implies that, conditional on {N; = n}, the
joint law of the pairs {(7},&;) : ¢ = 1,...,n} is that of n independent bivariate
random variables, with common distribution ¢t ~*dsx F'(dz) on [0, t] x (R\{0}),
ordered in time. In particular, for any A € B[0,¢] x B(R\{0}), the random
variable N(A) conditional on the event { N; = n} is a binomial random vari-
able with probability of success given by [ A t~lds x F(dz). A generalisation
of this statement for the k-tuple (N (A1), ..., N(A)), where Ay, ..., A are mu-
tually disjoint and chosen from BJ[0,t] x B(R\{0}), is the following. Suppose
that Ag = {[0,¢] x R}\{A; U ... U Ak},Zle n; <m,ng=n-— Zle n; and
Ao = [, Ads x F(dx) = At — A — ... = Ag, then (N(Ay), ..., N(Ag)) has the
following multinomial law,

P(N(A1) =n1,...., N(Ar) = ng|Ne = n)

" nglngl..ny! s At '

2

1 We understand a Poisson random variable whose parameter is infinite to be infinite
valued with probability 1.

2 Specifically, P-almost surely, N(#) = 0 and for disjoint A1, Aa,... in B0, c0) X
B(R\{0}), we have

N (U Ai> = N(A)).

i>1 i>1
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Summing out the conditioning on Ny, it follows that

P(N(Ay) = ny, ..., N(Ap) = ny)

k ng

)™ ! PV A
Z e—,\t( ) n H Ai
n! ngolni!..ng! b At

k )
n>Xr5 n;

(n—=2}_ ni) k ng
et (e
(n— Xk n;)! n;!

k ) '
n>X7 n;

=1

k

A
pit
ni!

=1

showing that N(A;),..., N(Ay) are independent and Poisson distributed, as
claimed.

To complete the proof for arbitrary disjoint Ay, ..., Ak, for each i = 1, ..., k,
write A; as a countable union of disjoint sets, each of which belongs to
B[0,¢") x B(R\{0}) for some ¢’ > 0. Recall that the sum of an independent
sequence of Poisson random variables is Poisson distributed with the sum of
their rates. If we agree that a Poisson random variable with infinite rate is
infinite with probability one (see Exercise 2], then the proof is complete.

Finally the fact that N is a measure P-almost surely follows immediately
from its definition. O

Lemma 2.2 shows that N : B[0,00) x B(R\{0}) — {0,1,...} U{oo} fulfils
the following definition of a Poisson random measure.

Definition 2.3 (Poisson random measure). Let (S,S,n) be an arbitrary
sigma-finite measure space and (2, F, P) a probability space. Let N : 2xS —
{0,1,2,...}U{cc} in such a way that the family {N(-, A) : A € S} are random
variables defined on (§2, F, P). Henceforth, for convenience, we shall supress
the dependency of N on w. Then N is called a Poisson random measure on
(S,8,m) (or sometimes a Poisson random measure on S with intensity n) if

(i)  for mutually disjoint Ay, ..., A, in S, the variables N(A1),..., N(A,)
are independent,

(i)  for each A € S, N(A) is Poisson distributed with parameter n(A) (here
we allow 0 < n(A) < oc0),

(i1i)  N() is a measure P-almost surely.

In the second condition, we note that, if n(A) = 0, then it is understood
that N(A) = 0 with probability one and if n(A) = co then N(A) is infinite
with probability one.

In the case of (Z4), we have S = [0,00) x (R\{0}) and dnp = Ad¢t x dF.
Note also that, by construction of the compound Poisson process on the
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probability space (£2,F,P), for each A € B[0,00) x B(R\{0}), the random
variable 1((7, ¢,)e ) is F-measurable, and hence so is the variable N(A4).

We complete this section by proving that a Poisson random measure, as
defined above, exists. This is done in Theorem 2.4 below, the proof of which
has many similarities to the proof of Lemma

Theorem 2.4. There exists a Poisson random measure N (-) as in Definition

Z3

Proof. First suppose that S is such that 0 < 7(S) < oo. There exists a
standard construction of an infinite product space, say ({2, F, P), defined on
which are the independent random variables

N and {v1,ve, ...},

such that N has a Poisson distribution with parameter 7(S) and each of the
variables v; has distribution n(dz)/n(S) on S. Define for each A € S,

N
N(A)=> 1gea), (2.7)
=1

so that N = N(S). For each A € § and i > 1, the random variables 1,,¢ )
and N are F-measurable, hence so are the random variables N(A).

When presented with mutually disjoint sets of S, say A1, ..., Ak, a calcu-
lation identical to the one given in the proof of Lemma shows, again,
that

k .
_ _ _ —n(Ai)M
P(N(A1) =n1,.... N(Ag) = ng) };[16 n;l

for non-negative integers ni, ns, ..., n;. Returning to Definition 23] it is now
clear from the previous calculation that conditions (i)—(iii) are met by N(-).
In particular, similar to the case dealt with in Lemma[2.2] the third condition
is automatic as N(-) is a counting measure by definition.

Next, we turn to the case that (S,S,7) is a sigma-finite measure space.
The sigma-finite assumption means that there exists a countable disjoint
exhaustive sequence of sets By, Ba, ... in S such that 0 < n(B;) < oo for each
i > 1. Define, for each i > 1, the measures 7;(-) = n(- N B;). The first part of
this proof shows that, for each ¢ > 1, there exists some probability space, say
(£2;, Fi, P;), on which we can define a Poisson random measure, say N;(-), in
(Bi,S N By,n;), where SN B; = {AN B, : A € S} (the reader should verify
easily that SN B; is indeed a sigma-algebra on B;). The idea is now to show

that
N ()= Zm(- N B;)

is a Poisson random measure on .S, with intensity 7, defined on the product
space
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(2,F, P) =[], Fi, P).

i>1

First note, again from its definition, that N(-) is P-almost surely a measure.
In particular with the help of Fubini’s Theorem, for disjoint A, As, ..., we
have

N UAJ :ZNZ UAgﬁBz :ZZN(A]mBz)

j>1 i>1 j>1 i>1j>1

=> > N(4;nBy)

i>14i>1

=> N(4)).

j=1

Next, for each i > 1, we have that N;(A N B;) is Poisson distributed with
parameter 1; (A); Exercise@Tltells us that under P the random variable N (A)
is Poisson distributed with parameter 7(A). The proof is complete once we
show that, for disjoint Ay, ..., Ax in S, the variables N(A1),..., N(Ax) are
all independent under P. However this is obvious since the double array of
variables,

{Ni(Aj n Bl) i=1,2,...and j =1, ..., k},

is also an independent sequence of variables. O

From the construction of the Poisson random measure, the following two
corollaries should be clear.

Corollary 2.5. Suppose that N(-) is a Poisson random measure on (S,S,n).
Then for each A € S, N(-N A) is a Poisson random measure on (SN A,SN
A,n(-NA)). Further, if A,B €S and ANB =0, then N(-NA) and N(-NB)
are independent.

Corollary 2.6. Suppose that N(-) is a Poisson random measure on (S,S,n),
then the support of N(-) is P-almost surely countable. If, in addition, n is a
finite measure, then the support is P-almost surely finite.

Finally, note that, if 7 is a measure with an atom at, say, the singleton
s € S and {s} € S, then it follows from the definition of N(:) in the proof
of Theorem 24 that P(N({s}) > 1) > 0. Conversely, if  has no atoms then
P(N({s}) = 0) =1 for all singletons s € S such that {s} € S. For further
discussion on this point, the reader is referred to M)
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2.3 Functionals of Poisson Random Measures

Suppose as in Sect. 2.2 that N(-) is a Poisson random measure on the measure
space (5,8, 7). As N(-) is P-almost surely a measure, classical measure theory
now allows us to talk of
f(z)N(dx) (2.8)

s
as a well-defined [0, oo]-valued random variable, for measurable functions f :
S — [0, 00]. Further, (23] is still well defined and [—o0, oo] valued for signed
measurable f provided at most one of the integrals of f© = fVv0and f~ =
(—f) V 0 is infinite. Note however, from the construction of the Poisson
random measure in the proof of Theorem [2.4] the integral in (2.8]) may be
interpreted as equal to

Z fw)me,

veY

where 7" is the support of N(-), which, from Corollary 2.8 is countable, and
m,, is the multiplicity of points at v. Recalling the remarks following Corollary
24l if » has no atoms then m, =1 for all v € T".

We move to the main theorem of this section for which the reader is

referred to Sect. 9.8 of Moran (1968), Kingman (1967) and the earlier work
of (Campbell (1909, [1910).

Theorem 2.7. Suppose that N is a Poisson random measure on (S,S,n).
Let f: S — R be a measurable function.

(i) Then

X—/Sf(x)N(d:E)

1s almost surely absolutely convergent if and only if

/S (LA f(@))n(de) < oo. (2.9)

(i)  When condition (29) holds, then (with E as expectation with respect
to P)

E (%) = exp{—/s(l _eiﬁfm)n(da;)} (2.10)

for any B € R.
(i1i)  Further

E(X) = /S F(@)n(dz) when /S F@pdn) <oo  (211)

and

B (x) = [ sruan + ([ f(x)n(dx>)2



44 2 The Lévy-Ito Decomposition and Path Structure

when

/ f(2)*n(dz) < 0o and / |f(z)|n(dz) < oco. (2.12)
S S

Proof. (i) We begin by defining simple functions to be those of the form
f (I) = Zfi]-Ai (x)v
i=1

where f; is constant and {4, : i = 1,...,n} are disjoint sets in S and further
n(4;U...UA,) < .
For such functions, we have

X =" fiN(4),
i=1

which is clearly finite with probability one since each N(A4;) has a Poisson
distribution with parameter 7(A;) < co. Recall the well-known fact that the
moment-generating function of a Poisson distribution with parameter A > 0
is exp{—A(1 — e~ %)}, for § > 0. For the same range of §, we have

Since 1 —e~?/(*) =0 on S\(4; U...UA,), we may thus conclude that

E (e7%) —eXp{—/S(l —eef(z))n(d:r)}.

Next we establish the above equality for a general positive measurable f.
For this class of f, there exists a pointwise increasing sequence of positive
simple functions, {f, : n > 0}, such that lim,toc fr, = f, where the limit is
also understood in the pointwise sense. Since N is an almost surely sigma-
finite measure, we have that

lim /an (x) N (dz) = /Sf(:C)N(dx) =X

nToo

almost surely. An application of bounded convergence followed by an appli-
cation of monotone convergence tells us that, for any 6 > 0,
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B ) = £ (en{-0 [ 0¥ })
-l B <exp {—9/fn () N(dx>})
= lim exp {_ /S (1- eef"(””))n(dx)}
= exp {_ /5(1 - e—9f<w>)n(dx)} . (2.13)

Note that the integral on the right-hand side of (ZI3)) is either infinite, for all
6 > 0, or finite, for all > 0, accordingly as X = oo with probability one or
X = oo with probability less than one, respectively. If [q(1 —e YF@n(dx) <
oo for all § > 0 then as, for each z € S, (1 —e @) < (1 — e~ /®)) for all
0 < 6 < 1, dominated convergence implies that

i ) _
i [ 0= m(da) =0,

and hence dominated convergence, as 6 | 0, applied again in (ZI3) tells us
that P(X = o0) = 0.

In conclusion, we have that X < oo almost surely if and only if f (1=
e 97 @))n(dz) < oo, for all > 0. Moreover, it can be checked (see Exercise
23) that this happens if and only if

/ (1A F(z))n(dz) < co.
S

Note that both sides of ([2I3) may be analytically continued by replacing 6
by 6 — i for 8 € R. Then taking limits on both sides as 6 | 0, we deduce

Now we shall remove the restriction that f is positive. Henceforth assume,
as in the statement of the theorem, that f is a measurable function. We may
write f = f*— f~ where fT = fV0and f~ = (—f) V0 are both measurable.
The sum X can be written X, — X_ where

X = /Sf(x)N_F(d:v) and X_ = /Sf(x)N_(dx)

and Ny = N(-N{z € S: f(x) >0}) and N =N(-N{zx e S: f(x) <0}).
From Corollary 2.5, we know that N and N_ are both Poisson random mea-
sures with respective intensities n(- N {f > 0}) and n(- N {f < 0}). Further,
they are independent and hence the same is true of X, and X_. It is now
clear that, almost surely, X converges absolutely if and only if X, and X_
are convergent. The analysis of the case when f is positive applied to the
sums Xy and X_ now tells us that absolute convergence of X occurs if and
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only if
/S (LA (@) n(de) < oo, (2.14)

and the proof of (i) is complete.

To complete the proof of (ii), assume that (ZI4]) holds. Using the inde-
pendence of X and X_, as well as the conclusion of part (i), we have that,
for any 5 € R,

E (ei'@X) =F (eiﬂX+) E (e—i,BX,)

X exp {— /{f 0}(1 — e_iﬂf(w))n(dx)}
= exp {_ /S (1- eiﬁf@)n(dx)} :

and the proof of (ii) is complete.

Part (iii) is dealt with similarly as in the above treatment. That is, first
consider positive, simple f, then extend to positive measurable f and then
to a general measurable f by treating its positive and negative parts sepa-
rately.

Alternatively one may take the identity ([210) and differentiate in 8, once
for E(X) and twice for E(X?), and then set 8 = 0. The integrability condi-
tions in ([ZI0) and [ZI2) are used in applying the Dominated Convergence
Theorem to differentiate through the integral on the right-hand side of ([2.10).
The details are left to the reader. O

2.4 Square-Integrable Martingales

We shall predominantly use the identities in Theorem 2.7] for a Poisson ran-
dom measure, N(-), on ([0,00) x R, B[0,00) x B(R),dt x II(dx)), where IT is
a measure concentrated on R\{0}. We shall be interested in integrals of the

form
/ / xN(ds x dz), (2.15)
(0, /B

where B € B(R). The relevant integrals appearing in (Z9)-(2ZI2), with
f(z) = =, for the above Poisson random measure, can now be checked to
take the form
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t/ (1 Az (dz), t/ (1 — eI (dx),
B B
t/ || I (dz), andt/ 2?11 (dz),
B B

with the appearance of the factor ¢ in front of each of the integrals being a
consequence of the involvement of Lebesgue measure in the intensity of V.
The following two lemmas capture the context in which we use sums of the
form (Z13)). The first may be considered as a converse to Lemma 2.2 and the
second shows the relationship with martingales.

Lemma 2.8. Suppose that N(-) is a Poisson random measure on ([0, 00) x
R, B[0,00) x B(R),dt x I1(dx)), where IT is a measure concentrated on R\{0}
and B € B(R) such that 0 < II(B) < oco. Then

X ::/ /:CN(duxdx), t >0,
[0,t] /B

is a compound Poisson process with arrival rate II(B) and jump distribution

11(B)~'1(dz)|5.

Proof. First note that since it is assumed IT(B) < oo, from Corollary 2.6 we
know that, for each ¢t > 0, X; may be written as an almost surely finite sum.
This explains why X = {X; : t > 0} is right-continuous with left limits. (One
may also see finiteness of X; from Theorem [2Z71 (i).) Next note that, for all

0<s<t<oo,
X — X, :/ /a:N(duxdx),
(s,t] /B

which is independent of {X,, : v < s} as N(-) has independent counts over
disjoint regions. From the construction of N(-), see for example (21), and
the fact that its intensity measure takes the specific form dt¢ x IT(dx), it also
follows that X; — X, has the same distribution as X;_s. Further, according
to Theorem 27 (ii), we have that, for all 6 € R and ¢ > 0,

E(e'%%t) = exp {—t/B(l - eieI)H(dx)} . (2.16)

The Lévy—Khintchine exponent in (216 is that of a compound Poisson pro-
cess with jump distribution and arrival rate given by IT(B)~'II(dx)|p and
I1(B), respectively. O

Just as in the discussion following Definition [T} we assume that F = {F; :
t > 0} is the filtration generated by X satisfying the additional conditions of
completion and right-continuity.

Lemma 2.9. Suppose that N is the same as in the previous lemma and B is
such that [ |x|IT(dx) < oco.
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(i) The compound Poisson process with drift

Mt::/ /:CN(dsxdx)—t/xH(d:v),tZO,
(0,6 /B B

18 a P-martingale with respect to the filtration F.
(i)  If further, [, x*II(dx) < oo then it is a square-integrable martingale.

Proof. (i) First note that the process M = {M; : t > 0} is adapted to the
filtration F. Next note that, for each ¢t > 0,

B(M|) < E </[O t] /B 2N (ds x dz) —i—t/B |:C|H(dx)> ,

which, from Theorem 27 (iii), is finite because [y |z[II(dx) is. Next use
the fact that M has stationary independent increments to deduce that, for
0<s<t< oo,

E(M; — M|Fy)
= E(Mt—s)

_ ( [ [t dx)) ) [ arta)
=0,

where in the final equality we have used Theorem 2.1 (iii) again.
(i) To see that M is square-integrable, we may yet again appeal to Theo-
rem 27 (iii), together with the assumption that [, #*II(dz) < oo, to deduce

that
E ({Mt+téxn(d1)}2> :t/B:c2H(d:v)
+t? ( /B xﬂ(dx))2.

Recalling from the martingale property that E(M;) = 0, it follows by devel-
oping the left-hand side in the previous display that

E(M?) :t/BJCQH(d:c) < 00,

as required. 0

The conditions in both Lemmas and mean that we may consider
sets, for example, of the form B, := (—1,—¢) U (e,1) for any ¢ € (0,1).
However, it is not necessarily the case that we may consider sets of the
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form B = (—1,0) U (0,1). Consider for example the case that IT(dz) =
Loz~ 9da + 1)z ~3F¥dz for a € (1,2). In this case, we have
that [, |z|[lI(dz) = oo whereas [5a?II(dz) < oo. It will turn out to be
quite important in the proof of the Lévy—Itd decomposition to understand
the limit of the martingale in Lemma [2.§] for sets of the form B, as ¢ | 0. For
this reason, let us now state and prove the following theorem.

Theorem 2.10. Suppose that N (-) is as in LemmalZ38 and f(71 1 2?11 (dz) <
00. For each € € (0,1) define the martingale

Mf:/ / :er(dsxda:)—t/ xIl(dx), t > 0.
[0,¢] 5 B.

Then there exists a martingale M = {M; : t > 0} with the following proper-
ties:

(i) for each T > 0, there exists a deterministic subsequence {el : n =
1,2,...} with €' | 0 along which

P(lim sup (MSEZ — M,)? =0) =1,
ntoo 0<s<T
(ii) it is adapted to the filtration F,
(iii) it has right-continuous paths with left limits almost surely,
(iv) it has, at most, a countable number of discontinuities on [0,T] almost
surely and
(v) it has stationary and independent increments.

In short, there exists a Lévy process, which is also a martingale with a count-
able number of jumps to which, for any fired T > 0, the sequence of martin-
gales {M;7 : t < T} converges uniformly on [0,T] with probability one along
a subsequence in € which may depend on T'.

Before proving Theorem 210, we need to remind ourselves of some general
facts concerning square-integrable martingales. In our account, we shall recall
a number of well-established facts coming from straightforward L? theory,
measure theory and continuous-time martingale theory. The reader is referred
to Sects. 2.4, 2.5 and 9.6 of /Ash and Doléans-Dadd (2000) for a clear account
of the necessary background.

Fix a time horizon T' > 0. Let us assume that (2, F,{F, : t € [0,T]}, P)
is a filtered probability space in which the filtration {F; : ¢ > 0} is complete
with respect to the null sets of P and right-continuous in the sense that
‘Ft = ms>t ]:5'

Definition 2.11. Fiz T > 0. Define M% = M2(2,F,{F; : t € [0,T]}, P) to
be the space of real-valued, zero mean, almost surely right-continuous, square-
integrable P-martingales with respect to the given filtration over the finite time
period [0,T].
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One luxury that follows from the assumptions on {F; : ¢ > 0} is that any
zero mean square-integrable martingale with respect to this filtration has a
right-continuous modificationf] which is also a member of ME.

If we quotient out the equivalent classes of versiond] of each martingale, it
is straightforward to deduce that M2 is a vector space over the real numbers
with zero element M; = 0 for all ¢ € [0,T] and all w € {2. In fact, as we shall
shortly see, M2 is a Hilbert spaceﬁ with respect to the inner product

(M,N) = E(MrNr),

where M, N € M2. It is left to the reader to verify the fact that (-, -) forms an
inner product. The only mild technical difficulty in this verification is showing
that, for M € M2, (M, M) = 0 implies that M = 0, the zero element. Note
that, if (M, M) = 0, then by Doob’s Maximal Inequality, which says that for
M e M2,
E ( sup Mf) <4E (M3),
0<s<T

we have that supg<,<p |[M:| = 0 almost surely. It follows necessarily that
M; = 0 for all t € [0,T] with probability one. This corresponds to the zero
element in the quotient space.

As alluded to above, we can show without too much difficulty that M?% is a
Hilbert space. To do that, we are required to show that, if {M (™ :n = 1,2, ...}
is a Cauchy sequence of martingales taken from M3, then there exists an
M € M7 such that

HM<"> —MH =0,

as n 1 oo, where ||| := (-, ->1/2 . To this end let us assume that the sequence
of processes {M(”) n=1,2, } is a Cauchy sequence, in other words,

571/2
E[(M;’”)—M;"))] — 0 as m,n 1 co.

3 Recall that M’ = {M/ : t € [0,T]} is a modification of M if, for every t > 0, we
have P(M] = M) = 1.
4 Recall that M’ = {M/ : t € [0,T]} is a version of M if it is defined on the same
probability space and {3t € [0,T] : M/ # M.} is measurable with zero probability.
Note that, if M’ is a modification of M, then it is not necessarily a version of M.
However, it is obviously the case that, if M’ is a version of M, then it also fulfils the
requirement of being a modification.
5 Recall that (,-) : L x L — R is an inner product on a vector space L over the reals
if it satisfies the following properties, for f,g € L and a,b € R; (i) {af + bg,h) =
a (f,h) +b(g,h) for all h € L, (ii) (f,9) = (g, f), (iii) (£, £) > 0 and (iv) (£, f) = 0 if
and only if f = 0.

For each f € L, let ||f|| = (f, f)1/2. The pair (L, (-,-)) are said to form a Hilbert
space if all sequences, {fn : n =1,2,...} in L that satisfy || f,— fm || = 0as m,n — oo,
i.e. so-called Cauchy sequences, have a limit in L.
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Necessarily the sequence of random variables {M}k) : k > 1} is a Cauchy
sequence in the Hilbert space of zero mean, square-integrable random vari-
ables defined on (£2, Fr, P), say L?(£2, Fr, P), endowed with the inner prod-
uct (M,N) = E(MN). Hence, there exists a limiting variable, say Mt in
L?(92, Fr, P), satisfying

1/2
B - M) " o,

as n T oo. Define the martingale M to be the right-continuous versiond of
E (Mp|F;) fort €[0,T)

and note that, by definition,
HMW—MH%Q

as n tends to infinity. Clearly it is an Fi-adapted process and by Jensen’s
inequality

E(M?) = E (B (MqlF)?)
< B (E (M7|F))
=B (M7),

which is finite. Hence Cauchy sequences converge in M2, and we see that
M2, is indeed a Hilbert space.

We are now ready to return to Theorem

Proof (of Theorem [ZI0). (i) Choose 0 < n < € < 1, fix T > 0 and define
Me = {M;g :t €[0,T]}. A calculation similar to the one in Lemma 29 (ii)
gives

E ((Mf — My)?)

2
=F {/ / :CN(dsxd:v)—T/ xH(d:v)}
[0,T] Jn<|z|<e n<|z|<e

= T/ 2211 (dzx).
n<|z|<e

Note, however, that the left-hand side above is also equal to ||[M¢ — M"||?
(where as in the previous discussion, || - || is the norm induced by the inner
product on M2.).

6 Here, we use the fact that {F; : t € [0,T]} is complete and right-continuous.
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Thanks to the assumption that f(fl,l) 22I1(dz) < oo, we now have that
lim, ;0 ||M® — M"|| = 0 and hence that {M*® : 0 < ¢ < 1} is a Cauchy
sequence in M%. As M3 is a Hilbert space, we know that there exists a
right-continuous martingale M = {M, : s € [0,T]} € M2 such that

lim |[|[M — M?|| = 0.
el0
An application of Doob’s Maximal Inequality tells us that, in fact,

limE[ sup (M, —Mj)z} < 4lim||M — M¢|| = 0. (2.17)
el0 lo<s<T elo

From this, one may deduce that the limit {M; : s € [0,T]} does not depend
on 7. Indeed, suppose it did and we adjust our notation accordingly so that
{M 1 :s < T} represents the limit. Then from (ZI7), we see that, for any
0<T' <T,

lim £ { sup (M: — MS,T’)2:| =0
el0 0<s<T"

as well as

limE[ sup (M: —MSVT)Q} < hmE{ sup (M¢ —MSVT)ﬂ =0,
el0 0<s<T" el0 0<s<T

where the inequality is the result of a trivial upper bound. Hence, using that,
for any two sequences of real numbers {a, } and {b,}, sup,, a®> = (sup,, |a,|)?
and sup,, |a, + by| < sup,, |a,| + sup,, |b,|, we have, together with an appli-
cation of Minkowski’s inequality, that

1/2 1/2
E { sup (Mg — MsyT)z} <limFE { sup (M: — MS,T’)2:|
0<s<T" el0 0<s<T"

1/2
+lim E [ sup (M: — MS,T)2]
E\LO OSSST/

:O,

thus showing that the processes M. and M. 1 are almost surely uniformly
equal on [0,7"]. Since T and T may be arbitrarily chosen, we may now speak
of a well-defined limiting martingale, M = {M, : t > 0}.

From the limit (ZI7), we may also deduce that there exists a deterministic
subsequence {el : n > 0} along which

T
lim sup (M:" — M)%2 =0
el'lo ogng( ° )
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P-almost surely. This follows from the well-established fact that L? conver-
gence of a sequence of random variables implies almost sure convergence on
a deterministic subsequence.

(ii) and (iii) Since, for each T' < oo, {Mj : s € [0, T} € M2, it is automatic
from the definition of this space of martingales that M is F-adapted with
right-continuous paths. It remains to show that the paths of M have left
limits. To this end, note that the paths of M are right-continuous with
left limits. Hence, almost sure uniform convergence (along a subsequence)
on finite time intervals implies that the limiting process, M, also has paths
which are right-continuous with, in particular, left limits. We are using here
the fact that, if D0, 1] is the space of functions f : [0, 1] — R which are right-
continuous with left limits, then D|0, 1] contains all its limit points under the
metric d(f,g) = sup,c(o,17 [f(t) — g(t)| for f, g € D[0,1]. See Exercise 2.4l

(iv) According to Corollary[Z6] there are at most an almost surely count-
able number of points in the support of N. Further, recalling the discussion
after Corollary[Z0] as the measure d¢ x IT(dz) has no atoms, the random mea-
sure N(-) is necessarily {0, 1}-valued on time-space singletons. Hence every
discontinuity in {M; : s > 0} corresponds to a unique point in the support
of N(-). It follows that M has at most a countable number of discontinuities.
Another way to see that there are, at most, a countable number of discon-
tinuities is simply to note that the same is true of functions in the space
DI0, 1]; see Exercise [Z41

(v) Foranyn e N;0<s; <t;7 <---<s, <t, <T<ooand by, --,0, €
R, dominated convergence and almost sure uniform convergence along the
subsequence {eX : ¢ > 0} gives

n

. n . Eg EZ
E Helej(Mtj*Ms]-) — lim E Helej(Mtj M)

j=1 L P
n .0 MEZ
= lim [[ E [t
ntoo -
Jj=1

= HE {eieiM‘rSj} ,
j=1
which, thanks to Exericse [T}, is sufficient to deduce that M has stationary
and independent increments. This concludes the proof. (|
2.5 Proof of the Lévy—It6 Decomposition

As previously indicated in Sect.Z] we will take X(*) to be the linear Brow-
nian motion (ZZ), now defined on some probability space (2%, F#, P#).
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Given IT in the statement of Theorem 2], we know from Theorem [Z.4] that
there exists a probability space, say (£2*, F*, P*), on which we may construct
a Poisson random measure, N, on ([0, 00) x R, B[0,00) x B(R),dt x IT(dx)).
We may think of the points in the support of N as having a time and space
coordinate, or alternatively, as points in R\{0} arriving in time.

Now define
Xt(z) = / / xN(ds x dz), t > 0,
[0,£] J]z[=1

and note from Lemma [Z§] that, since IT(R\(—1,1)) < oo, it is a compound
Poisson process with rate IT(R\(—1,1)) and jump distribution

I(R\(~1,1)) " I (d2) |y (—1,1)-

(We can assume without loss of generality that I7(R\(—1,1)) > 0 as other-
wise, we may take the process X (?) as the process which is identically 7€ero.)

Next, we construct a Lévy process having only small jumps. For each
1 > e > 0, define similarly the compound Poisson process with drift,

Xt(?”a) = / / xN(ds x dz) — t/ wll(dx), t>0. (2.18)
[0,] Je<|z|<1 e<|z|<1

(As in the definition of X (?), we shall assume without loss of generality IT({x :
|z| < 1}) > 0, otherwise the process X ) may be taken as the process which
is identically zero.) Using Theorem 27 (ii), we can compute its characteristic
exponent,

w3 (9) = / (1 — €% 410211 (dz) .
e<|z|<1

According to Theorem [Z10] there exists a Lévy process, which is also a
square-integrable martingale, defined on (£2*, F*, P*), to which X () con-
verges uniformly on [0,7] along an appropriate deterministic subsequence
in €. Note that it is precisely at this point that we use the assumption that
f(fl,l) 2?11 (dx) < oo. It is clear that the characteristic exponent of the afore-
mentioned Lévy process is equal to

o (9) = / (e i)

From Corollary 225 we know that, for each ¢ > 0, N has independent
counts over the two domains [0, ¢] x {R\(—1,1)} and [0,¢] x (—=1,1). It follows
that X(® and X®) are independent.

To conclude the proof of the Lévy-Itd decomposition in line with the
statement of Theorem [2.I] define the process

X, =xP+xP4+x® t>o0. (2.19)
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This process is defined on the product space
(2, F,P) = (2%, F# P#) x (2%, F*, P*),

has stationary independent increments, has paths that are right-continuous
with left limits and has characteristic exponent

v () = v (9) + v (9) +w®(9)

1 .
=iaf + 50292 + /(1 — el + i9I1(|x|<1))H(d$),
R

as required. 0

Let us conclude this section with some additional remarks on the Lévy—Ito
decomposition.

Recall from (Z4) that the exponent ¥3) appears to have the form of the
infinite sum of characteristic exponents belonging to compound Poisson pro-
cesses with drift. This suggests that X ) may be taken as the superposition
of such processes. We now see from the above proof that this is exactly the
case. Indeed, moving ¢ to zero through the sequence {27% : k > 0} shows us
that in the appropriate sense of L? convergence

lim Xt(3’27k) = lim / / xN(ds x dz) — t/ Il (dx)
ktoo kteo Ji0,4 Jo—k <|z|<1 2—F<|a|<1

k—

1
= lim / / xN(ds x dz)
kToo = [0,¢] J2—G+D) < |z <21

—t/ all(dx) p .
2- 0+ <|z|<2—1

It is also worth remarking that the definition of X(? and X in the proof
of the Lévy-It6 decomposition, corresponding to the partition of R\{0} into
R\(—1,1) and (—1,1)\{0}, is to some extent arbitrary. The point is that
one needs to deal differently with the contributions to the path from N
which come from a neighbourhood of the origin, and which come from its
complement. In this respect one could have redrafted the proof replacing
(—=1,1) by (a, ), for any o < 0 and 5 > 0. In which case, one would need to
choose a different value of @ in the definition of X() in order to make terms
add up precisely to the expression given in the Lévy—Khintchine exponent.
To be more precise, if for example @ < —1 and > 1, then one should take

Xt(l) = a't + 0 B; where

a =a-— / Il (dx) — / I (dx).
a<|z|<-1 1<|z|<pB
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This also shows that the Lévy-Khintchine formula 21J) is not a unique rep-
resentation and, indeed, the indicator 1(|/<1) in ([2.I)) may be replaced by
1(a<s<p) With an appropriate adjustment in the constant a.

Taking a much deeper view of things, the Lévy—It0 decomposition illus-
trates one of many examples where a Markov process can be decomposed
according to an endogenous Poisson point process. This approach was pur-
sued by K. Ito. See for example Itd (2004) and [Itd (1970). Later on, in Chap.
[6l we shall see another path-decomposition of Lévy processes in this spirit.
In that case, the path is decomposed according to a Poisson point process of
excursions of the Lévy process from its maximum.

2.6 Lévy Processes Distinguished by Their Path Type

As is clear from the proof of the Lévy-Itdé decomposition, we should think
of the measure II given in the Lévy-Khintchine formula as characterising a
Poisson random measure which encodes the rate at which the jumps of the
associated Lévy process occur. In this section we shall re-examine elements
of the proof of the Lévy—It6 decomposition and show that, with additional
assumptions on I7, we may further identify special classes of Lévy processes
embedded within the general class.

2.6.1 Path Variation

It is clear from the Lévy-It6 decomposition that the presence of the linear
Brownian motion X! would imply that paths of the Lévy process have
unbounded variation. On the other hand, should it be the case that o = 0,
then the Lévy process may or may not have unbounded variation. The term
X @) being a compound Poisson process, has only bounded variation. Hence,
in the case 0 = 0, understanding whether the Lévy process has unbounded
variation is an issue determined by the limiting process X (®); that is to say,
the process of compensated small jumps.

Reconsidering the definition of X ()| it is natural to ask under what cir-

cumstances
1im/ / xN(ds x dz)
ed0 J0,] Je<|z|<1

exists almost surely without the need for compensation by its mean as in
([2I8). Once again, the answer is given by Theorem 2.7 (i). Here we are told

that
/ / |z| N (ds x dz) < oo
[0,t] J|z|<1
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if and only if f‘z

via

<1 [zHI(dz) < co. In that case, we may identify X 3) directly

Xt(g) = / / xN(ds x dz) — t/ all(dx), t > 0.
[0,t] J|z|<1 |z|<1

This also tells us that X®) will be of bounded variation if and only if
flml<1 |z|IT(dx) < oo. Note that this is a stronger integrability condition
than the general integrability condition [, (1 A 2?)II(dz) < co. We get the
following lemma.

Lemma 2.12. A Lévy process with Lévy—Khintchine exponent corresponding
to the triple (a,0,II) has paths of bounded variation if and only if

=0 and /R(1 Al T (dz) < oc. (2.20)

Note that the finiteness of the integral in ([220) also allows for the Lévy—
Khintchine exponent of any such bounded variation process to be rewritten
as

W(0) = —idf + /(1 — 9% [1(dx), (2.21)
R

where the constant § € R relates to the constant a and II via

d=— <a+/|x|<l :cH(d:v)) .

In this case, we may write the Lévy process in the form
X, = 5t+/ / xN(ds x dz), t > 0. (2.22)
[0, Jr

In view of the decomposition of the Lévy—Khintchine formula for a process
of bounded variation and the corresponding representation ([2:22)), the term
0 is often referred to as the drift. Strictly speaking, one should not talk of
drift in the case of a Lévy process whose jump part is a process of unbounded
variation. If drift is to be understood in terms of a purely deterministic trend,
then it is ambiguous on account of the “infinite limiting compensation” that
one sees in X 3 coming from the second term on the right-hand side of (ZIF).

From the expression given in (L4) of Chap.[Il we see that, if X is a com-
pound Poisson process with drift, then its characteristic exponent takes the
form of [22I) with IT(R) < oco. Conversely, if o = 0 and IT has finite to-
tal mass, then we know from Lemma [2Z.8 that ([222]) is a compound Poisson
process with drift 4. In conclusion, we have the following lemma.

Lemma 2.13. A Lévy process is a compound Poisson process with drift if
and only if o =0 and II(R) < co.
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2.6.2 One-Sided Jumps

Suppose now that I7(—oc,0) = 0. From the proof of the Lévy-Ité6 decompo-
sition, we see that the corresponding Lévy process has no negative jumps. If
further we have that f(o,oo)(l A xz)II(dz) < oo, 0 = 0 and, in the representa-
tion ([Z2T]) of the characteristic exponent, § > 0, then from the representation
[222)) it becomes clear that the Lévy process has non-decreasing paths. Con-
versely, if a Lévy process has non-decreasing paths, then necessarily it has
bounded variation. Hence f(O,oo)(l A x)II(dz) < oo, 0 = 0 and then it is
easy to see that in the representation (Z21]) of the characteristic exponent,
we necessarily have ¢ > 0. Examples of such a process were given in Chap.[I]
(the gamma process and the inverse Gaussian process) and were named sub-
ordinators. Summarising, we have the following.

Lemma 2.14. A Lévy process is a subordinator if and only if I1(—o00,0) = 0,
f(o OO)(1 Az)II(dz) < 00,0 =0 and § = — (a—i— f(o 1 xH(d:v)) > 0.

For the sake of clarity, we note that, when X is a subordinator, further to
221)), its Lévy—Khintchine formula may be written as

V() = —idh + /(O )(1 — %) [1(dx). (2.23)

If IT(—00,0) = 0 and X does not have monotone paths, that is to say, it is
not a subordinator and it is not a pure negative linear drift, then it is referred
to in general as a spectrally positive Lévy process. A Lévy process, X, will
then be referred to as a spectrally negative Lévy process if —X is spectrally
positive. Together, these two classes of processes are called spectrally one-
sided. Spectrally one-sided Lévy processes may be of bounded or unbounded
variation and, in the latter case, may or may not possess a Gaussian compo-
nent. Note in particular that when ¢ = 0, it is still possible to have paths
of unbounded variation. If a spectrally positive Lévy process has bounded
variation, then it must take the form

Xy =—0t+ 5, t >0,

where {S; : t > 0} is a pure jump subordinator and, necessarily, § > 0. Note
that if § < 0, then X would conform to the definition of a subordinator. Note
that the above decomposition implies that if E(X;) < 0, then E(S7) < oo,
as opposed to the case that E(X;) > 0, in which case it is possible that

A special feature of spectrally positive processes is that, if 7, = inf{t >
0: X, < z}, where < 0, then P(7, < oo) > 0. Hence, as there are no
downwards jumps,
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P(X,- =z|r, <o0)=1, (2.24)

with a similar property for first passage upwards being true for spectrally
negative processes. A rigorous proof of the first of the above two facts will
be given in Corollary 313l at the end of Sect.B3l It turns out that (224])
plays a very important role in the simplification of a number of theorems we
shall encounter later on in this text, which concern the fluctuations of general
Lévy processes.

2.7 Interpretations of the Lévy—It6 Decomposition

Let us return to some of the models considered in Chap.[I] and consider how
our understanding of the Lévy-It6 decomposition helps to justify working
with more general classes of Lévy processes.

2.7.1 The Structure of Insurance Claims

Recall from Sect.[[L3T] that the Cramér-Lundberg model corresponds to a
Lévy process with characteristic exponent given by

() = —ich + )\/ (1 — €% F(dz),
(_OO)O)

for 8 € R. In other words, a compound Poisson process with arrival rate A > 0
and negative jumps, corresponds to claims having common distribution F,
as well as a drift ¢ > 0 corresponding to a steady income due to premiums.
Suppose instead we work with a general spectrally negative Lévy process,
that is a process for which IT(0,00) = 0 (but without monotone paths).
In this case, the Lévy—Ito decomposition offers an interpretation for large-
scale insurance companies as follows. The Lévy—Khintchine exponent may be
written in the form

(0) = {30292} + {—iec+ /(0071](1 - eiex)H(d:r)}

— &% 4 gy T .
+{/(1.,0)(1 +i02)11(d )} (2.25)

for 6 € R. Assume that IT(—oc0,0) = oo, and so ¥ is genuinely different
from the characteristic of a Cramér-Lundberg model. We may understand
the third bracket in (Z28) as a Lévy process representing a countably in-
finite number of arbitrarily small claims, compensated by a deterministic
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positive drift (which may be infinite in the case that f(fl,o) || [T (dx) = o0),
corresponding to the accumulation of premiums over an infinite number of
contracts. Roughly speaking, the way in which claims occur is such that, in
any arbitrarily small period of time dt, a claim of size |z| (for < 0) is made
independently with probability IT(dz)dt+o(dt). The insurance company thus
counterbalances such claims by ensuring that it collects premiums in such a
way that in any dt, |z|II(dz)dt of its income is devoted to the compensa-
tion of claims of size |z|. The second bracket in (Z25]) can be understood as
coming from large claims, which occur occasionally and are compensated for
by a steady income at rate ¢ > 0, just as in the Cramér—Lundberg model.
Here “large” is taken to mean claims of size one or more and ¢ = —a, in the
terminology of the Lévy—Khintchine formula given in Theorem Finally,
the first bracket in (Z25) may be seen as a stochastic perturbation of the
system of claims and premium income.

Since the contents of the first and third set of curly brackets in (2.28]) cor-
respond to martingales, the company may guarantee that its surplus drifts
to infinity over an infinite time horizon by assuming that such behaviour ap-
plies to the compensated process of large claims corresponding to the second

bracket in ([2.25]).

2.7.2 General Storage Models

The workload of the M /G /1 queue was presented in Sect.[[L32as a spectrally
negative compound Poisson process with rate A > 0 and jump distribution
F with positive unit drift, reflected in its supremum. In other words, the
underlying Lévy process has characteristic exponent

() = —if + )\/( 0)(1 — %) F(dx),

for all 8 € R. A general storage model, described for example in the classic
books of [Prabhil (1998) and [Takécd (1966), consists of working with a Lévy
process, X, which is the difference of a positive drift and a subordinator and
then reflected in its supremum. Its Lévy—Khintchine exponent thus takes the
form

W(0) = —idh + /( 0)(1 — %) [1(dx),

where § > 0 and f(foo 0)(1 Alz|)II(dz) < co. As with the case of the M/G/1
queue, the reflected process

Wtz(w\/yt)—Xt, tZO,
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may be thought of as the stored volume or workload of some system, where X
is the running supremum and w is the initial volume in the system. The Lévy—
It6 decomposition tells us that, during the periods of time that X is away
from its supremum, there is a natural “drainage” of volume or “processing” of
workload, corresponding to the downward movement of W in a linear fashion
with rate . At the same time new “volume for storage” or equivalently new
“jobs” arrive independently so that in each dt, one arrives of size |z| (where
x < 0) with probability IT(dx)dt + o(d¢) (thus giving similar interpretation
to the occurrence of jumps in the insurance risk model described above).
When [I(—00,0) = oo, the number of jumps are countably infinite over any
finite time interval, thus indicating that our model is processing with “infinite
frequency” in comparison to the finite activity of the workload of the M/G/1
process.

Of course one may also envisage working with a jump measure which
has some mass on the positive half-line. This would correspond to negative
jumps in the process W. This, in turn, can be interpreted as follows. Over
and above the natural drainage or processing at rate 4, in each dt¢ there is
independent removal of a “volume” or “processing time of job” of size y > 0
with probability I7(dy)dt + o(dt). One may also consider moving to models
of unbounded variation. However, in this case, the interpretation of drift is
lost.

2.7.8 Financial Models

Financial mathematics has become a field of applied probability which has
also embraced the use of Lévy processes, in particular, for the purpose of
modelling the evolution of risky assets. We shall not attempt to give any-
thing like a comprehensive exposure of this topic here, nor elsewhere in this

book, especially since textbooks of [Boyarchenko and Levendorskii (IZDQZH),
Schoutens (2003) and [Cont. and Tankoyt (2004) already offer a clear and up-

to-date overview between them. It is worth mentioning briefly some of the
connections between path properties of Lévy processes seen above and mod-
ern perspectives within financial modelling.

One may say that financial mathematics proper begins with the thesis of
Louis Bachelier who proposed the use of linear Brownian motion to model
the value of a risky asset, say the value of a stock. See Bacheliel (|L9_Qd, |1JLOJ)
However, the classical model for the evolution of a risky asset, proposed by
Samuelson (1965), is generally accepted to be that of an exponential linear
Brownian motion with drift;

Sy = sexp{oB; + ut}, t>0, (2.26)
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where s > 0 is the initial value of the asset, B = {B; : t > 0} is a standard
Brownian motion, ¢ > 0 and p € R. This choice of model offers the feature
that asset values have multiplicative stationarity and independence in the
sense that for any 0 < u <t < oo,

Sy = Sy x Sy_u, (2.27)

where §t_u is independent of {S;, : v < u} and has the same distribution
as Sy_,. Whether or not this is a realistic assumption in terms of temporal
correlations in financial markets is open to debate. Nonetheless, for the pur-
pose of a theoretical framework in which one may examine certain economic
mechanisms, such as risk-neutrality, hedging and arbitrage, as well as giving
sense to the value of certain financial products such as option contracts, ex-
ponential Brownian motion has proved to be a successful model in capturing
the imagination of mathematicians, economists and financial practitioners
alike. Indeed, what makes (Z20)) “classical” is that [Black and Scholes (1973)
and (@) demonstrated how one may construct rational arguments
leading to the pricing of a call option on a risky asset driven by exponential
Brownian motion.

Two particular points, of the many, where the above model of a risky asset
can be shown to be inadequate, concern the continuity of the paths and the
distribution of log-returns of the value of a risky asset. Clearly (2.20]) has con-
tinuous paths and therefore cannot accommodate for jumps which arguably
are present in observed historical data of certain risky assets due to shocks
in the market. The feature [227) suggests that for a fixed period of time
A, for each n > 1, the innovations log(S(,4+1)a/Sna) are independent and

normally distributed with mean pA and standard deviation ov/A. Empirical
data suggests that the tails of the distribution of the log-returns are asym-
metric as well as having heavier tails than those of normal distributions. Note
that the tails of normal distributions are particularly light as they decay like
?I%_I2} for large values of |z|. See for example the discussion inm

)

Recent literature suggests that a possible remedy is to work with
S, = seXt, >0,

instead of (2.20]), where again s > 0 is the initial value of the risky asset and
X ={X;:t >0} is a Lévy process. This preserves multiplicative stationary
and independent increments, as well as allowing for jumps, distributional
asymmetry and the possibility of heavier tails than the normal distribution
can offer. A simple example of how this may happen is simply to take for X a
compound Poisson process whose jump distribution is asymmetric and heavy
tailed. A more sophisticated example, and indeed quite a popular model in
the research literature, is the so-called variance-gamma process, introduced
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by Madan and Seneta M) This Lévy process is pure jump, that is to say

o =0, and has Lévy measure given by

II(dz) = 1(I<0)%6szz + 1(m>0)%eiMzdI,
where C,G, M > 0. It is easily seen by computing explicitly the integral
Je(X A |z[)II(dz) and the total mass II(R) that the variance-gamma pro-
cess has paths of bounded variation and further is not a compound Poisson
process. It turns out that the exponential weighting in the Lévy measure en-
sures that the distribution of the variance-gamma process at a fixed time ¢
has exponentially decaying tails (as opposed to the much lighter tails of the
Gaussian distribution).

Working with pure jump processes implies that there is no diffusive nature
to the evolution of risky assets. Diffusive behaviour is often found attractive
for modelling purposes as it has the taste of a physical interpretation in which
increments in infinitesimal periods of time are explained through the Central
Limit Theorem as the aggregate effect of many simultaneous conflicting ex-
ternal forces[1[Geman et all (2001)) argue the case for modelling the value of
risky assets with Lévy processes which have paths of bounded variation which
are not compound Poisson processes. In their reasoning, such processes have
a countable number of jumps over finite periods of time, which correspond to
the countable, but nonetheless infinite number of purchases and sales of the
asset which collectively dictate its value as a net effect. In particular, being of
bounded variation means the Lévy process can be written as the difference to
two independent subordinators (see Exercise 2.8)). These two subordinators
should be thought of the total prevailing price buy orders and total prevailing
price sell orders on the logarithmic price scale.

Despite the fundamental difference between modelling with bounded vari-
ation Lévy processes and Brownian motion, Geman et all M) also provide
an interesting link to the classical model ([Z.26) via time change. The basis of
their ideas lies with the following lemma.

Lemma 2.15. Suppose that X = {X; : t > 0} is a Lévy process with char-
acteristic exponent ¥ and T = {75 : s > 0} 14s an independent subordinator
with characteristic exponent Z(0). Then Y = {X,, : s > 0} is again a Lévy
process with characteristic exponent = (1% (6)).

Proof. First let us make some remarks about =. We already know that the

formula . B
E(ewfs) —e = (0)s

holds for all § € R. However, since 7 is a non-negative valued process, via
analytical continuation, we may claim that the previous equality is still valid

7 See for example the second volume of [Lucretiug (ca. 99 BC — ca. 55 BQ) and the

formalisation in [Einsteid (19053).
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fol 6 € {z € C: Sz > 0}. Note in particular that, since
1
R (u) = 502u2 + /(1 — cos(ux))II(dx) > 0,
R

for all u € R, the equalities

E(eiuX.,.s) _ E(efd/(u)fs) _ E(ei(ikb(u))rs) _ efE(M/(u))s (228)
hold.

Since X and 7 have right-continuous paths, then so does Y. Next consider
neN0<s<t;<---<s, <t, <ooand b, -,0, € R. Then, by first
conditioning on 7 and noting that 0 <75, <7, <--- <75, <7, <00, We
have

E Heiej(y‘j_ysj) =E He—g’(eg‘)(ﬁj—nj)
j=1 ol

E —g/(ej)thfsj

e
1

J

= J[ o=@,
j=1

n

where in the final equality, we have used the fact that 7 has stationary in-
dependent increments together with (228). Exercise [Tl now allows us to
conclude that Y has stationary and independent increments. O

Suppose in the above lemma, we take for X a linear Brownian motion with
drift as in the exponent of (220]). By sampling this continuous path process
along the range of an independent subordinator, one recovers another Lévy
process. [Geman et all (lZ_QQ]J) suggest that one may consider the value of a
risky asset to evolve as the process ([2.26) on an abstract time scale suitable
to the rate of business transactions, called business time. The link between
business time and real time is given by the subordinator 7. That is to say, one
assumes that the value of a given risky asset follows the process Y = X o7
because, at real time s > 0, 75 units of business time have passed and hence
the value of the risky asset is positioned at X, .

Returning to the example of the variance-gamma process given above, it
turns out that one may recover it from a linear Brownian motion by applying
a time change using a gamma subordinator. See Exercise 22| for more details
on the facts mentioned here concerning the variance-gamma process as well
as Exercise for more examples of Lévy processes which may be written
in terms of a subordinated Brownian motion with drift.

8 The notation 3z refers to the imaginary part of 2.
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Exercises

2.1. The objective of this exercise is to give a reminder of the additive prop-
erty of Poisson distributions (which is also the reason why they belong to
the class of infinite divisible distributions). Suppose that {N; : i = 1,2,...}
is an independent sequence of random variables defined on ({2, F, P) which
are Poisson distributed with parameters A;, for i = 1,2, ..., respectively. Let
S =>",~1 Ni. Show that

(i)  if >°,o; Ai < oo then S is Poisson distributed with parameter .., A;
and hence in particular P(S < oc0) = 1, B
(i) if > ;5; Ai = oo then P(S = o0) = 1.

2.2. Denote by {T; : i > 1} the arrival times in the Poisson process N =
{N; : t > 0} with parameter \.

(i) By recalling that inter-arrival times are independent and exponentially
distributed, show that, for any A € B([0,c0)"),

n!

P((Tl, ,Tn) S A|Nt = TL) = / t_n]‘(OShSmStnSt)dtl X ... X dtn
A

(ii)  Deduce that the distribution of (71, ..., T}, ), conditional on N; = n, has
the same law as the distribution of an ordered independent sample of
size n taken from the uniform distribution on [0, ¢].

2.3. If i is a measure on (S,8) and f: S — [0,00) is measurable then show
that [¢(1—e~?/@))p(dz) < oo for all ¢ > 0if and only if [((1A f(z))n(dz) <

Q.

2.4. Recall that D[0,1] is the space of functions f : [0,1] — R which are
right-continuous with left limits.

(i) Define the norm || f|| = sup,¢(o,1) [f(2)[. Use the triangle inequality to
deduce that, if {f, : » > 1} is a sequence in D[0,1] and f:[0,1] = R
such that lim,4eo || fr — f|| = 0, then f € DI0,1].

(i)  Suppose that f € D[0,1] and let A = {t € [0,1] : |f(¢t) — f(t—)| # 0}
(the set of discontinuity points). Show that A is countable if A, is
countable, for all ¢ > 0, where A, = {t € [0,1] : |f(¢t) — f(t—)] > c}.
Next fix ¢ > 0. Suppose for contradiction that A, has an accumulation
point, say x. Show that the existence of either a left or right limit at
x leads to the conclusion that there is no left or right limit of f at x.
Deduce that A., and hence A, is countable.

2.5. The explicit construction of a Lévy process given in the Lévy—Ito de-
composition begs the question as to whether one may construct examples of
deterministic functions which have similar properties to those of the paths
of Lévy processes. The objective of this exercise is to do precisely that. The
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reader is warned, however, that this is purely an analytical exercise and one
should not necessarily think of the paths of Lévy processes as being entirely
similar to the functions constructed below in all respects.

(i)

Let us recall the definition of the Cantor function, which we shall use
to construct a deterministic function that has bounded variation, that
is right-continuous with left limits and whose points of discontinuity
are dense in its domain. Take the interval Cy := [0, 1] and perform the
following iteration. For n > 0 define C,, as the union of intervals which
remain when removing the middle third of each of the intervals which
make up Cy,_1. The Cantor set C' is the limiting object, (1,,~, Cn and
can be described by

C={zel0,1]:2= Z % such that ay, € {0,2} for each k > 1}.
k>1

One sees that the Cantor set is simply the remaining points in [0, 1]
after omitting numbers whose tertiary expansion contains the digit 1.
To describe the Cantor function, for each x € [0, 1], let j(x) be the
smallest j for which aj = 1 in the tertiary expansion of Y, o, ay/3F
of z. If x € C, then j(z) = oo and otherwise, if z € [0,1]\C, then
1 < j(z) < co. The Cantor function is defined as follows

j(z)—1
1 / (673
flx) = @ + E 57 for z € [0, 1].
1=1

Now consider the function g : [0,1] — R, given by g(z) = f~!(x) — ax
for a € R. Here, we understand f~1(z) = inf{6 : f(#) > z}. Note that
¢ is monotone if and only if a < 0. Show that g has only positive jumps
and the values of = for which ¢ jumps form a dense set in [0, 1]. Show
further that ¢ has bounded variation on [0, 1].

Now let us construct an example of a deterministic function which
has unbounded variation and that is right-continuous with left limits.
Denote by Q3 the dyadic rationals. Consider a function J : [0, 00) — R
as follows. For all > 0 which are not in Q, set J(z) = 0. It remains
to assign a value to J for each x = a/2™ where a = 1,3,5,... (even
values of a cancel). Let

ny __ 2" 1fa: 175797"'
J(CL/Z )_ {_2_" if @ = 377,11,..-

and define
fla)y="Y_ J.

s€[0,2]NQ2
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Show that f is uniformly bounded on [0, 1], is right-continuous with
left limits and has unbounded variation over [0, 1].

2.6. Suppose that X is a Lévy process with Lévy measure I1.

(i)

For each n > 2 show that for each ¢ > 0,

E l/{o)t]/RM"N(ds y dx)] <o

almost surely if and only if
/ |z|" IT(dz) < oo.
z[>1

Suppose now that IT satisfies f\z\>1 |x|"II(dz) < oo for n > 2. Show

that
/ /x”N(dsxd:z:)—t/x”H(dx),tzO,
0, Jr R

is a martingale.

2.7. Let X be a Lévy process with Lévy measure I7. Denote by N the Poisson
random measure associated with its jumps.

(1)

(i)
(iii)

Show that

P(sup | Xs— X5 |>a)=1- e~ tIT(R\(—a,a))
0<s<t

3

for a > 0.

Show that the paths of X are continuous if and only if IT = 0.

Show that the paths of X are piecewise linear if and only if it is a
compound Poisson process with drift if and only if o = 0 and I1(R) <
0o. (Recall that a function f : [0,00) — R is right-continuous and
piecewise linear if there exist sequence of times 0 = t) < t; < ... <
tn < ... with lim,jo0 t, = oo such that on [t;_1,t;) the function f is
linear.)

Now suppose that IT(R) = co. Argue by contradiction that, for each
positive rational ¢ € Q, there exists a decreasing sequence of jump
times for X, say {T,,(w) : n > 0}, such that lim,+o T, = ¢. Hence
deduce that the set of jump times are dense in [0, 00).

2.8. Show that any Lévy process of bounded variation may be written as the
difference of two independent subordinators.

2.9. This exercise gives another explicit example of a Lévy process, the

variance-gamma process, introduced by Madan and Senetal (1990) to model

financial data.
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Suppose that I' = {I} : t > 0} is a gamma subordinator with pa-
rameters «, 8 and that B = {B; : t > 0} is an independent standard
Brownian motion. Show that, for ¢ € R and o > 0, the variance-gamma
process

Xt = CFt-i-UB[’t, tZ 0,

is a Lévy process with characteristic exponent

e 0262
U () = Blog(1l — i— + 7

) 0 € R.

Show that the variance-gamma process is equal in law to the Lévy
process

@ p® @ 4> ),

where '™ is a gamma subordinator with parameters

-1
1c? 102 1c¢
w_ [t 1o 1c 480 —
@ ( 4a2+2a+2a> and f b

and I'® is a gamma subordinator, independent of I'}), with param-

eters .
1¢2 102 1c
(2) — - L -z 2= (2) —
@ ( 4oz2+2a 2a> and f p

2.10. Suppose that d is an integer greater than one. Choose a € R? and let
IT be a measure concentrated on R?\{0} satisfying

/ (1A |x?) T (dx) < oo,
Rd

where || is the standard Euclidean norm. Show that it is possible to construct
a d-dimensional process X = {X; : ¢t > 0} on a probability space (£2, F,P)
having the following properties.

(1)

The paths of X are right-continuous with left limits P-almost surely in
the sense that, for each ¢ > 0,

P(liﬁl Xs=X;)=1and ]P)(li%l X exists) = 1.

P(X, = 0) = 1, the zero vector in R

For 0 < s <t, X; — X is independent of {X,, : u < s}.
For 0 < s <t, Xy — X; is equal in distribution to X;_.
For any ¢t > 0 and 6 € R?,

E(eiG-Xt) _ efkb(e)t
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and

1 )
!I/(H):ia-9+§9-A9+/ (1= % 150 )1 g <)) 1T (dx), (2.20)
Rd

where for any two vectors x and y in R, x-y is the usual inner product
and A is a d X d Gaussian covariance matrix.

2.11. Suppose that X is a subordinator.

(1)

(i)

(iii)

(iv)

Show that it has a Laplace exponent given by

~logB(e ™) = 0(q) =dg+ [ (1) 1),
(0,00)

for ¢ > 0, where § > 0 and [, (1A 2)IT(dz) < oo.
Show using integration by parts that

D(q) = g + q/ e [ (x,00)dx
0

and hence that the drift term § may be recovered from the limit

lim % =J.
qtoo g
Show that
¢
lim& =E(Xy) :5—|—/ zII(dz) € (0, 0]
wo g (0,00)

Finally, prove that ¢#(c0) < oo if and only if X is a compound Poisson
subordinator. That is to say, 6 = 0 and I7(0,00) < oo, in which case
@(o0) = + I1(0, 0).

2.12. Here are some more examples of Lévy processes which may be written
as a subordinated Brownian motion.

(i)
(i)

Let « € (0,2). Show that a Brownian motion subordinated by a stable
process of index «/2 is a symmetric stable process of index «.
Suppose that X = {X; : ¢ > 0} is a compound Poisson process with
Lévy measure given by

H(dx) = {1(1<0)eia‘z‘ + 1(1>0)eiaz} dzx,

for a > 0. Now let 7 = {75 : s > 0} be a pure jump subordinator with
Lévy measure
2
m(dx) = 1(z50)2ae” " “du.
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Show that {v/2B,, : s > 0} has the same law as X, where B = {B; :
t > 0} is a standard Brownian motion independent of 7.

Suppose now that X = {X; : t > 0} is a compound Poisson process
with Lévy measure given by

AV2
_ \/— efx2/2a'2

O/ T

I1(dx) dex,

for # € R. Show that {ocBy, : t > 0} has the same law as X, where
B is as in part (i) and {N; : s > 0} is a Poisson process with rate 2\
independent of B.

The final part of this question gives a simple example of Lévy processes which
may be written as a subordinated Lévy process.

(iv)

Suppose that X is a symmetric stable process of index a € (0,2).
Show that X can be written as a symmetric stable process of index
a/ 8 subordinated by an independent stable subordinator of index 8 €
(0,1).



Chapter 3

More Distributional and Path-Related
Properties

In this chapter, we consider some more distributional and path-related prop-
erties of general Lévy processes. Specifically, we examine the strong Markov
property, duality, moments and exponential change of measure.

We recall here our notation that any Lévy process, X = {X; : ¢t > 0},
is assumed to be defined on a probability space ({2, F,P), which is endowed
with a filtration F = {F, : ¢ > 0} that is complete with respect to the null
sets of P and right-continuous.

3.1 The Strong Markov Property

The process X = {X; : ¢t > 0} possesses the Markov property if, for each
B € B(R) and s,t > 0,

]P)(Xt+5 S B|]:t) = P(Xt-l—s € B|O'(Xt)) (31)

It is easy to see that the Markov property is satisfied for all Lévy processes.
Indeed, Lévy processes satisfy the stronger condition that the law of X34 s— X,
is independent of F3, for all s, > 0.

A non-negative random variable, say 7, is called a stopping time if

{TSt}EJ:t,

for all ¢ > 0. It is possible that a stopping time may have the property that
P(r = o0) > 0. In addition, for any stopping time 7,

{r<t}= U{Tgt—l/n}e Uft,l/ngft.

n>1 n>1

However, we also have that any random time 7 which has the property that
{r <t} € F for all t > 0 must also be a stopping time. To see why, note

71
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that
{TSt}: ﬂ{7'<t+1/n}€ ﬂft+l/n:ft+:ft7

n>1 n>1

where in the last equality, we use the right-continuity of the filtration F. In

other words, for a Lévy process whose filtration is right-continuous, we may

also say that 7 is a stopping time if and only if {T < t} € F; for all ¢t > 0.
Associated with a given stopping time 7 is the sigma-algebra

Fr={AeF:An{r <t} e F forallt >0}

(Note, it is a simple exercise to verify that F is a sigma-algebra.) The process
X is said to satisfy the strong Markov property if, for each stopping time, 7,

P(X,ys € B|F,) =P(X;4s € Blo(X;)) on {7 < c0}.

The next theorem shows, in particular, that all Lévy processes satisfy the
strong Markov property.

Theorem 3.1. Suppose that T is a stopping time. Define on {7 < oo} the
process X = {X; :t > 0} where

X, =Xrpi— X,, t>0.

Then, on the event {T < oo}, the process X is independent of F., has the
same law as X and hence in particular is a Lévy process.

Proof. We need to check that X has stationary and independent increments
which belong to the same family of infinite divisible distributions as X. (Note
that X clearly has paths that are right-continuous with left limits, issued from
the origin.) Referring to Exercise [T, we see that it would suffice to prove
that, for any n € N, 0 < 57 < t; < -+ < s, < t,, < 00, H € F; and
01,---,0, €R,

E (H ewi(XT“fXT“i); Hn{r< oo}) = He*wei)(ti*”)]}” (HN{r < o0}),
i=1

i=1
where ¥ is the characteristic exponent of X.

To this end, define a sequence of stopping times {T(") :n > 1} by

k2 if (k—1)2 " <7 <k2 " fork=1,2,..

00 if 7= o0.

Stationary independent increments, together with the fact that H ﬂ{T(") =
k27"} € Fro—n, allows us to write
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E <H eiei(XT(n)+%7XT(”)+Si);H n {T(n) < OO})

i=1

ZE <H eiei(x*(")m_xr(")“i); HnN {T(") = k2_n}>

k>0 i=1

Z E|E (ﬁ eiei(xk2*"+ti_xk2*n+si)

k>0 i=1

=> ﬁE (e Xri—= ) P(H N {7 = k27"})

k>0i=1

fk2n> CHN{r™ = k2"}1

= [Je @@ 0B(H N {7 < co}).
i=1

The paths of X are almost surely right-continuous and 7™ | 7 on {r < =}
as n tends to infinity. Hence, X ), — X744 almost surely on {7 < oo},
for all s > 0 as n tends to infinity. It follows by the Dominated Convergence
Theorem that

E (H eiei(XT“fXT“i); Hn{r< oo})
i=1

lim E (H ewi(xf(")ﬂfxf(”)“i); HnN {T(") < oo})
i=1

ntoo

n

hTm e—g’(ei)(ti—si)]}D(H N {7-(") < OO})

= [[e " IPH N {r < oo}).

=1

This shows that X is independent of F, on {r < oo} and has the same
law as X. g

Examples of F-stopping times which will repeatedly occur in the remaining
text are those of the first-entrance time and first-hitting time of a given open
or closed set B C R. They are defined as

TP =inf{t >0: X; € B} and 7% = inf{t > 0: X, € B},

respectively. We take the usual definition inf () = oo here. At many places
throughout this book, we shall work with the special cases that B is equal
to (x,00), [z,00), (—o0,x), (—o00,z] and {x} where x € R. The two times
T® and 7 are very closely related. They are equal when Xo ¢ B; but they

may possibly differ in value when Xy € B. Consider for example the case
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that B = [0,00) and X is a compound Poisson process with strictly negative
drift. When X = 0, we have P(TB = 0) = 1 whereas P(r8 > 0) = 1[1

To some extent it is intuitively obvious why 72 and 77 are stopping times.
Nonetheless, we complete this section by justifying this claim. The justifica-
tion comes in the form of a supporting lemma and a theorem establishing the
claim. The lemma illustrates that there exists a sense of left-continuity of Lévy
processes when appropriately sampling the path with an increasing sequence
of stopping times; that is, quasi-left-continuity. The proofs of the forthcom-
ing lemma and theorem are quite technical and it will do no harm if the
reader chooses to bypass their proofs and continue reading on to the next sec-

tion. The arguments given are rooted in the works of [Dellacherie and Meyel
1975-1993) and Blumenthal and Getoorl (1968) who give a comprehensive

and highly detailed account of the theory of Markov processes in general.

Lemma 3.2 (Quasi-Left-Continuity). If T is an F-stopping time and
{T,: n > 1} is an increasing sequence of F-stopping times such that lim,4oc T,
T almost surely, then limpqoo X1, = X1 on {T < oo}. Hence, if T,, < T al-
most surely for each n > 1, then X is left-continuous at T on {T < oo}.

Note that for any fixed ¢t > 0, P(N({t} xR) = 0) = 1, where N is the Pois-
son random measure describing the jumps of X, and hence ¢ is a jump time
with probability zero. If {t,: n = 1,2, ...} is a sequence of deterministic times
satisfying ¢,, — ¢t as n 1 oo, then w1th probability one X; — X;. In other
words, ¢ is a point of continuity of X A The statement in the above lemma
thus asserts that this property extends to the case of increasing stopping
times.

Proof (of Lemmal33). First suppose that P(T < oo) = 1. As the sequence
{T,, : n > 1} is almost surely increasing, we can identify the limit of {Xr, :
n >0} by

Z=14Xr+ 14 Xp_,

where A = U,,>1 NgsniTk = T} = {Tk = T eventually}. Suppose that f
and g are two continuous functions, each with compact support. Appealing
to bounded convergence (twice), together with the right-continuity and left
limits of paths, we have

1 As we shall see later, this is a phenomenon which is not exclusive to compound
Poisson processes with strictly negative drift. The same behaviour is experienced by,
for example, Lévy processes of bounded variation with strictly negative drift.

2 It is worth reminding oneself, for the sake of clarity, that X¢, — X P-as. as
n 1 oo means that, for all ¢ > 0, there exists an almost surely finite N > 0 such
that | X, — X¢| < e for all n > N. This does not contradict the fact that there
might be an infinite number of discontinuities in the path of X in an arbitrary small
neighbourhood of t.
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13%1 %ITI?O E(f(X1,)9(X1,+¢)) = Eiﬁ)lE(f(Z)g(X(Tth)—))
= E(f(2)9(X71)). (3-3)

Now write, for short, P,g(x) = E(g(x + X)) = E.(9(X¢)), which is uni-
formly bounded in z and ¢ and, by bounded convergence, continuous in z.
Note that right-continuity of X, together with bounded convergence, also im-
plies that lim, o P,g(z) = g(x) for each x € R. These facts, together with the
Markov property applied at time T,, and bounded convergence, imply that

i lim, B(f (X7, )g(Xr,1+)) = lim lim B(f (X7, ) Pig(Xr,))

- 13$E(f(Z)Ptg(Z))
=E(f(2)9(2)). (3.4)

Equating (33)) and [B4)), we see that, for all uniformly bounded continuous
functions f and g,

E(f(Z2)9(X1)) = E(f(Z)9(Z)).

From this equality, we may deduce (by splitting into real and imaginary parts)

that
E(ei91Z+i92XT) — E(ei91Z+i92Z)

where 61,60, € R, and hence Z = Xp almost surely.

When T,, < T almost surely for all n > 1, it is clear that Z = Xp_ and
the concluding sentence in the statement of the lemma follows for the case
that P(T' < o0) = 1.

To remove the requirement that P(T' < oo) = 1, recall that for each ¢ > 0,
T At is a finite stopping time. We have that T),, At T T'At as n 1 oo and hence,
from the previous part of the proof, limy1oc X7,A¢t = X174+ almost surely. In
other words, limytoc X7, = X7 on {T' < t}. Since we may take t arbitrarily
large the result follows. O

Theorem 3.3. Suppose that B is open or closed. Then,

(i) T% is a stopping time and Xy € B on {T® < oo} and
(ii) 7P is a stopping time and X5 € B on {78 < oo}.

(Note that B = B when B is closed.)

Proof. (i) First, we deal with the case that B is open. Since any Lévy process
X = {X; : t > 0} has right-continuous paths and B is open, we may describe
the event {T® < t} in terms of the path of X at rational times. That is to
say,

{r? <ty= |J {X.eB} (3.5)
s€QNI0,t)
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Since each of the sets in the union is F;-measurable and sigma-algebras are
closed under countable set operations, we have that {72 < t} is also F-
measurable. Recalling that F is right-continuous, we have that {17 < t} is
Fi-measurable if and only if {78 <t} is F;-measurable and hence TP fulfils
the definition of an F-stopping time. Now note that, on {T” < oo}, we have
that either X5 € B or that at the time 7%, X is at the boundary of B and
at the next instant moves into B. That is to say, on {TP < o}, there exists
a sequence of (random) times {0, : n > 1}, such that o, | T® with X,, € B
for all n > 1, in which case, right-continuity of paths implies that X5 € B.
For illustrative purposes, consider the example where B = (z,00) for some
x > 0 and X is any compound Poisson process with strictly positive drift
and negative jumps. It is clear that P(Xp ) = ) > 0 as the process may
drift up to the boundary point {z} and then continue into (x,00) before, for
example, the first jump occurs.

For the case of closed B, the argument given above is not subtle enough
for the proof. The reason why lies with the possibility that X may enter B
simply by touching its boundary, which is now included in B. Further, this
may occur in a way that cannot be described in terms of a countable sequence
of events.

We thus employ another technique for the proof of (i) when B is closed.
Suppose that {B,, : n > 1} is a sequence of open sets given by

B, ={r€R:|z—y| <1/n for some y € B}.

Note that B C B, for all n > 1 and (5, B, = B. From the previous

paragraph, we have that 7P~ are F-stopping times and, clearly, they are
increasing. Denote their limit by 7'. Since, for all ¢ > 0,

(T <t} ={supT? <t} = [({TP <t} e F,
n>1

n>1

we see that 7' is an F-stopping time. Obviously 7% < T'B for all n and hence
T < TB. On the other hand, according to quasi-left-continuity described in
the previous lemma, lim,oo X785, = X7 on the event {T" < oo}, showing
that X7 € B = B and hence that T'> T® on {T < co}. In conclusion, we
have that T = TP and X;5 € B on {T? < }.

(ii) Suppose now that B is open. Let T2 = inf{t > ¢ : X; € B}. Note that
{TB <t} =0¢€ F forallt <eand for t > e,

(1P <t} = |J {X.eB},
s€QNle,t)
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which is F;. Hence by right-continuity of F, T is an F-stopping time. Now
suppose that B is closed. Following the arguments in part (i) but with 7.5~ :=
inf{t > ¢ : X; € B,}, we conclude for closed B that T is again an F-stopping
time. In both cases, when B is open or closed, we also see, as in part (i), that
Xre € Bon {T? < }.

Now suppose that B is open or closed. The sequence of stopping times
{T5 : e > 0} forms a decreasing sequence as € | 0 and hence has an almost
sure limit, which is equal to 72 by definition. Note also that {T? < oo}
increases to {78 < 0o} as e | 0. Since for all ¢ > 0 and decreasing sequences
en 40,

(P <ty ={if 72 >t} = ({12 >t} € 7,
n>1 " "

n>1

we see that 78 is an F-stopping time. Right-continuity of the paths of X
tell us that lim.jo X75 = X;5 on {77 < oo}. Hence X" € B whenever
{78 < o0}. 0

3.2 Duality

In this section, we discuss a simple feature of all Lévy processes, which follows
as a direct consequence of stationary independent increments. That is, when
the path of a Lévy process, taken over a finite time horizon, is time reversed
(in an appropriate sense), the new path is equal in law to the negative of the
original process. This property will prove to be of crucial importance in a
number of fluctuation calculations later on.

Lemma 3.4 (Duality Lemma). For each fized t > 0, define the reversed

process
{X(t—s)— - Xt :0 S S S t}

and the dual process,
{-Xs:0<s <t}

Then the two processes have the same law under P.

Proof. Define the time reversed process Yy, = Xt—s)— — Xy for 0 < s <t
and note that, under P, we have Yy = 0 almost surely since ¢ is a jump
time with probability zero. As can be seen from Fig.B1l the paths of Y
are obtained from those of X by a reflection about the vertical axis, with
an adjustment of the continuity at the jump times so that its paths are
almost surely right-continuous with left limits. The stationary independent
increments of X imply directly that the same is true for Y. Moreover, for each
0 < s < t, the distribution of KXt—s)— — Xt 18 identical to that of —X, and
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;
NS

Fig. 8.1 Duality of the processes X = {Xs:s <t}andY = {X4_5- —X¢ s <t}
The path of Y is a reflection of the path of X with an adjustment of continuity at
jump times.

hence, since the finite time distributions of Y~ determine its law, the proof is
complete. O

The Duality Lemma is also well known for (and in fact originates from the
theory of) random walks, the discrete-time analogue of Lévy processes, and
is justi(ﬁ%]lsing an identical proof. See for example Sect. 2 of Chap. XII in

).

One interesting feature that follows as a consequence of the Duality
Lemma, is the relationship between the running supremum, the running in-
fimum, the process reflected in its supremum and the process reflected in its
infimum. The last four objects are, respectively,

X, := sup X., X, = inf X
0<s<t 0<s<t

{X;—X;:t>0} and {X;— X, :t>0}.

Lemma 3.5. For each fized t > 0, the pairs (X;, X;—X;) and (X;—X,, —X,)
have the same distribution under IP.

Proof. For 0 < s <t, define )Zs =Xi—X—s)— and write Xt = info<s<y )N(S.
Using right-continuity and left limits of paths, we may deduce that

XX - X)) = (X, - X,,-X,)

almost surely. One may visualise this in Fig.B.2l By rotating the picture
by 180° one sees the almost sure equality of the pairs (X, X; — X;) and
(X; — X,,—X,). Now appealing to the Duality Lemma, we have that {X, :
0 < s <t} is equal in law to {Xs : 0 < s < ¢t} under P. The result now
follows. O
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Fig. 3.2 Duality of the pairs (X, X+ — X¢) and (X: — X,, —X,).

3.3 Exponential Moments and Martingales

It is well known that the distribution of the position of a Brownian motion
at a fixed time has moments of all orders. It is natural therefore to cast an
eye on similar issues for Lévy processes. In general, the picture is not so
straightforward. One needs only to consider compound Poisson processes to
see how things can differ. Suppose we write the aforementioned process in
the form

Ny
Xt:Z§z‘, t >0,
i=1

where N = {N;: t > 0} is a Poisson process and {&;: i« > 0} are indepen-
dent and identically distributed. By choosing the jump distribution of each
& in such a way that it has infinite first moment (for example any stable
distribution on (0, 00) with index «a € (0, 1)), it is clear that

E (Xi) = ME (&) = oo,

for all ¢ > 0.

As one might suspect, there is an intimate relationship between the mo-
ments of the Lévy measure and the moments of the distribution of the asso-
ciated Lévy process at any fixed time. This is indeed the case and we have
the following theorem.
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Theorem 3.6. Let 5 € R, then

E (eﬁxt) < oo, for allt >0, if and only if eﬁxﬂ(dx) < 0.
|| >1

Proof. The statement of the theorem is obvious when g = 0. Therefore, we
shall always assume that 8 # 0. First suppose that E (eBXf) < oo for some

t > 0.Recall XV, X®) and X®) given in the Lévy-It6 decomposition. Note,
in particular, that X(® is a compound Poisson process with arrival rate A :=
II(R\(—1,1)) and jump distribution F(dz) := 1(z>1)I(dx)/IT(R\(-1,1)),
and XM + X @) is a Lévy process with Lévy measure 1(jz)<1)II(dz). Since

E (eﬁxt) —-F (egxt@)) E (eﬁ(xfl)JrXr(,S))) 7

it follows that @)
E(eﬁxf ) < oo. (3.6)

Hence, as X is a compound Poisson process,

5 k

k>0
- - tr z *
= e Y 1’1)”;5/{6 (I g\ (~1,1)™* (dz) < 00, (3.7)
>0

where [*" and (11 |g\(—1,1))*" are the n-fold convolution of F" and I g\ (—1,1),
the restriction of IT to R\(—1,1), respectively. In particular, the summand
corresponding to £ = 1 must be finite, and so

/ P IT (dz) < oo.
|z|>1

Now suppose that fR eﬁml(mznﬂ (dz) < oo for some § # 0. Without loss
of generality, it suffices to take S > 0. (The case that 5 < 0 can be dealt with
by considering the forthcoming proof, but for the process —X.) Since, for all
n €N,

/ eﬂ%mmu,n)m(dx):( / eﬁwmdx)) <0,
R |z[>1

one easily argues that ([B.G]) holds, for all ¢ > 0, through [B7). The proof is
thus complete once we show that, for all ¢ > 0,

B (eﬂ(xt(”JrXt(S))) < 0. (3.8)
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However, since X (04X ®) is a Lévy process whose Lévy measure has bounded
support, it follows that its characteristic exponent,

1 logE (ei9(Xt(1)+Xt(3)))
t
1 :
= iab + 50292 + / (1 — e +i02)IT (dz), 0 € R, (3.9)
(7111)

can be extended to an entire function (analytic on the whole of C). To see
why, note that

— % 4 ifx ) =— W x
/(_171)(1 +162) 17 (dz) = / Z(k+2)!n(d).

(_1)1) kZO

The sum and the integral may be exchanged using Fubini’s Theorem and the

estimate
a2 Uiy
I7 (dx) < I (dx) < oo.
/(_1,1) (k +2)! (””)—kzzo(mz)! AR =

k>0

Hence, the right-hand side of ([B.9]) can be written as a power series for all 0 €
C and is thus entire. In turn this guarantees that fi;(f) := exp{—¥® (9)t —
wB)(9)t} is also an entire function. Note that 7i;(f) is nothing more than
the Fourier transform of the measure p;(dx) = ]P’(Xt(l) + Xt(3) e dz), z € R.
Since fi¢(0) is an entire function, it follows that all the moments of p; exist
with d"7i,(0)/d0™|g—0 = i"my(t), where m,(t) = [, 2"p(dx) for n € N.
Expanding 1i; as a power series about 0, we have

f(0) = %i"mn(t)en, heC. (3.10)

The entire nature of the previous sum implies, in particular, that it is abso-
lutely convergent for all 8 € C.

Now define a,(t) = [, [#]"p:(dz) for n € N. It is straightforward to note
that, for k € N, agx(t) = meg(t) and agk+1(t) < (mak+2(t) + mak(t)) where

the latter follows on account of the fact that
|x|2k+1 < |x|2k+2 + |$|2k _ x2k+2 +$2k, r eR.
‘We thus have that

E(e?X1 X)) < B+ x71) - / (o) = 3 a5 < o
R nso "
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where the final equality is justified by writing e®l*! as a power series and then
interchanging the operation of integration with summation using Fubini’s
Theorem, the estimates for a,(t) and the absolute convergence of the series
(BI0). This also justifies the final inequality. O

The conclusion of the previous theorem can be extended to a larger class
of functions over and above the exponential functions.

Definition 3.7. A measurable function, g : R —[0,00), is called submulti-
plicative if there exists a constant ¢ > 0 such that g(x +y) < cg(x)g(y) for
all x,y € R.

It follows easily from this definition that, for example, the product of two
submultiplicative functions is submultiplicative. Again, working directly with
the definition, it is also easy to show that, if g(z) is submultiplicative, then
so is g(cx + v)*, where ¢ € R, v € R and « > 0. An easy way to see this is
first to prove the statement for g(czx), then for g(z + ) and finally for g(z)?,
and then to combine the conclusions.

Theorem 3.8. Suppose that g is submultiplicative and bounded on compacts.
Then

/ Plg(x)ﬂ(d:z:) < oo if and only if E (g(X})) < oo for all t > 0.

The proof is essentially the same once one has established that for each
submultiplicative function, g, which is bounded on compacts, there exist con-
stants a, > 0 and b, > 0 such that g (x) < aqexp{bg|z|}, x € R. See Exercise
where examples of submultiplicative functions, other than exponential
functions, can be found.

Theorem [B.Gl gives us a criterion under which we can perform an exponen-
tial change of measure. Define the Laplace exponent

U(B) = 7 log B(e") = ~ (i) (3.11)

whenever it exits. We now know that the Laplace exponent is finite if and
only if flrl>1 e’?I1(dz) < oco. Following Exercise[[T] it is easy to deduce that,
under this assumption, £(8) = {&:(B): t > 0} is a P-martingale with respect
to IF, where

E(B) = PXeTv(Bt >, (3.12)

Since this martingale has unit mean, it may be used to perform a change of
measure via

dps
_— — > .
aF |, E(B), t>0
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The change of measure above is known as the Esscher transform. As the next
theorem shows, it has the important property that the process X under P?
is still a Lévy process. This fact will play a crucial role in the analysis of
spectrally negative Lévy processes later on in this text.

Theorem 3.9. Suppose that X is a Lévy process with characteristic triple
(a,o0,II), and that B € R is such that

/ P (dz) < oo.
lz[>1

Under the change of measure PP, the process X is still a Lévy process with
characteristic triple (a*,0*, IT*), where

a* =a— fBo? +/ (1 — eIl (dz), o* = o and IT*(dx) = "*IT(dz).
|z|<1

Proof. Suppose, without loss of generality, that g > 0B Begin by noting from
Holder’s inequality that, for any 6 € [0, 5] and all ¢ > 0,

E(e?Xt) < E(e®X)9/P < 0.

Hence, ¢(0) < oo for all 6 € [0, §]. (In fact, the above computation shows that
1 is convex in this interval.) In turn, this implies that [E(e!Xt)| < oo, for all
0 such that —0 € [0, 8] and ¢ > 0. By analytic extension, the characteristic
exponent ¥ of X is thus finite on the same region of the complex plane.

Fix a time horizon, ¢ > 0, and note that the density exp{8X, — ¢¥(8)t} is
almost surely positive. Hence P and P? are equivalent measures on F;. For
each t > 0, let

A, ={¥s € (0,t], Eli/rrnXu and Vs € [0, 1), liinXu =X}

Then, since P(4;) = 1 for all ¢ > 0, it follows that P?(4,;) = 1 for all ¢ > 0.
That is to say, under PP, the process X still has paths which are almost surely
continuous from the right with left limits.

Next, let 0 < u < s <t < oo and 0 € R. Write E? for expectation with
respect to P2, We have, for all A € F,,,

RS (lAeiel(Xt—Xn)

—E (1 AeﬂXs—w(B)se(wl+ﬂ)(Xt—Xs)—w(ﬂ)(t—s)) ,

Using the martingale property of the change of measure and stationary inde-
pendent increments of X under P, by first conditioning on Fj, and then on

3 In the case that $ < 0, simply consider the forthcoming argument for —X. For
B = 0 the statement of the theorem is trivial.
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Fu, we find from the previous equality that

E? (1Aei91<Xt—Xs>) — oW -T O (=) pB (4,

Hence, under P2, we deduce that X has stationary independent increments,
with characteristic exponent given by

Ws(0) = (0 —iB) — W(—iB), 0 € R.

By writing out the exponent in terms of the triple (a, o, IT) associated with
X under P, it is a straightforward exercise to deduce that

1
Ws(0) = i0 (a — Bo? +/ (1-— eﬁm)xﬂ(dx)> + 59202
|z|<1
+ /R(1 — e 41021 (|, <1))e’ I (dz), 60 €R. (3.13)

We thus identify the triple (a*, 0™, IT*) as given in the statement of the the-
orem. (]

The effect of the Esscher transform is to exponentially tilt the Lévy mea-
sure, to introduce an additional linear drift and to leave the Gaussian con-
tribution untouched.

Note that, in the case of a spectrally negative Lévy process, the Laplace
exponent satisfies [1)(0)] < oo for § > 0. This follows as a consequence of
Theorem [3.0] together with the fact that I7(0,00) = 0.

Corollary 3.10. The Esscher transform may be applied for all 3 > 0 when
X is a spectrally negative Lévy process. Further, under PP, X remains within

the class of spectrally negative Lévy processes. The Laplace exponent, g, of
X under PP satisfies

Pp(0) = ¥(0 + B) —¥(B),
for all > —p.

Proof. The Esscher transform has the effect of exponentially tilting the orig-
inal Lévy measure and therefore does not have any influence on the support
of the Lévy measure. We have, as previously, that, for 6 > —3,

o¥s(0) — BB (FX1) = (e HAX1—H(B)) — (U(O+8)~u(H)

)

which establishes the final statement of the corollary. O

Corollary 3.11. Under the conditions of Theorem[3.9, if T is an F-stopping
time, then
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dp#s

T N =&:(P) on {1 < oo}.

Proof. By definition if A € F,, then AN {7 <t} € F,. Hence,

PHAN{T < t}) = E(&(B)L(a,r<n)
E(E(E(B)1a,r<t)|Fr))
E(&-(8)1(a,r<t));

where in the third equality, we have used the strong Markov property as well
as the martingale property for £(8). Now taking limits, as ¢ 1 oo, the result
follows with the help of the Monotone Convergence Theorem. O

Remaining with spectrally negative Lévy processes, we conclude this sec-
tion by giving another application of the exponential martingale £(3). Recall
the stopping times

mF=inf{t >0: X; >z}, (3.14)

for x > 0; also called first-passage times.

Theorem 3.12. For any spectrally negative Lévy process,

E(e™" 1+

Feoy) =€, (3.15)

where ¢ > 0 and ®(q) is the largest root of the equation ¥(0) = q.

Before proceeding to the proof, let us make some remarks about the func-
tion
®(q) = sup{f = 0: ¥(0) = q}, (3.16)

defined for all ¢ > 0, also known as the right inverse of 1. Exercise
shows that, on [0,00), 9 is infinitely differentiable, strictly convex and that
¥(0) = 0, whilst ¥(c0) = co. As a particular consequence of these facts, it
follows that E(X;) = ¢'(04) € [—00,00). In the case that E(X;) > 0, #(q)
is the unique solution to ¥ (f) = ¢ in [0, 00). When E(X;) < 0 the previous
statement is true only when ¢ > 0. If E(X;) < 0 and ¢ = 0, then there are
two roots to the equation v (f) = 0, one of them being # = 0 and the other
being @(0) > 0. See Fig.B3 for further clarification.

Proof (of Theorem [312). Fix ¢ > 0. Using spectral negativity to write = =
X+ on {7, < oo}, the strong Markov property gives us
E(eé(q)Xﬁqq]: )
- (bt
= 1@ XTI 1y PO RO T T E

— Z@X, 1 —altrr)
= 4 ,
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d) 111'(0+) € [_007 0) "p ¢,(0+) € [07 OO)

Fig. 3.3 Two examples of 1, the Laplace exponent of a spectrally negative Lévy
process, and the relation to &.

where, in the final equality, we have used the fact that E(&:(®(q))) = 1 for
all ¢ > 0. Taking expectations again, we have

—q(tArt
E(GQ(Q)XMT; q(tAT, )) -1

Noting that the expression in the above expectation is bounded above by
e®@* an application of dominated convergence yields

E(eé(q)xiqT;rl(‘rj<oo)) = 17

which is equivalent to the statement of the theorem.
To cover the case ¢ = 0, one may simply take limits as ¢ | 0 in (I3,
using monotone convergence to deal with the expectation. 0

The following two corollaries are worth recording for later.

Corollary 3.13. From the previous theorem, we have that P(t;7 < oo) =
e~ PO which is one if and only if #(0) = 0, if and only if ' (0+) > 0, if

and only if E(X1) > 0.

For the next corollary, we define a killed subordinator to be a subordina-
tor which is sent to an additional “cemetery” state at an independent and
exponentially distributed time.

Corollary 3.14. If E(X;) > 0, then the process {7} : x > 0} is a subordina-
tor, and otherwise it is equal in law to a subordinator killed at an independent
exponential time with parameter ¢(0).
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Proof. First, we claim that ®#(q) — @(0) is the Laplace exponent of a non-
negative infinitely divisible random variable. To see this, note that, for all
x>0,

E(e 97 |7} < 00) = e~ (2(@)=2O0)e E(e*qﬁh'fr < 00)?,
and hence, in particular,
.
I[i(e*‘”1+|7'1+ <oo)=E(e qu/n|Tl";n < o0)™,

showing that, for z > 0, P(7;" € dz|7;" < o0) is the law of an infinitely divis-
ible random variable. Next, using the strong Markov property, spatial homo-
geneity and, again, the special feature of spectral negativity that {XT; =z}
on the event {77 < oo}, we have, for z,y > 0 and ¢ > 0, that
_ + _ -+
E(e a(r =72 )1(T;+y<oo)|]:_’_;r)l(_’_;r<oo)
—_art

= E(e Ty 1(T;<N))1(T;<W)
— o~ (2(@)=2(0))y,—2(0)yq

(maf <o00)*

We see that the increment 7, Ly — 7. is independent of F,+on {7} < 00} and
has the same law as the subordinator with Laplace exponent @(q) —(0), but
killed at an independent and exponentially distributed time with parameter
&(0).

When E(X7) > 0, we have that $(0) = 0 and hence the concluding state-
ment of the previous paragraph indicates that {7,} : > 0} is a subordinator
(without killing). On the other hand, if E(X;) < 0, or equivalently ¢(0) > 0,

then the second statement of the corollary follows. (I

Note that, embedded in the previous corollary is the same reasoning which
lies behind the justification that an inverse Gaussian process is a Lévy process.
See Sect.[L2.5 and Exercise

Exercises

3.1. For a general stochastic process on a filtered probability space, the op-
erations of completing the filtration and taking its right-continuous version
must be treated separately. However, for a Lévy process it turns out that
completing the filtration is already enough to make it right-continuous.

Suppose that X is a Lévy process defined on (2, F,P) and that F; is the
sigma-algebra obtained by completing o (X : s < t) by the null sets of P. We
want to show that, for all ¢ > 0,
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Fr = ﬂ]—"s.

s>t

(i) Fix t5 > t1 > 0 and show that, for any ¢ > 0,

lgirtlE(eielxtl +i02 Xy, |]:u) _ E(eielth +i62 X4, |]:t)

almost surely, where 61,65 € R.
(ii)  Deduce that, for any sequence of times t1, ..., t, > 0,

E(g(thv "'7th)|‘Ft) = E(g(XtU ey th)|‘Ft+)

almost surely, for all functions g satisfying E(|g(Xy,, ..., Xy, )|) < o0.
(iii) Conclude that for each A € Fiy, E(14|F;) = 14 almost surely, and
hence that F;, = Fiy.

3.2. Show that, for any = > 0,
V" = (x VX)) = X, t >0, and 2 = X, — (X, A (—2)), t >0,

are [0, oo)-valued strong Markov processes.
Hint: following the original proof in m (@), it will be useful to
show that, for s,¢ >0, Y7 | = YY) where, for o > 0, {Ys(m) 18>0} is an

independent copy of {Ys(m) i s >0}
3.3 (Proof of Theorem B.8 and examples).

(i)  Use the comments following Theorem B.§ to prove it.

(ii)  Prove that the following functions are submultiplicative: x V 1, z* Vv 1
lz| V1, |z|* Vv 1, exp(|z|?), log(|z| V e), loglog(|x| V e°), where a > 0
and § € (0,1].

(i) Suppose that X is a stable process of index a € (0,2). Show that
E(|X:|") < oo for all t > 0 if and only if n € [0, «).

3.4. A generalised tempered stable process is a Lévy process with no Gaussian
component and Lévy measure given by

ct —ytg N
II(dz) = Laso)——7¢ dz + 1

Yo
e e dz,

¢
z<0)|x|17
where ¢t > 0, a® € (—00,2) and v* > 0. Show that if X is a generalised
tempered stable process, then X may always be written in the form X =
X+t — X~ where Xt = {X;" : ¢t >0} and X~ = {X; : ¢ > 0} satisfy the
following:

(i)  If a® <0 then X is a compound Poisson process with drift.
(ii) If o =0 then X7 is a gamma process with drift.
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(iii) If a® € (0,2), then up to the addition of a linear drift, X+ has the
same law as a spectrally positive stable process with index a*, but
considered under the change of measure P~ .

3.5. Suppose that 1 is the Laplace exponent of a spectrally negative Lévy
process. By considering the formula

w8 = —af+ 302 F + [ (€= 1= frl (),

(70010)

show that, on [0,00), v is infinitely differentiable, strictly convex and that
1 (0) = 0 whilst ¢(c0) = 0.

3.6. Suppose that X is a spectrally negative Lévy process with Lévy—
Khintchine exponent ¥. Here, we give another proof of the existence of a
finite Laplace exponent for all spectrally negative Lévy processes.

(i)  Use spectral negativity, together with the lack-of-memory property to
show that, for z,y > 0,

P(Xe, >z +y) = P(Xe, > 2)P(Xe, > y),

where e, is an exponentially distributed random variabld] with param-
eter ¢, independent of X.

(ii)  Deduce that X, , is exponentially distributed and hence the Laplace
exponent () = —W(—if) exists and is finite for all § > 0.

(iii) By considering the Laplace transform of the first-passage time 7,7 as
in Sect.[33] show that one may also deduce via a different route that
qu is exponentially distributed with parameter @(q). In particular
show that X . is either infinite with probability one or is exponentially
distributed accordingly as E(X7) > 0 or E(X;) < 0.

Hint: reconsider Exercise

3.7. For this exercise, it will be useful to refer to Sect.[.2.6l Suppose that X
is a stable Lévy process with index 8 = 1; in particular, there are no negative
jumps.

(i)  Show that, if « € (0, 1), then X is a driftless subordinator with Laplace
exponent satisfying

—log E(e™ %) =¢h*, 6 >0,

for some ¢ > 0.

4 As noted just after Definition [[LT, we are making an abuse of notation in the use of
the measure P here. Strictly speaking, we should work with the measure P x P, where
‘P is the probability measure on the space in which the random variable e, is defined.
This abuse of notation will be repeated at various points throughout this text.



3 More Distributional and Path-Related Properties
Show that, if o € (1,2), then X has a Laplace exponent satisfying
—logE(e~ %) = —CH*, 6 > 0,

for some C' > 0. Confirm that X has no integer moments of order 2 and
above. Show, moreover, that X is a process with unbounded variation
paths.



Chapter 4

General Storage Models and Paths
of Bounded Variation

In this chapter, we return to the queuing and general storage models dis-
cussed in Sects.[[3.2] and Predominantly, we shall concentrate on the
asymptotic behaviour of the two quantities that correspond to the work-
load process and the idle time in the M/G/1 queue, but now in the general
setting described in Sect.Z7.2 Along the way, we will introduce some new
tools, which will be of help both in this chapter and in later chapters. Specif-
ically, we shall spend some additional time looking at the change of variable
and compensation formulae. We also spend some time discussing similari-
ties between the mathematical description of the limiting distribution of the
workload process (when it is non-trivial) and the Pollaczek—Khintchine for-
mula. This requires a study of the small-scale behaviour of Lévy processes of
bounded variation. We start, however, by briefly recalling, and expanding a
little on, the mathematical background of general storage models.

4.1 General Storage Models

A general storage model consists of two processes: {A; : ¢t > 0}, the volume
of incoming work, and {B; : ¢ > 0}, the total amount of work that can
potentially exit from the system as a result of processing work continuously.
In the case of the M/G/1 queue, we have A; = Zi\[:tl &, t >0, where {N; :
t > 0} is a Poisson process and {&; : ¢ = 1,2, ...} are the independent service
times of the ordered customers. Further, as the server processes at a constant
unit rate, we have simply that B; = ¢. For all t > 0, let D; = A; — B;.
The process D = {D, : t > 0} is clearly related to the workload of the
system, although it is itself not a suitable candidate to model the workload.
Indeed, D may become negative and the workload is clearly a non-negative
quantity. The work stored in the system, W = {W; : t > 0}, is defined instead
by
Wi = Dy + Ly, t >0,

91
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where L = {L; : t > 0} is increasing with paths that are right continuous
(and left limits are of course automatic by monotonicity), and is added to
the process D to ensure that Wy > 0 for all ¢ > 0. The process L must only
increase when W = 0, so in particular

/ l(Wt>0)st =0.
0

It is easy to check that we may take L, = —(infs<; Ds A 0), t > 0. Indeed
with this choice of L, we have that {WW, = 0} if and only if D; = infs<, Ds A0
if and only if ¢ is in the support of the measure dL. It can also be proved that
there is no other choice of L fulfilling these requirements (see for example
Kella and Whitt [1996).

We are concerned with the case that the process A is a pure jump sub-
ordinator and B is a linear trend. Specifically, D; = w — X; where w > 0
is the workload already in the system at time t = 0 and X is a spectrally
negative Lévy process of bounded variation. A little algebra with the given
expressions for D and L shows that

Wy=(wVXy)— X, >0,

where X; = sup,, X.

We know from the discussion in Sect.33] (see also Exercise B.6) that the
process X has Laplace exponent 1(#) = logE(e?X1), § > 0. Writing X in
the form 6t — S, t > 0, where § > 0 and S = {S; : ¢t > 0} is a pure jump
subordinator, it is convenient to write the Laplace exponent of X in the form

»(0) = 59—/(0 )(1 — e ")(da), 6 >0,

where v is the Lévy measure of the subordinator S, which satisfies |, ( (IA

z)v(dz) < .

0,00)

4.2 Idle Times

We start by introducing the parameter

_ =9 (0+)
pi=——

Note that regimes 0 < p < 1, p = 1 and p > 1 correspond precisely to the
regimes ¢/ (0+) > 0, ¥/(0+) = 0 and ¢/(0+) < 0, respectively. For the first
two of these cases, we also have that ¢(0) = 0 and, in the third case, we have
®(0) > 0, where @ is the right inverse of ¢, defined in BI0). When 6 = 1
and v = A\F, where F is a distribution function and A > 0 is the arrival rate,
the process W is the workload of an M/G/1 queue. In that case p = AE(E),
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where £ is a random variable with distribution F', and this constant is called
the traffic intensity.

The main purpose of this section is to prove the following result, which
includes Theorem [[LT1] as a corollary.

Theorem 4.1. Suppose that p > 1. The total time that the storage process

spends idle,
I:Z/ 1w, =0)dt,
0

has the distribution
P (I € dz| Wy = w) = (1—e"2O%)§; (dz) +68(0)e~ PO (wFz0) gy x > 0.
Otherwise, if 0 < p <1, then I is infinite with probability one.

Proof. Essentially the proof mimics the steps of Exercise[[L9 As one sees for
the case of the M/G/1 queue, a key ingredient to the proof is that one may
identify the processes {§ fg Lw,—oyds : t > 0} and {X; : t > 0} as one and
the same. To see why this is true in the general storage model, recall from the
Lévy-It6 decomposition that X has a countable number of jumps over finite
intervals of time, hence the same is true of W. Further, since X has negative
jumps, Wy = 0 only if there is no jump at time s. Hence, given that X is the
difference of a linear drift with rate § and a subordinator S, it follows that,
for each t > 0,

t
X, = / 1z, _x.,dX.
0
t t
:5/0 1(§S:X5)ds—/0 1k, _x.,dS

t

almost surely, where the final equality follows as a consequence of the fact
that

t t
/0 1(Y5:Xs)d55 < ‘/0 1(ASS:O)dSs =0, t > 0.

It is important to note that this calculation only works for spectrally negative
Lévy processes of bounded variation on account of the particular form of the
Lévy-Ito6 decomposition.

Now, following Exercise B.0l (iii), we can use the equivalence of the events
{X o > 2} and {77 < oo}, where 7" is the first-hitting time of (x, o) defined
in (3I4), to deduce that X, is exponentially distributed with parameter
@(0). When @#(0) = 0, the previous statement is understood to mean that

P(X o = o0) = 1. When w = 0, we have that
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Yoo [e7e] e’}
T :/0 1(YS:XS)dS :‘/0 1(WS:0)dS' (41)

Hence, we see that I is exponentially distributed with parameter 6¢(0). Re-
calling the values of p which imply that @(0) > 0, we see that the statement
of the theorem follows for the case w = 0.

In general, when w > 0, the equality (£I]) is not valid. Instead, we have

that
o0 TJ; o0
/ 1w, —0)ds :/ 1(WS:0)d3+/ 1w, —oyds
0 0 TS

=1z 5wl (4.2)

where I* is independent of F_+ on {7,/ < oo} and equal in distribution
to fooo 1(w,=0)ds with w = 0. Note that the first integral in the right-hand
side of the first equality disappears on account of the fact that W, > 0 for
all s < 7,5. The statement of the theorem now follows for 0 < p < 1 by
once again recalling that, in this regime, ¢(0) = 0 and hence, from (2,
X ., = oo with probability one, which, in turn, implies that I = I*. This
quantity has previously been shown to be infinite with probability one. On
the other hand, when p > 1, we see from (L2]) that there is an atom at
zero, corresponding to the event {X,, < w}, with probability 1 — e~ PO)w,
Otherwise, with probability e~ ?©® the integral I has the same distribution
as I*. Again, from previous calculations for the case w = 0, we have seen
that this is exponential with parameter 6¢(0), and the proof is complete. [J

4.3 Change of Variable and Compensation Formulae

Next, we spend a little time introducing the change of variable formula and
the compensation formula. Both formulae pertain to a form of stochastic
calculus. The theory of stochastic calculus is an avenue which we choose not
to pursue in full generality over and above making some brief remarks. Our
exposition will suffice to study in more detail the storage processes discussed
in Chap.[I as well as a number of other applications in later chapters.

4.3.1 The Change of Variable Formula

We assume that X = {X; : ¢ > 0} is a Lévy process of bounded variation.
Referring back to Chap. 2 (ZZI) and (Z22), we recall that we may always
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write its Lévy—Khintchine exponent as

w(0) = —159+/(1 — e 11(dx),
R

where 6 € R and [, (1A|z|)II(dx) < co. Accordingly, we identify X pathwise
in the form

Xt:(St—l—/ /xN(dsxdx),tZO,
0.1]

where, as usual, N is the Poisson random measure associated with the jumps
of X. Our goal in this section is to prove the following change of variable
formula.

Theorem 4.2. Let C11([0,00) xR) be the space of functions f : [0,00) xR —
R which are continuously differentiable in each variable (in the case of the
derivative in the first variable at the origin, a right derivative is understood).

If f € CY1([0,00) x R) then, for t >0,

5}
ft, Xy) = f(0,Xo) + | a{(s Xs) ds+5/ f (s, Xs)ds

/o t]/ 8, Xs— + ) — f(s5,Xs-))N(ds x du).

It will become apparent from the proof of this theorem that the final
integral with respect to N is well defined.

It is worth mentioning that the change of variable formula exists in a
much more general form. For example, it is known (cf. Sect. 7 of Chap. II
of [Protter )) that if V' = {V} : ¢ > 0} is any right-continuous mapping
from [0, 00) to R (random or deterministic) of bounded variation and f (s, z) €
C11([0,00) x R), then {f(t,V;) : t > 0} is a mapping from [0,00) to R of
bounded variation which satisfies, for ¢t > 0,

F(E Vi) = F(0.Vo) + / O (s Viyas + / (s, v, yav,

w¢]a$

£ Y U6V~ J V) - AL s, V) )
0<s<t

where AV, = Vi, — V,_. Note also that since V is of bounded variation, it has
a decomposition as the difference of two increasing functions mapping [0, 0o)
to [0, 00). Hence, the existence of left-limits in the paths of V' is automatically
guaranteed. This means that V" has a countable number of discontinuities (see
Exercise [Z4)). One may, therefore, understand the final term on the right-
hand side of (@3] as a convergent sum over the discontinuities of V. In the
case that V is a Lévy process of bounded variation, it is a straightforward
exercise to deduce that when one represents the discontinuities of V' via a
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Poisson random measure, the equation (£3)) and the conclusion of Theorem

agree.
Proof (of Theorem [].3). Define, for all ¢ > 0,

sz(%—i—/ / xN(ds x dz), t>0.
[0.t] /{]|>e}

II(R\(—¢,¢)) < o0, it follows that N counts an almost surely finite num-
ber of jumps over [0,t] x {R\(—¢,&)}. Moreover, X¢ = {Xf : t > 0} is a
compound Poisson process with drift. Suppose the collection of jumps of X¢
up to time ¢ > 0 are described by the time-space points {(7;,&;) : i = 1,...,N},
where N = N([0,¢] x {R\(—¢,¢)}). Let Ty = 0. Then a telescopic sum gives

FtX5) = £0,X5) + ) (F(T3, X5,) — f(Tio1, X5, )
=1
+(f(t, X7) = f(Th, X5,))-

Now noting that X¢ is piecewise linear, we have

[t X5)

= f(0,X5)
N T;

+y </ Z{( LXE) + 53f(s,X§)ds + (f(T;, X5 _ + &) — f(ﬂ,X%_)))
=1

+/ 8f( X5)+5af( ,X:)ds
Ty

ot
9
= £(0,X5) /8t X€)+5af(,X§)ds

[ (R XE ) = (5, XE )Lz N(ds x da). (1)
0.6 Jr\ {0}

(Note that the smoothness of f has been used here.)
From Exercise 2.8 we know that any Lévy process of bounded variation
may be written as the difference of two independent subordinators. In this

spirit, write X; = Xt(Jr) — Xt(f), where
XM = 5\/0t+/ / N(ds x dz), t>0,
[0,¢] /(0,00)

and

|(5/\0|t—/ / N(ds x dz), > 0.
[0,¢] 0,0)

Now let
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XM = (svoy+ N
h = aN(ds x dz) t>0,
[0,¢] /[e,00)

and
Xf’s):|(5/\0|t—/ / xN(ds x dz), t>0,
[0,t] J(—o00,—¢]

and note, by almost sure monotone convergence, that as ¢ | 0, for each fixed
t>0, X1+ XD for i =1,2. Since X7 = X9 — X7 we see that,
for each fixed ¢ > 0, we have lim. o X{ = X, almost surely. By replacing [0, ¢]
by [0,t) in the delimiters of the definitions above it is also clear that, for each
fixed t > 0, lim. o X7 = X;_ almost surely.

Now define the random region B = {0 < z < |XZ| : s < t and € > 0}.
Note that B is almost surely bounded in R since it is contained in

f0<z<XP:s<tiu{o>z>-X:s<t},

which is the union of two almost surely bounded sets, thanks to the right-
continuity of paths. Due to the assumed smoothness of f, both derivatives
of f are uniformly bounded (by a random value) on [0,t] x B, where B
is the closure of the set B. Using the limiting behaviour of X*® in ¢ and
boundedness of the derivatives of f on [0,¢] x B together with almost sure
dominated convergence, we see that

POf ey OF e tof of
161&)1 ; E(S,XS)-F(S%(S,XS)dS—/O E(S,XS)—I—(S%(S,XS)ds.

Again, using uniform boundedness of 9 f/dz, but this time on [0,] x {z+ B :
|z] < 1}, we note, with the help of the Mean Value Theorem, that, for all
e>0and s € [0,1],

[(f(s, X5+ 2) = f(5, XE )N e<fal<n)| < Cla] Lei<1),

where C' > 0 is some random variable, independent of s, € and x. The function
|| integrates against N on [0,¢] x (—1,1), thanks to the assumption that X
has bounded variation. Now appealing to almost sure dominated convergence
again, we have that

lirn/ / (f(s, X5+ ) — f(5, X5 )1 (jz>e) N (ds x dx)
&0 Jjo,e J(-1,1) -

= / / f(s, Xs— +2) — f(s,Xs—)N(ds x dz).
(0.4 J(~1,1)

A similar limit holds when the delimiters in the double integrals above are
replaced by [0, ] x {R\(—1, 1)} as there are, at most, a finite number of atoms
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in the support of N in this domain. Now taking limits on both sides of (&4,
the statement of the theorem follows. (I

It is clear from the above proof that one could not expect such a formula to
be valid for a general Lévy process. In order to write down a change of variable
formula for a general Lévy process, X, one must first have an understanding
of stochastic integrals with respect to X. At the very least, we need to have
a definition for integrals of the form

/Otg(s,XS)dXS, (4.5)

for continuous functions g. Roughly speaking, this integral may be understood
as the limit

ng“rio Z g(tifla Xtifl)(Xt/\ti - Xt/\ti—l))
i>1

where P = {0 =ty < t; <19 < ...} is a partition of [0, 00), ||P|| = sup;~; (t; —
t;_1) and the limit is taken in probability, uniformly in ¢ on [0, 7], where
T > 0 is some finite time horizon. This is not the only way to make sense of
[#5), although all definitions must be equivalent; see for example Exercise
A4 In the case that X has bounded variation, the integral (AH) takes the
recognisable form

/Otg(S’Xs—)dXs :5/;9(87Xs)ds+/[0ﬂ/Rg(s,Xs_)xN(ds x dz). (4.6)

Establishing these facts is of course non-trivial, and, taking account of
the main theme of this book (fluctuation theory), we shy away from their
proofs. The reader is otherwise directed to |Applebauml (IZDDAI) for a focused
account of the necessary calculations. [Protten (IM) also gives the much
broader picture for integration with respect to a general semi-martingale.
A Lévy process is an example of a broader family of stochastic processes,
called semi-martingales, which form a natural class from which to construct
a theory of stochastic integration. We finish this section by simply stating
[t0’s formula for a general Lévy processﬂ which serves as a change of variable
for the cases not covered by Theorem

Theorem 4.3. Let C12([0,00) x R) be the space of functions f :[0,00) x R
which are continuously differentiable in the first variable (understood as the
right-derivative at the origin) and twice continuously differentiable in the sec-

ond variable. Then, for a general Lévy process, X, with Gaussian coefficient
o €R and f € CY2([0,00) x R), we have, fort >0,

1 As with the change of variable formula, a more general form of It&’s formula exists
which includes the statement of Theorem [£33] The natural setting as indicated above
is the case that X is a semi-martingale.
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t t
£(t.X0) = £(0,Xo) + /0 O (s, x2)as + /O o

o
t 2
+/ L 28f(s,XS)ds
0

27 922

(s, X,_)dX,

+ f(s,Xs,+:z:)—f(s,Xs,)—xa—f(s,Xs,) N(ds x dz).
/[o,t] /R< ox

4.83.2 The Compensation Formula

Although it was indicated that this chapter principally concerns processes of
bounded variation, the compensation formula, which we will shortly discuss,
is applicable to all Lévy processes. Suppose that X is a general Lévy process
with Lévy measure I1. Recall our running assumption that X is defined on
the filtered probability space (2, F,F,P), where F = {F; : t > 0} is assumed
to satisfy les conditions habituelles. As usual, N will denote Poisson random
measure with intensity d¢ x IT(dz) describing the jumps of X. The main
result of this section may be considered as a generalisation of the results in
Theorem 2.7

Theorem 4.4. Suppose ¢ : [0,00) X R x 2 — [0,00) is a random time-space
function such that

(i)  as a trivariate function ¢ = ¢(t, x)[w] is measurable,

(i) for each t >0, ¢(t,z)[w] is B(R) x Fi-measurable and

(i1i)  for each x € R, with probability one, {p(t,x) : t > 0} is a left contin-
UOUS Process.

Then, for all t > 0,

. ( [ [ssoias d@) 5 /Of [t mmas)

with the understanding that the right-hand side is infinite if and only if the
left-hand side 1is.

Note that, for each ¢,e > 0,

/ / ¢(s,z)N(ds x dx)
[0,t] JR\(—¢,¢e)

is nothing but the sum over a finite number of terms of positive random
objects and hence, under the first assumption on ¢, is measurable in w. By
(almost sure) monotone convergence, the integral f[o,t] Jg @(s,x)N(ds x dz)
is well defined as
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lim/ / ¢(s,z)N(ds x dzx),
40 Ji0,] JR\(~e.¢)

and is measurable in w (recall when the limit of a sequence of measurable
functions exists it is also measurable). Hence the left-hand side of {1 is
well defined, even if infinite in value.

On the other hand, under the first assumption on ¢, Fubini’s Theorem

implies that, .
/ /¢(s,x)[w]ﬂ(dx)ds
o Jr

is measurable in w. Hence, the expression on the right-hand side of (@7 is
also well defined, even when infinite in value.

Proof (of Theorem [{4]). Suppose initially that, in addition to the assump-
tions of the theorem, ¢ is uniformly bounded by C(1 A 2?), for some C > 0.
This ensures the finiteness of the expressions on the left-hand and right-hand
sides of [@). Write, for t > 0 and z € R,

¢"(t,x) = ¢(0,2) Loy + Y _ S(k/2", )L se(r/2n (b+1)/27]): (4.8)
k>0

noting that ¢™ also satisfies the assumptions (i)—(iii) of the theorem. Hence,
as remarked above, for each € > 0,

/ / @" (s, z)N(ds x dx)
[0,¢] JR\(—e,¢)

is well defined and measurable in w. We have, for ¢, > 0,

E "(s,z)N(ds x dz
(/H /R\(_g,a)‘““ (ds x >>

=E Z/ / o(k/2", 2)N(ds x dz)
k>0 (F AL SREAL JR\(—2e)
_E(SE / / (/2" 2)N(ds x da)| Fe
kzzo ( (At 50 At IR\ (—ee) 2 At
=E / / o(k/2", x) I (dx)ds
k>0 Y (At SR AL SR\ (—e.)

- </[O,t] /IR\(E,E) (bn(s’x)n(dx)dS) ’ (4.9)
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where, in the third equality, we have used the fact that N has independent
counts on disjoint domains, the measurability of ¢™(k/2", x) and an appli-
cation of Theorem 27 (iii). Since it is assumed that ¢ is uniformly bounded
by C(1 A 2?), we may apply dominated convergence on both sides of (Z3)
as n T 00, together with the fact that limptec ¢" (¢, ) = d(t—, ) = ¢(t, )
almost surely (by the assumed left continuity of ¢), to conclude that

e[ [ o) <z([ [ mane).

for all £, > 0. Now take limits as € | 0 and apply the Monotone Convergence
Theorem on each side of the above equality to deduce (7)), for the case that
¢ is uniformly bounded by C(1 A x2).

To remove the aforementioned condition, note that it has been established
that (1) holds for ¢ A C(1 A 2%), where ¢ is given in the statement of the
theorem. By taking limits as C' 1 oo in the aforementioned equality, again
with the help of the Monotone Convergence Theorem, the required result
follows. O

Reviewing the proof of this result, there is a rather obvious corollary which
follows. We leave its proof to the reader as an exercise.

Corollary 4.5. Under the same conditions as Theorem [{-4), we have for all

0<u<t<oo,
ﬂympgémwmm®ﬂ>

E / /(b(s,:zr)N(ds x dx)
(u,t] JR

The last corollary also implies the martingale result below.
Corollary 4.6. Assuming the same conditions as Theorem[{.7] and that, for
allt >0,

E / / ¢(s,x)dsII(dx) | < oo,
[0,¢] Jr
we have that
M; = / /¢(s,x)N(ds x dx) —/ / (s, x) I (dz)ds, t >0,
[0,t] /R [0,t] JR

18 a martingale.

Proof. The additional integrability condition on ¢ and Theorem 4] implies
that, for each ¢t > 0,

E| M| < 2E (/[0 ) Aqﬁ(s,x)dsﬂ(d:v)) < 00.
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:

For 0 < u < t, we see that

E(M|F,) = M, +E (/( ) /RQS(S,I)N(ds x dx)

_E ( /u t /R (s, )11 (dz)ds ]—"u>

= Muu
where the last equality is a consequence of Corollary 4.5 O

4.4 The Kella—Whitt Martingale

In this section, we introduce a martingale, the Kella—Whitt martingale, which
will prove to be useful for the analysis concerning the existence of a stationary
distribution of the workload process W. The martingale itself is of implicit
interest as far as fluctuation theory of general spectrally negative Lévy pro-
cesses is concerned, since one may derive a number of important identities
from it. These identities also appear later in this text as a consequence of
other techniques, centred around the Wiener—Hopf factorisation. See in par-
ticular Exercise @7

The Kella- Whitt martingale takes its name from [Kella_and Whitt (1992)
and is presented in the theorem below.

Theorem 4.7. Suppose that X is a spectrally negative Lévy process of bounded
variation. For each o > 0, the process

t _ —
1/;(@)/ e X=X )qg 41 — o= X) _ X, t>0,
0

is a zero-mean P-martingale with respect to F.

Proof. The proof of this theorem will rely on the change of variable and
compensation formulae. To be more precise, we will make use of the slightly
more general version of the change of variable formula, given in Exercise [4.2]
which takes the form:

o g — of - B

FFeX0) = F(Fo, X0 6 [ T X xgas+ [ @ xpax,
YSuXS— - yqus— N d d

+/[07t] /(—oo,o)(f( +) = I ))N(ds x dx)

for f(y,z) € CH1([0,00) x R) and ¢ > 0. From this, we have that
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t —
_a(X, Xt)_1+a6/ a(Xs X)dS—Oé/ —a(X—X S)dys
/ / _O‘(XS Xa—m) _ gmolXa=Xam ))N(ds x dx)
[0,¢] S 0)

—1+a(5/ (X X)ds—a/ —a(Xs— X)dX

// *O‘(X ~Xo—ta) _ gma(X Xo-NVp(dz)ds
(0,00)

+M,, (4.10)

(recall that v is the Lévy measure of —X, defined at the end of Sect.[.T]),
where, for each t > 0,

M, = / / HXo=Xom—z) _ e*a(YS*XS*))N(ds x dx)
[0,¢] 0,0)

— / / (em@Xo=Xomta) _ oma(Xe=Xohyy(dp)ds.  (4.11)
0 J(0,00)

Note that the second integral on the right-hand side of (4I0) can be
replaced by X, since the process X increases if and only if the integrand is
equal to one. Note also that the final double integral on the right-hand side
of (£I0) combines with the first integral to give

t o t _
a5/ e_o‘(XS_XS)ds—i—/ e_O‘(XS_XS)ds/ (e™** — 1)r(dx)
0 0 (0,00)
t _
zw(a)/ e (X=Xl (g,
0

The theorem is thus proved once we show that M = {M; : t > 0} is a
martingale. However, this is a consequence of Corollary 4.6l 0

For the reader who is more familiar with stochastic calculus and Ito’s
formula for a general Lévy process, the conclusion of the previous theorem
is still valid when we replace X by a general spectrally negative Lévy pro-
cess. See Exercise The interested reader is also encouraged to consult

Kella_and Whitt dl_9_92), where general complex-valued martingales of this
type are derived, as well as [Kennedy (1976), Jacod and Shiryaev (1987) and
Nguyen-Ngoc and Yor (2005).

The theorem below, taken from [Kyprianou and Palmowski (2005), is an
example of how one may use the Kella-Whitt martingale to study the dis-
tribution of the running infimum X = {X, : ¢t > 0} where X, := inf,<; X,.

Theorem 4.8. Suppose that X is a general spectrally negative Lévy process
with Laplace exponent ¢ and that e, is a random variable which is exponen-
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tially distributed with parameter q and independent of X. Then, for all >0
and q > 0,
—B(Xay— — %(q)
(o8 (Fey—Xeg)y — _1_D , 412
( S S - (12

Proof. As indicated in the remarks following its proof, Theorem .7 is still
valid when X is a general spectrally negative Lévy process. We will assume
this fact without proof here (otherwise refer to Exercise F0).

Since M, defined in ([@.II)), is a martingale, it follows that E(Me,) = 0.
That is to say, for all a > 0,

€q _ _
Y(a)E (/ e_"‘(XS_XS)ds) +1—E(em*FeaXea)) — qE(X,,) = 0. (4.13)
0

Taking the first of the three expectations, note that

E (/ e_a(XS_Xs)ds) =E (/ du - qe_q“/ 1(S<u)e_o‘(XS_XS)ds>
0 0 0 B

1 o e

-E (/ qe_qse_a(XS_Xs)ds)

q 0

EE (e_a(yeq _Xeq)) .
q

To compute the third expectation of (Z13]), we recall from Exercise that
X, is exponentially distributed with parameter &(q). Hence, the aforesaid
expectation is equal to 1/®(q). Now returning to ([LI3]), we may rewrite it as

@12). O
Corollary 4.9. For all 8 > 0,

E(efXx) = (0 Vv w’(0+))%. (4.14)

In particular, this shows that —X,, and then by duality X, — X¢, has a non-
defective limiting distribution if and only if ¥'(04) > 0.

Proof. By monotonicity, —X, has an almost sure limit as ¢ T co. Recalling
that —X, is equal in distribution to X; — X, its limiting distribution is
characterised by taking limits in (12 as ¢ | 0. To this end, note that when
&(0) = 0, equivalently ¢/ (0+) > 0,

fowy — i 2O _ 4
VO =T TR aw

On the other hand, when @(0) > 0, equivalently ¢’(0+) < 0,

lim
alo D(q)
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Using these limits, the Final Value Theorem for Laplace transforms gives us
(#14). The limiting distribution is clearly defective when ¢’(04) < 0. When
1’'(0+) > 0, non-defectiveness can be seen by taking 3 | 0. O

4.5 Stationary Distribution of the Workload

In this section, we turn to the stationary distribution of the workload process
W, making use of the conclusion in Corollary 29 which itself is drawn from
the Kella—Whitt martingale. The setting is as in the introduction to this
chapter.

Theorem 4.10. Suppose that 0 < p < 1. Then, for all w > 0, the workload
has a stationary distribution,

1 — — _ k, xk
fm PV < dalify =w) = (1) St de) (415)
where 1
n(dx) = 6—V(I, oo)dx. (4.16)
p

Here, we understand n*°(dx) = §o(dx), so that the limiting distribution has
an atom at zero. Otherwise, when p > 1, there is no stationary distribution.

Proof. First suppose that p > 1. In this case, we know that ¢/'(0+) < 0. Since
W= (wV X;)— X, > X, — Xy, it follows that, for all M > 0,

i (W, > M) > lim P(X, = X > M) = 1,

where the final equality follows from Corollary L9 This shows that W; does
not converge in distribution.

Now suppose that 0 < p < 1. In this case ¥’(0+) > 0 and hence, from
Corollary BI3, we know that P(7;} < co) = 1. It follows that, for all ¢t > 7.},
W; = X; — X; and so, from Corollary B9, we see that, for all 3 > 0,

. _ s

lim E(e™#"*) = 4/ (0+) ——. 4.17

tim E(e™ ") = 0/(04) (4.17)
The remainder of the proof thus requires us to show that the right-hand
side of ({13 has Laplace—Stieltjes transform equal to the right-hand side of

EID)

To this end, using integration by parts in the definition of v, note that

M— — Ooe_BwV:voo x
= /0 (, 00)da. (4.18)
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As ¢'(0+) > 0, we have that 6" [ v(z, 00)dz < 1; indeed, for all 3 > 0, we
have that 61 fooo e P*y(z,00)dz < 1. We may thus develop the right-hand
side of ({I7) as follows:

k

/ B _¢¥0+4) Y R
w(O—i—)m— 3 ,;)(5/0 e P V(:v,oo)dx) , £ >0.

Now define the measure n(dx) = (6p) " 'v(x, 00)dzr. We have

1 i _ 1//(0+) k Ooefﬁm *k T
VORgG = L [ tta, zo )

with the understanding that 7*°(dz) = do(dz). Note that ¥/ (0+)/5 =1 — p.
The result now follows by comparing (£19]) against [{I7). Note in particular
that the stationary distribution, as one would expect, is independent of the
initial value of the workload. O

Theorem [A.10 contains Theorem [L.T2l To see this, simply set 6 =1, v =
AF', where F' is the distribution with mean pu.

As noted earlier in Sect.[[32] for the case of the M/G/1 queue with
0 < p < 1, the expression for the stationary distribution, given in statement
of Theorem K10 is remarkably similar to the expression for the Pollaczek—
Khintchine formula, given in Theorem The similarity of these two can
be explained in a simple way using the Duality Lemma [3.4] Duality implies
that, for each fixed ¢ > 0, X; — X, is equal in distribution to —X,. As was
noted in the proof of Theorem .10, when 0 < p < 1, the limit in distribution
of W is independent of w and equal to the distributional limit of X, — X,
and hence by the previous remarks, is also equal to the distribution of —X .
Noting further that

P(-X <) =Pu(ry = 00),

where 7,7 = inf{¢t > 0 : X; < 0}, we see that Theorem also reads: For
all z > 0,

Pu(ry =o00)=(1—p) Zpkn*k(x), (4.20)
k=0

where, now, n*°(z) = 1. However, this is precisely the combined statements of
Theorems and [[L9 but now for a general spectrally negative Lévy process
of bounded variation.
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4.6 Small-Time Behaviour and the
Pollaczek—Khintchine Formula

Within the context of either the stationary distribution of the workload pro-
cess or the ruin problem, the reason for the appearance of a geometric-type
sum in both cases is related to how spectrally negative Lévy processes of
bounded variation behave at arbitrarily small times, and consequently how
the entire path of the process X decomposes into objects called excursions.
This section is dedicated to explaining this phenomenon.

We start the discussion with a lemma, essentially due to Shtatland M),
see also Chap. IV of IGikhman and Skorokhod (1975).

Lemma 4.11. Suppose that X is a spectrally negative Lévy process of bounded
variation. Then

almost surely.

Proof. Recall from the Lévy-Itd decomposition that jumps of Lévy processes
are described by a Poisson random measure with intensity d¢ x v(dx). From
this, it follows that the first jump of X of magnitude greater than e ap-
pears after a length of time which is exponentially distributed with parame-
ter v(e, 00). Since we are interested in small-time behaviour, it therefore is of
no consequence if we assume that v is concentrated on (0, €). That is to say,
there are no negative jumps of magnitude greater than e.

Recall that X is written in the form X; = 0t — Sy, for t > 0, where
S = {S; : t > 0} is a pure jump subordinator with Lévy measure v. The
proof is then completed by showing that

To this end, set M,, = S3-» /27" and note that, on the one hand,
E(Myq1| My, ..., My,) = 2M,, — 2" B(Sy-n — So—(usn | My, ..., M,). (4.21)

On the other hand, time reversing the path {S; : ¢ < 27"} and using
the stationarity and independence of increments, we have that the law
of Sy-(n+1y — So given {Sy-n,So-(m-1), ..., Si/2} is equal to the law of
So—n — Sy-(m+1) given {Sy-n,S5-n-1), ..., Si/2}. Hence,

E(S2771 - S27(n+1)|M17 ceny Mn) - ]:E(;S’z—(nﬁ»l)|]\417 ceey Mn)

Substituting back into (XZI]), we see that E(My,41|M1, ..., M,) = M, and
hence the sequence M = {M,, : n > 1} is a positive P-martingale. The
Martingale Convergence Theorem implies that Mo := lim, 100 M), exists and
Fatou’s Lemma implies that
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E(Ms) <E(M;) = /(0 )IV(dZE).

Note that for the last equality, we have appealed to Exercise 211l Since for
t € [2- (D) 9=my,

St So—n

7 S 3G~ 2Mns

we thus have that

E [ limsup St < 2E(limsup M,,) = 2E(M) < 2/ av(de).  (4.22)
tl0 t ntoo (0,€)

Since f(071) azv(dz) < oo, the right-hand side above can be made arbitrarily
small by letting € | 0. This shows that the expectation on the left-hand side
of [@22)) is equal to zero, and hence so is the limsup in the expectation in
the almost sure sense. (]

The lemma shows that, for all sufficiently small times, X; > 0 and hence
P(r, > 0) = 1. That is to say, when starting from zero, it takes a strictly
positive amount of time before X visits (—oo,0). Compare this with, for
example, the situation for Brownian motion. It is intuitively clear that it will
visit both sides of the origin immediately. To be rigorous about this, recall
from Exercise [[L7] that the first-passage process of a Brownian motion is a
stable-% subordinator. Since this subordinator is not a compound Poisson
process, and hence does not remain at the origin for an almost surely strictly
positive period of time, first passage strictly above level zero of B occurs
immediately. By symmetry, the same can be said about first passage strictly
below the level zero.

In order to complete our explanation of the geometric-type sum appearing
in ([20), let us proceed by showing that P(o} = o) takes the form given
in the right-hand side of ([@I%]), where, now, we take Y = —X and, for each
x>0, 0f =inf{t > 0:Y; > r}. Lemma [LI1] shows that P(of > 0) = 1.
This information allows us to make the following path decomposition.

Define Ty = 0 and Hy = 0. Let T} := osr and

le{YTl if T1 < oo

oo if T7 = oo.

Next, we construct iteratively the variables T7,T5,... and Hy, Hs, ... in such
a way that

inf{t >T,1:Y, >H, 1}if T,—1 <0
T, = .
%) if T,,_1 =00

and
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L YTn if T, < o0
H"'_{ oo if T}, = oo.

Note in particular, 77 = a(')" is a stopping time and, for eachn > 1, T),41 —T),
is equal in distribution to 7. The strong Markov property and stationary
independent increments imply that, on {T},—1 < oo}, the path

en={Y, =Yy, Ty <t<T,} (4.23)

also known as an excursion of Y from its mazimum (equiv. an excursion of
X from its minimum), is independent of Fr, , and has the same law as

{Y,:0<t<od}.

In particular, on the event {7},_1 < oo}, the pair (T,, — T,—1, H, — H,—1) is
independent of Fr, , and has the same distribution as (o, Y%+) under P.
The sequence of pairs {(T,,H,) : n > 1} are nothing more than the
jump times and the consecutive heights of the new maxima of Y, so long
as they are finite. The assumption that X drifts to infinity (equivalently Y
drifts to —oo) implies that the distribution of of (and hence Y%+) under P
is defective. To see this, recall that, by duality, the limiting distribution of
X, — X, is equal to that of the limiting distribution of — X, which, in turn, is
equal to the limiting distribution of Y,. Note that Y, = - X ; has an almost
sure limiting distribution on account of it being monotone in ¢. From (ZI3),
we see that limgseo ¥(8)/6 = . Hence, when it is assumed that 0 < p < 1,
or equivalently that ¢'(0+) > 0, we see from Corollary [£9] that
¥'(0+)

l=p=—5 :éiTmE(e-ﬂVw)zp(yoo:o)zp(ag:oo).

It follows that there exists an almost surely finite N € {0, 1,2, ...} such that
each member of the pair (T}, H,) is finite for all n < N, and infinite for all
n > N. We say that the excursion €, is finite if T,, — T}, < oo and otherwise,
at the first index, n, for which T, —T},_1 = oo, we say that the n-th excursion
is infinite. The total number of excursions, N + 1, is the first time to success
in a sequence of Bernoulli trials, where “success” means the occurrence of
an infinite excursion and, as noted above, “success” has probability 1 — p.
That is to say, N + 1 is geometrically distributed with parameter 1 — p. As
the process Y is assumed to drift to oo, the structure of the path of Y must
correspond to the juxtaposition of N i.i.d. excursions conditioned to be finite,
followed by a final infinite excursion. Figure 1] gives a symbolic impression
of this decomposition, leaving out details of the path within excursions.
Using the above decomposition, it is now clear that the event {0} = oo}
corresponds to the event that there are IV i.i.d. finite excursions of Y which,
when pasted end to end, have a right end point which is no higher than =z,
followed by an infinite excursion. As N + 1 is geometrically distributed with
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infinite excursion

A M
U\/ \J T, . T,

Fig. 4.1 A symbolic sketch of the decomposition of the path of Y when it fails to
cross the level x.

parameter 1 — p, it follows that

P(o) = c0) = Z(l —p)p"P(H,, < zle, ..., €, are finite),
n>0

where the probabilities in the sum are each equal to p*"(x), with
p(de) =P(Hy € do|Th < o0) = ]P’(—XT[; € dx|ry < 00), x> 0.

This explains the form of the Pollaczek—Khintchine formula.

Note that in our reasoning above, we have not proved that u(dzx) =
(6p)~v(x, 00)dz. However, by comparing the conclusions of the previous dis-
cussion with the conclusion of Theorem .10, we obtain the following corol-
lary.

Corollary 4.12. Suppose that X is a spectrally negative Lévy process of
bounded variation such that ' (0+) > 0. Then P(15 < o0) = p and

1 T
P(-X - <z|ry <o0)= —/ v(y,00)dy, x> 0.
© op Jo
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Exercises

4.1. Suppose that X = {X; : ¢ > 0} is a spectrally negative process of
bounded variation with drift § (see the discussion following Lemma [Z14).
Define, for each t > 0,

LY =#{0< s <t:X,=0}.

(i)  Show that the process {L? : t > 0} is almost surely integer-valued with
paths that are right-continuous with left limits.

(ii)  Suppose now that f is a function which is equal to a C*(R) function
on (—o0,0) and equal to another C1(R) function on (0,00) but may
have a discontinuity at 0. Its derivative at 0 may also be undefined.
Show that for each t > 0,

F(X0) = F(Xo) +6 /0 F(X.)ds
X +2) — f(Xs—))N(ds x dz
+/(O)t]/(_oo)0)(f( 1) — F(X,_))N(ds x dz)
+ / (F(X.) — F(Xa )AL,
(0,2]

4.2. Suppose that X = {X; : t > 0} is a spectrally negative Lévy process of
bounded variation with drift §. Show that, for f(y,z) € C*1([0,0) x R) and
t>0,

_ _ Lof — Lof — _
f( Xy, Xy) = f(Xo, Xo) +5/ — (X4, Xs)ds —I—/ (X, X)d X,
0 O 0 9y
+/ / (X, Xs— + 1) — f(Xs, Xs—)N(ds x dx).
[0,t] J (—00,0)
4.3. Suppose that ¢ fulfils the conditions of Theorem [£4] and that, for each
t >0, E(Jig, Je¢(s,2)1T(dz)ds) < oo. If M = {M, : t > 0} is the mar-

tingale given in Corollary and, further, it is assumed that, for all ¢ > 0,
E(f[o 1 Jg ¢(s,2)*II(dz)ds) < oo show that

E(M?)=E (/[0 ) /R¢(s,x)2dsﬂ(d:v)> , t>0.

4.4. In this exercise, we use ideas coming from the proof of the Lévy-Ito
decomposition to prove It6’s formula in Theorem for the case that o =
0. Henceforth, we will assume that X is a Lévy process with no Gaussian

2 A C1(R) function is a continuously differentiable mapping from R to R.
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component and f(t,z) € C*%(]0,00) x R) is uniformly bounded, along with
its first derivative in s and first two derivatives in x.

(1)

(i)
(i)

Suppose that X has characteristic exponent

(0) = ifa + /(1 — % 41021 |y <1)) I (dz), O ER.
R

For each 1 > £ > 0, let X() = {Xt(a) : 1t > 0} be the Lévy process with
characteristic exponent

(&) (0) = ifa + / (1 — e +i021 (|5 <1)) 1 (da).
R\(—¢,¢)

Show that

£t X))

= 10.X0)+ [ s X0)as

©) 4 2) - IR e
+/[O)t] /mZE(f(s,XS +a) = f(5, X,2) = w5 (s, X,2))N(ds x da)

t
+ / 8—f(s,X§i>)dX§+M,§€), (4.24)
o Ox

where X* is a Lévy process with characteristic exponent aif+ flr|>1 (1—

) [1(dz) and M) = {Mt(s) : t > 0} is a right-continuous, square-
integrable martingale.
Fix T > 0. Show that {M() : 0 < ¢ < 1} is a Cauchy family in the
martingale space M2 (see Definition ZIT]).
Denote the limiting martingale in part (ii) by M. By taking limits as
€ | 0 along a suitable subsequence, show that the Ito formula holds,
where - -

/0 a—j:(s,Xs,)dXS ::/0 6—£(S,XS,)dX* + M,.
Explain why the left-hand side above is a suitable choice of notation.
Show that if the restrictions of uniform boundedness of f and its deriva-
tives are removed, then the same conclusion may be drawn as in (iii),
except now there exists an increasing sequence of stopping times tend-
ing to infinity, say {7, : n > 1} , such that, for each n > 1, the process
M is a martingale when stopped at time T,,. In other words, M is a
local martingale and not necessarily a martingale.

4.5. Consider the workload process W of an M/G/1 queue as described in
Sect.[L3.2l Suppose that Wy = w = 0 and the service distribution F' has

Laplace transform F(8) = [

(0,00) e PrF(dx), B> 0.
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(i)  Show that the first busy period (the time from the moment of first
service to the first moment thereafter that the queue is again empty),
denoted B, fulfils .

E(e™"7) = F(2(8))

where @(3) is the largest solution to the equation
0 — / (1—e "\F(dz) = 5.
(0,00)

(ii)  When p > 1, show that there are a geometrically distributed number
of busy periods. Hence, give another proof of the first part of Theorem
AT when w = 0 by using this fact.

(ili)  Suppose further that the service distribution F is that of an exponen-
tial random variable with parameter ;4 > A. This is the case of an
M/M/1 queue. Show that the workload process has limiting distribu-
tion given by

A
_Z —(h=A)z
(1 H) (50(dx) +1so)Ae dx) .

4.6. This exercise is only for the reader familiar with the general theory
of stochastic calculus with respect to semi-martingales. Suppose that X
is a general spectrally negative Lévy process. Recall the notation & (o) =
exp{aX; — ()t} for t > 0.

(i)  If M is the Kella-Whitt martingale, show that
AM, = —e XeH(@iqg, (o), >0,

and hence deduce that M is a local martingale.
(ii)  Show that E(X;) < oo for all ¢ > 0.
(iii) Deduce that E(sup,<, |M|) < oo, and hence that M is a martingale.

4.7. Suppose that X is a spectrally negative Lévy process of bounded varia-
tion with characteristic exponent V.

(i) Show that, for each a, 5 € R,
t _ __ _ __
M, = —\I/(a)/ i (Xe—X)HiBX o g 1 ] _ glodXe =X ) +ifX,
0
t ~ Vv E—
_i(a _ ﬂ)/ eiO‘(Xs*Xs)JHﬁXsdAX'S7 t>0
0

is a martingale. Note, for the reader familiar with general stochastic
calculus for semi-martingales, one may equally prove that {M; : t > 0}
is a martingale for a general spectrally negative Lévy process.
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Use the fact that E(Me,) = 0, where e, is an independent exponen-
tially distributed random variable with parameter g, to show that, for
a? B Z 07

i0(Xey—Xey)+HiBXe,) _ q(?(q) — i)
B = G ey )

where @ is the right inverse of the Laplace exponent ¢(3) = —¥(—if3).
Deduce that Xo, — Xe, and X¢, are independent.

4.8. Suppose that X is any Lévy process of bounded variation with drift § > 0
(excluding the case of a subordinator or the negative of a subordinator).

(i)

Show that

almost surely.
Define 7;° = inf{t > 0 : X; < 0}. By reasoning along similar lines for
the case of a spectrally negative process, show that P(r; > 0) > 0.

Suppose now that lims.o Xy = co. Let n(dz) = ]P’(—XT[; € dxlry <

00), & > 0. Conclude that the Pollaczek—Khintchine formula,

Po(ry =o0)=(1=p) > pn*@), x>0,
k=0

is still valid under these circumstances.



Chapter 5

Subordinators at First Passage and
Renewal Measures

In this chapter, we look at subordinators. Recall that these are Lévy processes
which have paths that are non-decreasing. In addition, we consider killed
subordinators, that is, subordinators which are sent to a “cemetery state” (in
other words an additional point that is not in [0,00)) at an independent time
that is exponentially distributed. Principally, we are interested in first passage
over a fixed level, and some asymptotic features thereof, as the level tends
to infinity. In particular, we will study the (asymptotic) law of the overshoot
and undershoot, as well as the phenomenon of crossing a level by hitting it.
These three points of interest turn out to be very closely related to renewal
measures. The results obtained in this chapter will be of significance later on
when we consider first passage over a fixed level of a general Lévy process.
As part of the presentation on asymptotic first passage, we will review some
basic facts about regular variation. Regular variation will also be of use in
later chapters. We conclude with a brief introduction to the theory of special
subordinators which, amongst other things, permits the construction of a
number of concrete examples of some of the theory discussed earlier in the
chapter.

5.1 Killed Subordinators and Renewal Measures

In the setting of Sect. 2.6.1] a subordinator is a Lévy process of bounded
variation, drift 6 > 0 and jump measure concentrated on (0,00). In this
section we shall consider a slightly more general class of processes, killed
subordinators. Let Y be a subordinator and e, an independent exponentially
distributed random variable with rate > 0. Then a killed subordinator is

the process
Y ift<e,
Xt—{a i1 > ey,

115
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where 0 is a “cemetery state”. We shall also refer to X as “Y killed at rate
n”. If we agree that e, = oo when 7 = 0, then the definition of a killed
subordinator includes the class of regular subordinators[] This will prove to
be useful for making general statements. The Laplace exponent of a killed
subordinator X is defined, for all § > 0, by the formula

®(0) = — logIE(e_OXI) = —log E(e_eyll(Ken)) = n—log E(e_eyl) = n+v(if),

where ¥ is the Lévy—Khintchine exponent of Y. From the Lévy-Khintchine
formula given in the form (221]), we easily deduce that

D(0) =n+ 06+ /(0 )(1 — e %) [T (dx), (5.1)

where § > 0 and f(o OO)(l A z)II(dz) < oo; recall Exercise 2111
With each killed subordinator, we associate a family of potential measures.
Define for each ¢ > 0 the g-potential measure by

UD(dz) =K (/ eqtl(xtedx)dt) :/ e "P(X; € dz)dt.  (5.2)
0 0

For notational ease, we shall simply write U(®) = U and call it the potential
measure. Note that the g-potential measure of a killed subordinator with
killing at rate n > 0 is equal to the (¢ + n)-potential measure of the same
subordinator without killing. Note also that, for each ¢ > 0, (¢ + n)U (@ is
a probability measure on [0,00) and also that, for each ¢ > 0, U@ (z) :=
U@ [0, ] is right-continuous. Roughly speaking, a g-potential measure is a
discounted measure of how long the process X occupies different regions of
space on average

These potential measures will play an important role in the study of how
subordinators cross fixed levels. For this reason, we will devote the remainder
of this section to studying some of their analytical properties. One of the most
important facts about g-potential measures is that they are closely related to
renewal measures.

We recall briefly that a renewal process, N = {N, : x > 0}, counts the
number of points in [0, z], for z > 0, of an arrival process on [0, 00) in which
points are laid down as follows. Let F be a distribution function on (0, co) and
suppose that {§; : 4 = 1,2,...} is a sequence of independent random variables
with common distribution F. Points are positioned at {74, T5, ...}, where, for
each k > 1, T, = Zle &;. In other words, the underlying arrival process is
nothing more than the range of a random walk with jump distribution F.

1 A killed subordinator is only a Lévy process when 1 = 0, but it is still a Markov
process even when 1 > 0.

2 From the general theory of Markov processes, U(%) also comes under the name of
resolvent measure or Green’s measure.
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For each x > 0, we may now identify N, = sup{i > 1: T; < z}, where we
use the notational convention sup® = 0. Note that if F is an exponential
distribution, then N is nothing more than a Poisson process.

The associated renewal measure is defined by

V(dz) =Y F*(dz), >0,
k>0

where we understand F*(dx) := §y(dz). As with potential measures, we
work with the notation V(z) := V[0,2], > 0. For future reference, let us
recall some of the classical renewal theorems.

Theorem 5.1 (Renewal Theorem). Suppose that V is the renewal func-
tion given above and let p 1= f(o 00) xF(dx) € (0, 0]
(i) EIf F' does not have lattice support, then, for all y > 0,

tim {V(z +3) - V(@) = £,

(ii) BIf F does not have lattice support and h : [0,00) — R is directly

Riemann integrable, then

. T 1 oo
lim h(z —y)V(dy) = —/ h(y)dy.
ztoo Jo K Jo

(i11)  Without restriction on the support of F,

Vv 1
lim ﬁ =—.

ztoo I 1Y
Here, we understand p=' = 0 if p = oo.

The reader may find more on the different aspects of the Renewal Theorem

in Chap. XI of [Felled (@) See also Chap. 4 of [Durretd (IM)

The precise relationship between g-potential measures of subordinators
and renewal measures is given in the following lemma.

Lemma 5.2. Suppose that X is a subordinator (no killing). Let F = U
and let 'V be the renewal measure associated with the distribution F'. Then
V(dx) is equal to the measure do(dz) + U(dzx) on [0,00).

Proof. First note that, for all 8 > 0,

3 This part of the theorem is known as Blackwell’s Renewal Theorem.
4 This part of the theorem is also known on its own as the Key Renewal Theorem.
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/ e*f’xU“)(dx):/ dt-e’t/ e ""P(X; € dx)
[0,00) 0 [0,00)

_ /OO gt - o= (PO
0

1

1+ 3(0)

where @ is the Laplace exponent of the underlying subordinator. In the final
equality, we have used the fact that ¢(6) > 0.
Next compute the Laplace transform of V for all 8§ > 0 as follows:

k
e 9"V (dz) = e~ UMW (dg
/[Om) (dx) Z(f[om) ( >>

k>0 k
-3 (m)
T1-Q +1qs(9))71
=1+ ﬁ. (5.3)

In the third equality, we have used the fact that |1/(1 + &(9))| < 1.

On the other hand, a similar computation to the one in the first paragraph
of this proof shows us that the Laplace transform of do(dz) + U(dz) equals
the right-hand side of (53)). Since distinct measures have distinct Laplace
transforms, the proof is complete. O

The conclusion of the previous lemma means that the Renewal Theorem
can be employed to understand the asymptotic behaviour of U. Specifically,
we have the following two asymptotics.

Corollary 5.3. Suppose that X is a subordinator (no killing) such that u =
E(Xy).

(i)  IfU does not have lattice support, then for all y >0,
liTm{U(a: +y)—-U(z)} = =.

(ii)  Without restriction on the support of U,

lim Ulx) = 1.
ztoo I 12

1

As before, we understand p= = 0 when u = oco.
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Proof. The proof is a direct consequence of Theorem [5.I], as soon as one notes
that

u=/ xU(l)(dx):/ e’tIE(Xt)dt:/ te 'E(X,)dt = E(X,)
[0,00) 0 0

and that U has the same support as U. O

The requirement that U does not have a lattice support is not a serious
restriction as there are analogues to Corollary 5.3 (i); see for example Chap.
XI of [Felled (1971)). The following theorem, for (killed) subordinators, shows
that the only examples of potential measures with lattice support occur when
X is a (killed) compound Poisson subordinator whose jump distribution has
lattice support.

Theorem 5.4. Suppose that X is a (killed) subordinator with Lévy measure
11 and drift § > 0.

(i) If6 >0 or IT1(0,00) = oo, then for any q¢ >0, UD has no atoms.

(1)  If6 =0, II(0,00) < oo and II has a non-lattice support, then for all
q >0, U9 does not have a lattice support.

(i1i) If 6 =0, I1(0,00) < 0o and II has a lattice support, then for all ¢ > 0,
U9 has the same lattice support in (0, 00).

Proof. (i) Recall the definition

ot ([ )
0

and note that, on account of monotonicity of the paths of X, an atom at
x > 0 occurs only if, with positive probability, the path of X remains at level
x over some interval of time (a,b), where 0 < a < b < co. However, since
I1(0,00) = oo, we know that this behaviour is impossible; see Exercise 2711
This is also the case when § > 0. In that case, all increments of X are almost
surely strictly positive and hence X is almost surely strictly increasing.

(ii) — (ili) Now suppose that X is equal in law to a compound Poisson
subordinator, with jump distribution F' and arrival rate A > 0, which is
killed at rate n > 0. (Note AF' = II.) By conditioning on the number of
jumps up to time ¢ > 0, we have

k
P(X; €dz)=e "> e_’\tMF*k(dx),

k!
k>0

where, as usual, we understand F*® = §y(dx). Using this representation of
the transition measure, we compute
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1 o0
UD(dz) = —F*(dz) [ e MHotDi(xe)hdt
k>0 it 0

= 23 o), (5.4)
k>0

where p = A/(A+ 1+ ¢). The second and third statements of the theorem
now follow from the last equality. If F' does not have a lattice support in
(0, 00), then neither does F'** for any k > 1, and hence neither does U@, On
the other hand, if F' has a lattice support in (0, 00), then so does F** for any
k > 1 (the sum of k independent and identically distributed lattice valued
random variables is also lattice valued). (]

Note that the above theorem also shows that rescaling the Lévy measure
of a subordinator by a constant (i.e. II — cII for some ¢ > 0) has no effect
on the presence of atoms in the potential measure.

In addition to the close association of the potential measure, U, with classi-
cal renewal measures, the connection of a subordinator with renewal processes
can be seen in a pathwise sense when X is a compound Poisson subordinator
with arrival rate A > 0 and non-negative jumps with distribution F. In this
case, it is clear that the range of the process X, i.e. the projection of the
graph of {X; : t > 0} onto the spatial axis, is nothing more than a renewal
process. Note that, in this renewal process, the spatial domain of X plays the
role of time and the inter-arrival times are distributed according to F'. See
Fig.511

As in Sect. [B.1] denote this renewal process by N = {N, : ¢ > 0} and let
{T; : i > 0} be the renewal epochs, starting with Ty = 0. Then the excess
lifetime of NV at time x > 0 is defined by T'x, +1 —, and the current lifetime is
defined by x — Ty, . On the other hand, recall the stopping time (first-passage
time)

rF=inf{t >0: X; > z}.

Then the overshoot and undershoot at first passage of level = are given by
X+ —xand x — X &, respectively. Excess and current lifetimes and over-
shoots and undershoots are thus related by

X+—r=Ty,n—rvandr—X_+ =ax-Tu,. (5.5)

See Fig. B.11
Classical renewal theory presents the following result for the excess and

current lifetime; see for example Chap. XI of [Feller (1971) or Dynkin (1961).

We give the proof for the sake of later reference.

Lemma 5.5. Suppose that N is a renewal process with F' as the distribution
for the spacings. Then the following hold.

(1)  Forz,u>0 andy € (0,z],
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- X + —

Te—

X +—x

Ta

Fig. 5.1 A realisation of a compound Poisson subordinator. The range of the process,
projected onto the vertical axis, forms a renewal process thus relating overshoot and
undershoot to excess and current lifetimes.

P(Tn,+1 —z €du,x — Ty, € dy) =V (z —dy)F(du+y), (5.6)

where V' is the renewal measure constructed from F.
(i)  Suppose that F has mean p < oo and is non-lattice, then, for u > 0
and y > 0,

1 [ =
lim P(Tn, 41—z >u,x —Tn, >y) = —/ F(z)dz,
xToo K Juty

where F(x) =1 — F(x).

Proof. (i) The key to the proof of the first part is to partition the event of
interest by the number of renewal epochs at time x. We have, for k£ > 0,

P(Tn,+1 — 7 >u,2—Ty, >y, Ny =Fk) = / F**(dv)F(z — v +u).
[O,I—y)

The event in the probability on the left-hand side requires that the k-th
renewal epoch occurs sometime before x —y. Further, this epoch occurs in dv
with probability F**(dv) and, hence, the probability that the excess exceeds
u requires that the next inter-arrival time exceeds x — v + u. This occurs

with probability F(z — v+ u). Summing over k and changing variable in the
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integral via z = x — v, we have

P(Tn,41—2z>u,z—Tn, >y) = / V(z —d2)F(z + u).

(y,]

In differential form, this gives the distribution given in the statement of part
().

(ii) From part (i), we may write, for u > 0 and y € [0, ),

PTy,+1—xz>u,x—TN, > y)

/ / V(dv)F(xz — v+ d6)
(u,00) J[0,2—y]

= / F(dt) / V(dv)l(t>u+x7'u)1(1}6[0,x7y])
(0,00) [0,2]

:/ F(dt)/ V(dv)l(v>u+m—t)l(ve[O,m—y])v
(0,00) [0,x]

where we have applied the change of variables ¢t = 6 + x — v in the second
equality. The indicators and integral delimiters require that

r—y>v>utz—tifut+az>t,
r—y>v>0 ifu+z<t,

and u+ 2 —t < 2 —y implies that ¢ > u+y. Hence, for u > 0 and y € [0, z),
P(Tn,41 —2 >u,x = TN, > y)

- /( PV )~V Ol
F(dt)V(x —vy). 5.7
+/(u+m) @)V —y) (5.7)

To deal with the second term on the right-hand side of (5.1]), we may use the
Renewal Theorem [5.1] (iii) to show that, for some ¢ > 0 and x sufficiently
large,

1+e

/ F(d)V (z —y) < / tF(d1).
(utz,00) 12 (utz,00)

The right-hand side above tends to zero as x tends to infinity, since pu =
f(O,oo) tF(dt) < oo

For the first term on the right-hand side of (7)), suppose that X is a
compound Poisson subordinator whose jump distribution is F' and arrival
rate is 1. For this subordinator,
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o oo
E(rH) = / P(r > t)dt = / P(X; < ¢)dt = V(x),
0 0

where the final equality follows from (5.4]), with ¢ =7 = 0 and A = 1. Now
applying the strong Markov property, we can establish that

T

Using the bound V(z —y) = V(u+z —t) < VIt —u—y) < V(¢), the
right-continuity of V' and the Renewal Theorem ] (iii), we know that the
integrand in the first term on the right-hand side of (5.7)) is bounded by a
multiple of t. Hence, as f(o,oo) tF(dt) < oo, dominated convergence, together

with Theorem [5] (i), gives us

lim Fdt){V(z—y) = V(u+2z—1t)}1tcuta)
2120 J (uty,00)

=1/ (t — u— y)F(dr)
H J (uty,00)

1 /:o F(t)dt,

o Juty

where the final equality follows after an integration by parts. O

In light of (5.3]), we see that Lemma gives the exact and asymptotic
distribution of the overshoot and undershoot at first passage of a compound
Poisson subordinator with jump distribution F (with finite mean and non-
lattice support in the case of the asymptotic behaviour). In this spirit, we
shall proceed to study the exact and asymptotic joint distributions of the
overshoot and undershoot of a killed subordinator at first passage.

There are a number of differences concerning the range of a killed subor-
dinator when compared to the range of a compound Poisson subordinator.
Firstly, in the case of a killed subordinator, the process may be killed be-
fore reaching a specified fixed level. Hence one should expect an atom in the
distribution of the overshoot at co. Secondly, the number of jumps over a
finite time horizon may be infinite, in which case the analysis in the proof of
Lemma [5.H (i) is no longer valid. Finally, in the case of a compound Poisson
subordinator, when F' has no atoms, it is clear that the probability that there
is first passage over a given level by hitting the level is zero. However, for a
killed subordinator, for which either I7(0, 00) = oo or there is a drift present,
one should not exclude the possibility that first passage over a fixed level
occurs by hitting the level with positive probability. This behaviour is called
creeping over a fized level and is equivalent to there being an atom at zero
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in the distribution of the overshoot at that level. As one might intuitively
expect, creeping over a specified fixed level turns out to occur only in the
presence of a drift, in which case, by spatial homogeneity, it is possible to
creep over all fixed levels. These points will be dealt with in more detail in
Sect. 5.3.

5.2 Overshoots and Undershoots

We begin with the following theorem, which gives a generalisation of Lemma
(i), in the sense that it contains it as a corollary. Weaker versions of this

theorem can be found in Kesten (1969) and [Horowitz (1972). The format we

give is from Bertoinl ).

Theorem 5.6. Suppose that X is a killed subordinator. Then for u > 0 and
y €[0,a],

P(X + —zeduz— X + €dy) =U(x—dy)l(y +du). (5.8)

Proof. The proof makes use of the compensation formula. Suppose that f and
g are two strictly positive, bounded, continuous functions satisfying f(0) =
f(o0) = 0. This last requirement ensures that the product f(X, + —x)g(z —
Xﬁf) is non-zero only if X jumps strictly above x when first crossing x
before killing occurs. We may write its expectation in terms of the Poisson
random measure associated with the jumps of X whilst avoiding the issue of
creeping. To this end, let us assume that X is equal in law to a subordinator
Y killed at rate n > 0. Then

E(f(X,s —x)g(z — X _+_)) =E (/{0 )/(0 )e_"tqb(t,H)N(dt X d9)> ,

where
(t.0) = Loy, <a)l(v,_+o50)f(YVie +0 —2)g(x — Y;_),

and N is the Poisson random measure associated with the jumps of Y. It
is straightforward to see that ¢ satisfies the conditions of Theorem 4} in
particular, it is left-continuous in ¢. Then, with the help of the aforementioned
theorem,
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[ o) [ ppees - eedua- X ey
[0,2] (0,00)

=E (/ dt.e_ntl(ytigm)g(;v—Y}_)/ J(Yio +9—x)H(d9)>
0 (x—Yi—,00)

E </ dt.e_ntl(ytgz)g(x—Yt)/ f(Y}—i—H—x)H(d@))
0 (x—Y3,00)

e : - ) e t z
/[O)w]g( )/(w_zm)f( +6 )H(do)/o dt - e "P(Y; € dz)

/ g(x—z)/ f(z4+ 0 —x)II(d0)U(dz2)

[0,2] (x—2,00)

_ / o) / F)IT(du +y)U(z — dy), (5.9)
[0,] (0,00)

where the final equality follows by changing variables, first with y =« — 2
and then with u = 6 — y. (Note also that U is the potential measure of X
and not Y.) As f and g are arbitrary within their prescribed classes (which
themselves are sufficient to characterise the desired law), we read off from
the left- and right-hand sides of (5:9) the required distributional identity. O

Intuitively speaking, the proof of Theorem 5.6 follows the logic of the proof
of Lemma (i). The compensation formula serves as a way of “decompos-
ing” the event of first passage by a jump over level x according to the position
of X prior to its first passage, even when there are an unbounded number of
jumps over finite time horizons.

To make the connection with the expression given for renewal processes in
Lemma 5.3 (i), recall from (54 that U(dxz) = A=*V(dz) on (0, 00), where U
is the potential measure associated with a compound Poisson subordinator
with jump distribution F' and arrival rate A > 0, and V' is the renewal measure
associated with the distribution F. For this compound Poisson subordinator,
we also know that IT(dz) = A\F(dx), so that U(z—dy)II (du+y) = V(z—dy)
F(du + y).

As (B5.8]) is the analogue of the statement in Lemmal[5.5] (1), it is now natural
to reconsider the proof of part (ii) of the same lemma in the current, more
general context. The following result is lifted from Bertoin et al. (1999).

Theorem 5.7. Suppose that X is a subordinator (no killing) with finite mean
p=E(X1), such that U does not have lattice support (cf. Theorem[54]). Then
foru>0 and y > 0, in the sense of weak convergence

1
limP(X + —z€du,o— X _+_ €dy) = —dyll(y + du).
x x M

xToo

In particular, by integrating out u and y in the above limit, it follows that the
asymptotic probability of creeping satisfies
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g
lim P(X_+ =2) =
zToo ‘u
The proof of this result is a straightforward adaptation of the proof of
Lemma [5.3 (ii) taking advantage of Corollary [5.3] and is left to the reader to
verify in Exercise B3]

5.3 Creeping

Now let us turn to the issue of creeping. Although 7, is the first time that
X strictly exceeds the level z > 0, it is possible that ]P’(X + =) > 0; recall
the statement and proof of Theorem 33 The following conclus1on found for
example i in [Horowitz (@ ), shows that, in the case where the jump measure
is infinite or that X has a drift, crossing the level x > 0 by hitting it cannot
occur by jumping onto it from a position strictly below z. In other words, if
our killed subordinator makes first passage above x with a jump, then it must
do so by jumping it clear, so {X + =2} = {X_+—2=0,2—X_+ = 0}. This
is of implicit relevance when computmg the atom at zero in the overshoot
distribution.

Lemma 5.8. Let X be any killed subordinator with I1(0,00) = oo or d > 0.
For all x > 0, we have

P(X + —2z=0,2—-X_+_ >0)=0. (5.10)
Proof. Suppose, for a given z > 0, that
P(X + —z=0,2-X_+_ >0)>0.
Then this implies that there exists a y < x such that
P(X + =) >0.

However, this cannot happen because of the combined conclusions of Theorem
and Theorem [54] (i). (It is also useful to note that IT can have at most a
countable number of atoms.) Hence, by contradiction (GI0) holds. O

Although one may write, with the help of Theorem and Lemma 5.8

P(XT;:x)zl—P(XT;>.’L'):1—/ U(;v—dy)ﬂ(y,oo),
(0,2]

this does not necessarily bring one closer to understanding when the prob-
ability on the left-hand side above is strictly positive. In fact, although the
answer to this question is intuitively obvious, namely that a drift term must
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be present, it turns out to be difficult to prove. It was resolved by
M); see also Bretagnolle (1972). The result is given below.

Theorem 5.9. For any killed subordinator such that II(0,00) = 0o or d > 0,
we have the following:
(i) Ifé=0, then P(X_+ =) =0 for all x > 0.
(i) If & > 0, then U has a strictly positive and continuous density on
(0,00), say u, satisfying
P(X_+ = z) = du(z).

The version of the proof we give here follows the reasoning in
(2006) (see also Sect. IIL.2 of (19964)) and first requires two auxiliary
lemmas, given below. In the proof of both, we shall make use of the following
two key estimates for the probabilities p, := IE”(XT; = x), x > 0. For all
O<y<uz,
Pz < PyPz—y + (1 _pzfy) (511)
and
Pa 2 PyPz—y- (5.12)

The upper bound is a direct consequence of the fact that
PX +=2)=P(X + =z-y, X +=1)
+P(X_+
z—y
<PX + =2—y)P(X + =2[Xo=2—y)

z—y

>z -y, X +=u1)

+P(X,+ >z -y),

where in the last line the strong Markov property has been used. In a similar
way, the lower bound is a consequence of the fact that

P(X +=2) >P(X + =2-y)P(X +=2[Xo=2-y).

z—y
Lemma 5.10. Assume the setting of Theorem [5.9.

(i) If, for some x >0, we have p, >0, then lime o sup, ) Py = 1.
(i1)  If, for some x > 0, we have p, > 3/4, then

py > 1/2+/p. —3/4
for ally € (0,z).

Proof. (i) From Lemma B8 we know that X cannot jump onto x. In other
words, we have
P(X,y=2>X, )=0.

This implies that
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{X.+ =2} C ({X visits (x — 1/n,2)}

n>1

almost surely. On the other hand, on the event (1, -, {X visits (z —1/n,z)},
we also have by quasi-left-continuity (cf. Lemma [B2]) that X, = x, where
o =limpjoo 7, /n (the limit exists because of monotonicity). Note that, on
the one hand, by its definition, ¢ < 7;F. Since

{o<ty=({ry, <t}

n>1

almost surely, it follows that o is a stopping time with respect to F. Since
Xo =z on [),»,{X visits (x — 1/n,2)} and X is not a compound Poisson
subordinator, applying the strong Markov property at time o, we have that
Xy > x for all t > o. This shows that, on (), ~,{X visits (x — 1/n,z)}, we
have o = 7;. In conclusion, ¢ = 77 on (-, {X visits (z — 1/n,z)} and
hence

{X,+ =a} = [({X visits (z — 1/n, )}

n>1

almost surely.
We may now write

Do = hTm P(X visits (x — 1/n, z)). (5.13)

Also, we have the upper estimate

pr <P(X visits (x —1/n,2)) sup p..
2€(0,1/n)

Letting n 1 oo in the above inequality and taking (5.13)) into account, we see
that lime o sup, e oy pn = 1.

(ii) Suppose that 0 < y < z. We may assume without loss of generality
that p, < ps, otherwise it is clear that p, > p, > 1/2 + /p; — 3/4, when
Pz > 3/4.

From (5ITJ) it is a simple algebraic manipulation, replacing y by x — y, to
show that

Combining the last two inequalities, we therefore have
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o, < L) = py)
v Pz — Py

and hence the quadratic inequality pfl —py+1—pg > 0. This in turn implies
that

Py €10,1/2 = \/ps —3/4) U [1/2 4 /pe — 3/4,1]. (5.14)

The remainder of the proof is thus dedicated to showing that the inclusion
of py in the first of the two intervals in (5.14]) cannot happen.

Suppose, for contradiction, that (5I4) holds for all y € (0, ) and, more-
over, that there exists a y € (0,z) such that p, < 1/2 — \/p, — 3/4. Now

define
g=sup{z € [0,y);p: > 1/2+ \/p. — 3/4},

which is well defined since py = 1. From this definition, it could be the case
that g = y. Reconsidering the definition of g and ([B.I4]), we see that either
there exists an € > 0 such that p, < 1/2 — /p, —3/4 for all z € (g —¢,9)
or, for all £ > 0, there exists a sequence of z € (¢ — ¢,¢) such that p, >
1/2 4+ /p. — 3/4. In the former case, it is clear by the definition of ¢ that
pg > 1/2 + \/ps — 3/4. In the latter case, we have with the help of (E13)
that
pg = UmP(X visits (z,g)) > lim sup pg—,
219 €40 pe(0,e)

and hence p, > 1/2 4+ /p, — 3/4. For both cases, we have the implication
that g < y. On the other hand, using (512) and the conclusion of part (i),
we see that

lim sup pgiyn > pg X lim sup p, =pg, > 1/2+ \/p. — 3/4.
0 ne(0,e) 0 ne(0.¢)

Since (5I4) is in force for all y < 2 and g < y, this implies that there exists a
g’ > g such that p,s > 1/24+/p, — 3/4, which contradicts the definition of g.
The consequence of this contradiction is that there does not exist a y € (0, x)
for which p, < 1/24+/p, — 3/4, and hence, from (5.14), it necessarily follows

that py, > 1/2+ /p, — 3/4, for all y € (0, ). O

Lemma 5.11. Assume the setting of Theorem [5.Q If there exists an x > 0
such that p, > 0, then

(i) lim.jop. =1 and
(i) x> py is strictly positive and continuous on [0, 00).

Proof. (i) The first part is a direct consequence of parts (i) and (ii) of Lemma
0. 10

(ii) Positivity follows from a repeated use of the lower estimate in (5.12)
to obtain p, > (p,/,)" and, hence, the conclusion of part (i).
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To show continuity, note, with the help of (.IT]), that

limsup pyye < limsup{peps +1 —pc} = pa,
el0 el0

and from (B.I12) and part (i),

lim inf > lim inf = ..
ll‘g%ﬂ Pzte =2 II‘ELBH PxPe = Px

Further, arguing in a similar manner,

. . Dz
limsup p,—. < limsup — = p,,
el0 el Pe
and N )
liminfp, . > liminfw = Da.
el0 €l0 DPe
Thus, continuity is confirmed. 1

Finally, we return to the proof of Theorem

Proof (of Theorem [59). Consider the function

M(a) :=E (/ 1(x +_gc)dgc) :/ peda
0 T 0
for all @ > 0.

For convenience, suppose further that X is equal in law to a subordinator
Y, killed at rate 7. Let N be the Poisson random measure associated with
the jumps of X (or equivalently Y'). Then we may write, with the help of the
Lévy—It6 decomposition for subordinators,

M(a)=E|Y, + 7—/ / zN(ds x dz) | = 0E(7] Ney).
(7&ren) 0,7 nen) J(0,00)

(i) If 6 = 0, then p, = 0 for Lebesgue almost every z. Lemma [B.11] now
implies that p, = 0 for all = > 0.

(ii) If § > 0, then there exists an & > 0 such that p, > 0. Hence, from
Lemma 511l = — p, is strictly positive and continuous. Further, we see that

M(a) = 5/000 P(r Aey > £)dt = 5/000 P(X; < a)dt = 6U/(a).

The above implies that U has a density, which may be taken as equal to
0~ 1p, for all z > 0. O

Theorem 5.9 excludes the possibility that I7(0, 00) < co when § = 0. Here,
one may easily envisage a scenario where a given zg > 0 is in the range of
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the subordinator with positive probability. Indeed, it suffices to consider the
case that IT has an atom at xy. Note, however, that, because of the strict
inequality in the definition of 7';';, it is not the case that XT% = z¢. In general,
creeping for compound Poisson processes cannot occur.

5.4 Regular Variation and Tauberian Theorems

The inclusion of the forthcoming discussion on regular variation and Taube-
rian theorems is a prerequisite to Sect. 5.5, which gives the Dynkin—Lamperti
asymptotics for the joint law of the overshoot and undershoot of a subordina-
tor at a threshold. However, the necessary facts concerning regular variation
will also appear in later sections and chapters.

Suppose that U : [0,00) — [0,00) is a non-decreasing, right-continuous
function. Denote by U(dx), 2 > 0, its associated measure, with the convention
that there is an atom of size U(0) at z = 0. For its Laplace—transform, write

/1(9):/ e U (dz), 6>0.
[O)OO)

If there exists a 6y such that A(fy) < oo, then A(f) < oo for all § > 6.
The point of this section is to present some classic results which equivalently
relate certain types of tail behaviour of the measure U to a similar type of
behaviour of A. Our presentation will only offer the bare essentials based on
Karamata’s theory of regularly varying functions. Aside from their intrinsic
analytic curiosity, regularly varying functions have proved to be of great prac-
tical value within probability theory, not least in the current context. The
highly readable account given in Chap. VIIL.8 of M) is an important
bridging text, embedding into probability theory the classic work of Kara-
mata and his collaborators, which dates back to the period between 1930 and
the 1960s. For a complete account, the reader is referred to

(1987) or [Embrechts et all (1997). The presentation here is principally based

on these books.

Definition 5.12. A measurable function f : [0,00) — (0,00) is said to be
reqularly varying at zero with index p € R (written f € Ro(p)) if, for all

A>0,

tim LT _ 5.

210 f(x)
If the above limit holds as x tends to infinity, then [ is said to be regularly
varying at infinity with index p (written f € Roo(p)). The case that p =

0 is referred to as slow variation (written for short as just Ry and Reo,
respectively).
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Note that any regularly varying function, f, may always be written in the
form

f(x) = 2" L(x),

where L is a slowly varying function. Any function which has a strictly pos-
itive and finite limit at infinity (resp. zero) belongs to Roo (resp. Rg), so
the class of slowly (and hence regularly) varying functions is clearly non-
empty due to this trivial example. There are, however, many non-trival ex-
amples of slowly varying functions. Examples in Ro include (for z suffi-
ciently large) L(z) = logz, L(x) = log, x (the k-th iterate of logz) and
L(z) = exp{(logz)/loglog x}. All of these examples have the property that
they are functions which tend to infinity at infinity. The function

L(z) = exp{(log )3 cos[(log ) 3]}

is an example in R, which oscillates, that is to say, lim inf,4+oc L(z) = 0 and
limsup,,4, L(z) = oo.
The main concerns of this section are the following remarkable results.

Theorem 5.13. Suppose that L € Ry, p € [0,00). Then the following two
statements are equivalent:

(i)  A)~0PL(1/0) as 6 — 0,
(ii)) U(x)~aPL(z)/T'(1+p) as x — oo.

In the above theorem, we are using the notation f ~ ¢ for functions f and g
to mean that lim f(z)/g(x) = 1.

Theorem 5.14. Suppose that L € Roo, p € (0,00) and U(dz) = u(z)dz,
x > 0, where the density, u, is ultimately monotone. Then the following two
statements are equivalent:

(i)  A) ~0PL(1/6) as § — 0,
(ii)  u(z) ~ 2P~ L(2)/T(p) as v — <.

Recalling that I'(1 4+ p) = pI'(p), Theorem BEI4] is a natural statement
next to Theorem It says that, up to a slowly varying function, the
asymptotic behaviour of the derivative of U(x) behaves like the derivative
of the polynomial that U(x) asymptotically mimics; providing, of course, the
density u exists and is ultimately monotone. The methods used to prove these
results also produce the following corollary with virtually no change at all.

Corollary 5.15. The statements of Theorems and [5.17) are still valid
when, instead, R is replaced by Ro and the limits in parts (i) and (i) are
simultaneously changed to  — oo and x — 0.

We now give the proof of Theorem [5.13 which, in addition to the assumed
regular variation, uses little more than the Continuity Theorem for Laplace
transforms of positive random variables.
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Proof (of Theorem [513). Tt will be helpful for this proof to record the well-
known fact that, for any co > p > 0 and A > 0,

> ra
/O e dr = %. (5.15)

In addition, we will also use the fact that, for all A > 0 and 6 > 0,
/ =0 (dz/0) = A(M). (5.16)
(0,00)

First, we prove that (i) implies (ii). Fix A\¢p > 0. From (5.I0]), we have, for
6 > 0, that e~ **U(dz/0)/A(A\of) is a probability distribution. Again, from
(E14d), we can compute its Laplace transform as A((A + A\g)#)/A(Ao0). The
regular variation assumed in (i), together with (5.I5)), implies that

lim o~ (A o)z U(dz/0) _ Ao _ Ao /Oo :cpfle*()”r)‘“)mdx,
640 J10,00) A(Xo0) (Ao +NP I'(p) Jo

where the right-hand side is the Laplace transform of a gamma distribution.
It follows from the Continuity Theorem for Laplace transforms (cf. Theorem
XII1.1.2a of [Felled (1971)) that e=**U(dz/6)/A(Xof) converges vaguely to
e 2T N\0xP~1/[(p)dx, as 6 tends to zero. Using the regular variation of A
again, this implies that, for all y > 0,

U(y/e) Ppp _ )\gyp
W T1/8) 0" = or Gy

Now setting y = 1, rewriting x = 1/6 and recalling that I'(1 + p) = pI'(p),
statement (ii) follows.

Now we prove that (ii) implies (i). The assumption in (ii) expressed in
terms of vague convergence implies that, on bounded intervals of [0, 00),

U(‘T dy) p—1
im = dy.
In particular, for any ¢ > 0 and A > 0,
t t
. Uz dy) / 1)
lim [ e = p [ Ve Ay, (5.17)
zToo Jo Ulz) 0

In view of (&IM), the Laplace transform of the measure U(xdy)/U(z) is
given by A(X/z)/U(x), for A > 0. Now suppose that, for some 0 < \g < 1
and zo > 0, the sequence {A(No/x)/U(x) : x > w0} is uniformly bounded
by some C' > 0. With this additional assumption in place, we may pick a
sufficiently large ¢ > 0 such that
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> _,U(zdy) —(1-x * oy Ulzdy) -
e VT I - o (1-R0)t e Aoy < Ce(1=0)t

Together with (517, the above estimate is sufficient to deduce that

ML)y [t [ o
U@ A CTuw ) v )

Choosing A = 1 and writing § = 1/z, the statement in (i) follows.

It remains then to show that, for some 0 < A9 < 1 and xy > 0, the
sequence {A(Ao/x)/U(x) : * > w0} is uniformly bounded. This is done by
partitioning the domain of integration in (5.16) over the lattice {2¥z : k > 0},
for some x > 0. The assumed regular variation of U implies that, for all x
sufficiently large, U(2x) < 2°T'U(z). This can be iterated to deduce that,
for x sufficiently large, U(2"z) < 2"*P)U(z) for each n > 1. With this
inequality in hand, we may quite coarsely estimate, for all sufficiently large
I’

A )\0 X _ n—1 U 2"(E n _ n—1
75](1{) ) < Ze o2 7[5(3:)) < 22 (14 g=202" " g,

n>1 n>1

and the proof is complete. 0

Next, we turn to the proof of Theorem [F.14] which implicitly uses the
statement of Theorem [B.13

Proof (of Theorem [5.1)). First, we prove that (ii) implies (i). It suffices to
prove that (ii) implies Theorem (ii). However this is a simple issue of
weak convergence and regular variation, since, for any y > 0,

pU(zdy) _ pu(zy)

Zdy — pyr~'dy

as = tends to infinity, in the sense of weak convergence. This implies that

pU(zy)

Now choose y = 1. Taking account of the fact that zu(z)/p ~ 2P L(z)/I'(1+p)
(here we use that I'(1 + p) = pI'(p)), the result thus follows.

Next, we prove that (i) implies (ii). From Theorem[.13] we see that U(z) ~
x”L(x)/T(1 + p) for some L € Ro. Let us temporarily assume that wu is
eventually non-decreasing. For any 0 < a < b < 0o, we have

bx
Ubw) - Ular) = [ alw)

ax

and hence, for x large enough,
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(b — a)zu(ax) U(bx) — Ulax) (b — a)zu(bz)
a?L(x)/I'(1 + p) = xP L(x)/T(1+ p) = 2 L(z)/T(1+p) (5.18)

Using the regular variation of U, we also have that

lim U(bx) — U(ax)
atoo 2P L(z)/T'(1 + p)

= (b’ —a”).

Hence, from the left inequality of (5I8)), we have

(1 — o)
(—a)

lim sup u(az)

P L) T 1 p)

Now taking a = 1 and letting b | 1, it follows that

. u(x) p
1 < .
e L) © T(1+p)

A similar treatment for the right inequality in (5I])), taking b = 1 and letting
a T 1, shows that
lim inf u(@) d

>
atoo xP~IL(x) — I'(14p)

Recalling that I'(1 + p) = pI'(p), the statement of the theorem follows.
The proof when u is eventually non-increasing is essentially the same with
minor adjustments. 0

5.5 Dynkin—Lamperti Asymptotics

Let us return to the issue of the asymptotic behaviour of overshoots and
undershoots of subordinators. The following theorem is due to M)
and (@) It shows that obtaining an asymptotic bivariate limit
distribution of the overshoot and undershoot, when rescaling by the level of
the barrier, is equivalent to an assumption of regular variation on the Laplace
exponent of the subordinator.

Theorem 5.16. Suppose that X is any subordinator with Laplace exponent
@, which belongs to Ro(a) (resp. Roo()), where o € (0,1). Then, in the
sense of weak convergence, for u >0 and y € [0,1),

X +—z r—X_+_
IP’( = € du, = 6dy>
T

T
asin To

(1 =)y +u)*dydu, (5.19)

as x tends to infinity (resp. zero).
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The statement of the theorem is not empty as any stable subordinator
fulfils the assumptions. Recall from Exercise B.1 that a stable subordinator
necessarily has Laplace exponent on [0,00) given by #(0) = ¢0%, for some
¢>0and a € (0,1).

We may take the result in the above theorem a little further. For example,
one may conversely prove that the pair

XT; — X x—XT;_
xz x

has a non-degenerate limit in distribution, as @ 1 oo, only if & € Ry(a) for

a € (0,1). See Exercise 5.9 or Bingham (19734).

It is also possible to calculate the marginal laws of (L.19) as follows:

X +—x i
P <L € du) — sm7rau7a(1 + )~ du, u >0,
x T

and

r—X i
P (—‘ € dy) & B e yeldy, oy >0,
T s

in the sense of weak convergence, as x T co or = J 0. These limits are known
as the generalised arcsine laws. The classical arcsine law is a special case
when o = 1/2

Before moving to the proof of Theorem (.16, let us make some remarks
about regular variation of the Laplace exponent @ of a subordinator. It is
easy to deduce, with the help of dominated convergence, that @ is infinitely
differentiable and strictly concave. In addition, #'(0+) = E(X7) € (0, ],
®(0) =0 and P(o00) = —logP(X; = 0) (which is only finite in the case that
X is a compound Poisson subordinator). Finally, recall again from Exercise
210 that limgreo P(0)/0 = §. See Fig.[5.2 for a visualisation of these facts.

Suppose now that ¢ € Ro(a) with a € R, so that ¢(0) ~ §“L(0) as 6 | 0,
for some slowly varying function L. As @(0) = 0, we necessarily have that
a>0. I E(X7) < oo then clearly #(6)/0 ~ E(X7) as 0 | 0 forcing o = 1. On
the other hand, if E(X;) = oo, then ¢(6)/60 explodes as 6 | 0, forcing o < 1.
In conclusion, ¢ € Ro(a) implies that a € [0, 1].

Now suppose that @ € R (), with a € R. Since &(c0) > 0 (actually
®(00) = oo in the case that X is not a compound Poisson subordinator),
we have that @ > 0. On the other hand, the fact that @(0)/6 tends to the
constant § at infinity also dictates that o < 1. Hence, & € R (), again,
implies that « € [0, 1].

We now turn to the proof of Theorem 16 beginning with the follow-
ing preparatory lemma. Recall that U is the potential measure of the given
subordinator.

5 In that case, the density (m/y(1 —y))~! is related (via a linear transform) to the
derivative of the arcsine function.
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@(6) -

6

Fig. 5.2 Examples of the shape of the Laplace exponent &(0). The solid concave
curve corresponds to the case of a compound Poisson process with infinite mean
(9’ (0+) = oo and P(c0) < 00). The dashed concave curve corresponds to the case
of a finite mean subordinator with strictly positive linear drift (&'(0+) < oo and

limgroo D(0)/0 = 9).

Lemma 5.17. Suppose that the Laplace exponent of a subordinator, @, be-
longs to Ro(a) (resp. Roo()), where a € [0, 1]. Then, for all A >0,

(i)  Ux)®(1/z) = \/T'(1+a) as T oo (resp. ] 0) and
(ii)  when « is further restricted to [0,1), IT(Az,00)/P(1/x) — A=*/T'(1 —
a) as 1 oo (resp. x 1 0).

Proof. (i) Recall that

‘ -

/ e U (dx) =
[0,00)

The assumption on ¢ means that &(6) ~ 0*L(1/0) as 0 tends to zero, where

L € Rs. That is to say, 1/®(1/x) ~ x*/L(x) as x tends to infinity. Noting

that 1/L € Ro, Theorem implies that U(x) ~ a®/L(x)I"'(1 + «), as

x 1 0o. Regular variation now implies the statement in part (i). The same

argument works when @ is regularly varying at infinity, rather than at zero.
(ii) Now recall from Exercise [Z11] that

St

(@)

~ =

@ =4 —|—/ e 9 [T (x, 00)dz,
0

showing that &(6)/6 is a Laplace transform. The assumed regular variation
on & implies that &(0)/0 ~ ==L (1/0), as 6 | 0, for some L € Re.
Theorem BI4 now dictates that I7(x,00) ~ 2~ “L(x)/I'(1 — o) and regular
variation gives the statement in part (ii). As usual, the same argument works
when, instead, it is assumed that @ is regularly varying at infinity. Note also,
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in this case, the assumption that o € [0, 1) implies that § = 0 as, otherwise,
if § > 0, then necessarily o = 1. O

Finally, we are ready for the proof of the Dynkin-Lamperti Theorem.

Proof (of Theorem [5.10). We give the proof for the case that x 1 co. The
proof for x | 0 requires minor modification.

Starting from the conclusion of Theorem (.6l we have, for § € [0,1) and
¢ > 0, that

X +—x x—X_+_
. ( T g, N de) = U(a(1 — d6))IT(2(6 + dg))

and hence, for 0 < a < b <1 and ¢ > 0,

X +—z z—X_+_
]P’( = > ¢, = 6(a,b)>

€T €T

- I (2(0 + ¢), 00)U(z(1 — d6))
(a.b)

_ II(z(1 —n+c),00) . N
_/<1—b,1_a) ®(1/x) Uz dn)o(1/z), (5.20)

where in the last equality, we have changed variables. From Lemma B.17
(i), we see, on the one hand, that U(xdn)®(1l/z) converges weakly to
n*~tdn/I'(a) (we have used that I'(1+ ) = al'(«)). On the other hand, we
have seen from part (ii) of the same lemma that

o T =n+e),00) _ (1=n+o)™

0 ®(1/x) I'l—a«)

Thanks to a general technical result for regularly varying functions, it turns
out that this convergence is uniform in 7 on compacts. We refrain from giving
the details here, referring instead to Theorem 1.5.2 of Bingham et al! (1987).
The right-hand side of (5:20)) thus converges to

_ —a ,a—1
/ (I-n+c)~n dn
(1—b,1—a) I'l—a) I'(a)

1 — a—1
- TS /(mb) (04 ¢)~(1 — 6)°~1d,

as x T 0o, which is tantamount to saying
) X +—x x—X_+_
IimP | ———eduy, ——=— €dy
zToo x x

= TP et =y dydu,
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for u > 0 and y € [0,1), in the sense of weak convergence. Finally, Euler’s
reflection formula for gamma functiondd gives us that 1 /(D) (1 —«)) =
(sinma))/m and hence the proof is complete. O

5.6 Special and Complete Subordinators

We close this chapter by looking at subclasses of killed subordinators which
offer a greater degree of mathematical tractability with regard to the analysis
of their potential measures. In particular, this will allow us to construct
some concrete examples of subordinators with explicit potential measures.
Moreover, later on in Chap. @ we shall see how this plays an important role
in the theory of so-called scale functions.

Recall that any killed subordinator, X = {X; : ¢ > 0}, can be uniquely
identified by its Laplace exponent

P(0) = —% log E(e=%%t) = 77+(59+/ (1—e= )11 (dx), 6 >0, (5.21)
(0,00)

where n > 0 is the killing rate, > 0 is the drift coefficient and the Lévy
measure IT is concentrated on (0, 00) and satisfies f(O,oo)(l A x)II(dz) < oo.
Such functions are also known as Bernstein functions.

Definition 5.18 (Special and conjugate subordinators). A killed sub-
ordinator, X , is said to be special if, for @ > 0, the conjugate ®*(0) := 6/P(0)
is also the Laplace exponent of a killed subordinator (also referred to as the
conjugate killed subordinator).

Let us make some additional notational remarks to accompany this def-
inition. For convenience, we shall often say that “® is a special Bernstein
function” rather than “the killed subordinator corresponding to & is spe-
cial”. If @ is special, then so is its conjugate. Moreover, we shall write its
conjugate in the form

& (8) = " + 60 +/ (1—e )" (dz), 0> 0,
(0,00)

where n* > 0, 0* > 0 and IT* is a measure concentrated on (0, 00), satisfying
f(o OO)(1 A x)IT*(dz) < 0.

The family of special subordinators was introduced by Song and Vondracek
), although the same notion can also be found in the earlier work of

Bertoin (1997d) and (Steutel and van Harnl (1997). The theory we shall dis-

cuss here is largely based on the first of these three references. The reader is

6 Euler’s reflection formula for gamma functions says that I'(1 — u)I'(u) = 7/sin7u
for u € C\Z.
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directed to the recent monograph of [Schilling et all 12!!1!1) for a global per-
spective on the theory of special subordinators. One of the most important

consequences of this definition is that special subordinators can be equiva-
lently characterised through their potential measures.

Theorem 5.19. Suppose that X is a killed subordinator with potential mea-
sure U. Then X is a special subordinator if and only if

U(dx) = cdo(dz) + u(z)de, x>0,

where ¢ > 0 and u : (0,00) — (0,00) is a non-increasing function, satisfying
fol u(z)de < co. Moreover, ¢ = 6* and u(x) = n* + II*(x, 00).

Proof. Let us first suppose that @ is a special Bernstein function. Appealing
to Exercise 2.T1] (ii), we may now write, for § > 0,

1 2%
o0) 0
=L 44 —|—/ e 0" IT* (x, 00)da
0 0
=4 —|—/ e 97 (n* 4 IT* (, 00))dz. (5.22)
0

Recalling that the potential measure associated with @ satisfies

/[o,oo) e U (dx) = 70’ (5.23)

it follows directly from (522) that, for z > 0,
U(dx) = cdo(dx) + u(z)de, (5.24)

where ¢ = §* and u(z) = n* + IT*(z, 00).

Now suppose that (524) holds such that the pair ¢ and w satisfy the
conditions in the statement of the theorem. Again, making use of (5.23]), we
hav

0

= cf —|—/ Oe 9%y (z)dx
7(0) . @)

=c u(x — e 97y _ — e Yy (dx
— e+ u(@)(1 - 0| /@,oo)“ Ju(dz)

= cf + u(o0) + /(0 )(1 — e ") [—u(dx)]. (5.25)

7 Note also that u is right-continuous and non-increasing so that we may make sense
of the measure —u(dx).
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Note that the assumption fol u(z)dz < oo implies that lim, o u(z)(1—e %) =
0 and, after a straightforward integration by parts, it also implies that the
integral on the right-hand side of (B25]) is finite. In particular, f(O,oo)(l A
x)[—u(dz)] < co. Note also that —u(dz) has positive increments on account
of the fact that u is decreasing, in other words, it is a positive measure. Hence,
writing n* = u(c0), 6* = c and IT*(dz) = —u(dz), it follows that @ is special
with conjugate triple given by (n*,d*, IT*). O

We can also identify the constants n* and 6* in terms of the original
triple (n,d, IT). Indeed, recall that n* = &*(0+4) = limg o 0P(0)~* and, from
Exercise 2111 (ii), 6* = limgreo @*(0)/60 = limgroo $(0)~'. Hence, appealing
to Exercise [2.TT] (iii), we have that

0 ity >0
"= -1 5.26
K (5 + f(O,oo) :Eﬂ(dx)) ifn=0, (5.26)

where we interpret the right-hand side to be zero when f(o 00) Il (dz) = o,
and

(5*2{0 if 6 >0 or IT(0,00) = 00 (5.27)

(n+ I1(0,00)) " if 6 = 0 and I1(0, 00) < co.

It is now straightforward to deduce, from (5.26) and (&.27), that nn* =
06* = 0. Moreover, 6 = 0 and I1(0,00) = oo if and only if 6* = 0 and
I7*(0, 00) = oc.

We shall shortly give some concrete examples of special subordinators.
However, before doing so, it is natural to ask where one should look to
find such examples. Otherwise said, we are interested in sufficient conditions
to ensure that a given subordinator is special. The next result, taken from

Song and Vondraceld (lZ_Ql_d), requires a rather technical proof and hence, we

omit it in favour of illustrating the result by example.

Theorem 5.20. Suppose that X is a killed subordinator with Lévy measure
I1, which has the property that x — logII(x,00) is a convex function on
(0,00). Then X is a special subordinator.

As a first example, consider the function

() = rfor0<z<1
Y= for x > 1,

where 0 < a < 1. Note that u is decreasing and log-convex. Suppose we

define a measure IT* on (0, 00) by its tail, so that IT*(x, 00) = u(z) — 1, for

x > 0. It is also straightforward to check that f(O,oo)(l A x)IT*(dz) < oco.
Now define, for 6 > 0,

4#(9)_.14-/; 51——6’&ﬂIT%dx)
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In terms of our earlier notation, n* = 1 and §* = 0. According to Theorem
[F20 &* is a special Bernstein function, in which case it has a conjugate,
which we shall denote by @. As @ is also a special Bernstein function, it
follows from Theorem [5.19] that its potential measure, U, can be identified in
the form U(dx) = u(z)dz, = > 0.

From the discussion preceding the proof of Theorem .19, since n* > 0,
we may conclude that 7 = 0. Since IT*(0,00) = o0, it follows from ([G27),
applied to @* instead of @, that § = 0. Finally, by Theorem [£.19] to compute
11, it suffices to compute the potential measure U* associated with @*. This
is tantamount to performing a Laplace inverse of 1/®*(#), but this is not
analytically tractable.

It turns out that there is a subclass of special subordinators, known as
complete subordinators, amongst which it is much easier to find tractable
examples of conjugate subordinators. By “tractable”, we mean here that it is
possible to compute both triples (1, d, IT) and (n*, §*, IT*). The vast majority
of known tractable examples of special subordinators fall into the class of
complete subordinators.

In order to formally state the definition of a complete subordinator, let
us recall the definition of complete monotonicity. The reader is referred to
Schilling et all (2010) and [Widdex (2010) for a detailed modern and classical
account, respectively. A function f : [0,00) — [0,00) is called completely
monotone if

(=1)"f™(x) >0 for all z € (0,00) and n = 0,1,2, ..., (5.28)

where f(") denotes the n-th derivative of f. Perhaps the most straightforward
examples of completely monotone functions are the exponential functions
f(x) = e % where 6 > 0. As a simple generalisation of this family, it is also
true that, for any finite Borel measure p on [0, 00),

/ e %(dh) (5.29)
[0,00)

is also a completely monotone function. Indeed, this follows by dominated
convergence (which justifies differentiating through the integral) and the
complete monotonicity of the exponential functions. It turns out that ev-
ery completely monotone function can be represented in the form (529).
The equivalence of completely monotone functions with the representation
(E29) is known as Bernstein’s TheoremB

Remarkably, there is also a deep connection between Bernstein functions
and completely monotone functions.

Theorem 5.21. The class of Bernstein functions agrees with the class of
non-negative functions whose first derivative is completely monotone.

8 This result is also attributed to Hausdorff and Widder.
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We can now give the definition of a complete subordinator.

Definition 5.22 (Complete subordinators). A subordinator is said to be
complete if it has a Lévy measure which is absolutely continuous with respect
to Lebesgue measure and has a completely monotone density.

In a similar spirit to previously, we shall refer to the Laplace exponent of a
complete subordinator as a complete Bernstein function. The following theo-
rem reiterates what we have already alluded to above, namely that complete
subordinators are a subclass of special subordinators. However, it also ex-
poses some interesting symmetric properties with regard to conjugate pairs.
Again, we omit the proof for the same reasons as above.

Theorem 5.23. A complete subordinator is also a special subordinator. More-
over, its conjugate is also a complete subordinator.

The following corollary is a direct consequence of Theorems [5.19 and [5.23]

Corollary 5.24. Every complete subordinator has a potential measure whose
density on (0,00) is completely monotone.

The class of complete subordinators is strictly contained in the class of
special subordinators. That is to say, they are not identical classes. One only
needs to consider the example of a special subordinator following Theorem
to verify this fact. Nonetheless, almost all known examples of special
subordinators turn out to be complete subordinators.

We conclude this section, and this chapter, with two tractable exam-
ples of complete subordinators. More examples can be found in the exer-
cises and even more can be found in [Schilling et al! (2010), together with
the proof of Theorem In addition, many complete subordinators can
be found by considering inverse local times of diffusions. See for example

[Borodin and Salminen (2002).

Ezxample 5.25. For the first example, let 0 < o < <1, a,b > 0 and let & be
the Bernstein function defined by

D(0) =at’ >+ 00",  0>0.

Hence, when 0 < a < g < 1, @ is the Laplace exponent of the sum of two
independent stable subordinators, one of parameter 8 — a and the other of
parameter [, respectively. In terms of the notation in (5.21), n = ¢ = 0, and

(o8 v BB [3))
H(dx)_<f’(1—6+a)x + +F(1—ﬁ)x 0 ) dz, x>0,

see for example Exercise B.8 If & = 8 < 1, then & is the Laplace exponent
of a stable subordinator killed at rate a. When a < 8 = 1, @ is the Laplace
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exponent of a stable subordinator with positive drift b. Finally, in the case
where a« = 1 = (8, @ is simply the Laplace exponent of a pure drift sub-
ordinator killed at rate a. This last case will be excluded and left for the
reader to explore in Exercise 5121 In all cases, the underlying Lévy measure
has a density which is completely monotone, and thus its potential density
is completely monotone.

In the remainder of this example, as well as subsequent examples, we shall
make heavy use of the two-parameter Mittag—LefHler function, defined by

xn

Eop(z) = 2 Tath) °€ R, (5.30)

where «, > 0. This function is characterised via a Laplace transform.
Namely, for A € R, § € C and R(0) > |\|'/*, we have

6=~
O — N

/ e Y PIE, s(A2®)da = (5.31)
0

Recall from (527) that, since [7(0,00) = oo, we have §* = 0 and, hence,
Theorem predicts that, on [0,00), U(dz) = u(x)da for some density

u. However, using the above pseudo-Laplace transform it is not difficult to
confirm using (23] that

u(zr) = %xﬁflEaﬁ (—az®/b), x> 0. (5.32)
Taking account of Exercise[5.11] we may note that this is a completely mono-
tone function because it is the product of the completely monotone func-
tions 277! and E, g(—2%). Moreover the latter of these two is completely
monotone because it is the composition of the completely monotone function
t +— Eq g(—t) for t > 0, with the Bernstein function z%; see [Schneider (1996).
With the potential of @ in hand, we can now apply Theorem [(.19] again to
the conjugate, to recover the complete picture for its triple and its potential
measure. The conjugate Bernstein function is given by

0

) = g5=a T 008’

0> 0.
From this, it is easy to check that n* = @*(0) = 0, which can also be recovered
from (5.26) by noting that 6 = 0 and f(o ooy T (dz) = oo. In that case, we

have U*(dz) = II(z,00)dx, x > 0, and hence

a

b
— 1-B+a 1-3 > (.
re-p+ a)x * =

U*(x ——x P,
) PR
Finally, to recover the Lévy measure of the conjugate subordinator, recall
again from Theorem 19 that u(z) = II*(x, 00), z > 0.
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Ezample 5.26. For the second example, let ¢ > 0, v > 0 and A € (0,1). We

claim that or 9
O (v +0) 650,

YO =Tovarn 72

is a Bernstein function, where I'(u) denotes the usual gamma function with
parameter v > 0. In order to determine its triple (1,9, IT), let us recall that
the beta function is related to the gamma function by Euler’s beta integral
formula: For a,b > 0,

1
B(a,b) = /0 (Eb_l(l — .’I])a_ld(E = m

‘We thus have that

B(0) = %B(@ YU\, 6>0.

Making a change of variable in the expression for the beta function, we reach
the identity
b(0) c

—0z —zv —Zz A-1
—e > . .

Recalling the computations in Exercise 2111 this shows that n =6 = 0 and

e—m(l/—i-)\—l)

x A—
W(e —1) 1, x> 0.

II(z,00) =¢
It is a straightforward computation, with the help of Exercise E.11l to show
that I1 has a completely monotone density. Hence, @ is a complete Bernstein
function.
In order to determine the potential measure associated with this subordi-
nator, observe the following elementary identity:
0 I'v+04+NI(1-X) v+40

P(0) N cl'(v+60+1) r(1—=x)’ 020. (5.34)

Therefore, we have that
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6 ~ v+4 ! vHO—1_ A “A
@(9)‘@(1-»/0 vl a) e

A ' 1 o
2 [ Za—t (2 d
cF(l—)\)/O £C2( v )(:v > v

A > — (Vv 4 z —AT z
_mfo (1—e 02y (e — 1) 1erds

A o . e
_m/() (1—e )mdz

A 00 ez(l—z/)
A 1— —0z R |
+CF(1 — A) ‘/0 ( € ) (ez _ 1))\+1 <
F(V—‘r/\) A o) W ez(lfu)
- 1—e ) 5 4. .
CF(I/) + CF(l _ /\) /0 ( e ) (ez . 1)>\+1 < (5 35)

Note the second equality above is obtained by using integration by parts,
splitting the integrand into the product of the functions 1 —2**% and (z~=! —
1), for z € (0,1). Moreover, the fifth equality follows also by an integration
by parts and the change of variables u = e™* as follows,

o0 _ e? (1—e¥%) /°° ve~ (WHhzez
/\/ l—e) ——rdz=——— |+ [ ———dz
0 ( ) (ex — M =D o Jo  (ex—1)"

© | —(v+A-1)z,—z
L [T,
0 (1—e—?)

z

1
= 1// w1 —w) A
0

LA+ 0)0(1—N)
I'(v) '

The right-hand side of (538]) shows that & is a special Bernstein function
whose conjugate, &*, has triple (n*,0*, IT*), where n* = I'(v + \)/cl'(v),
0* =0 and 1)

A etV
I7*(dz) = daz.
( (E) CF(l _ )\) (ex _ 1))\+1 x

Theorem B.19] again allows us to identify the potential measures. The po-
tential measure of @ is given by

I'(v+ A A e*1-7)
Uldz) = %5‘)(‘1‘”) i {/ TL= ) (o = 1)*“(12} a

for z > 0. The potential measure of &* is given by
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e—m(l/—i—)\— 1)

o) ¢~ 1) de, (5.36)

U*(dz) =¢

for x > 0.

Exercises

5.1. In this exercise, we shall derive the form of the Laplace exponent of
a killed subordinator given in (&.1), without appealing to the Lévy—TItd de-
composition. To this end, suppose that X = {X; : ¢ > 0} is a [0, oo]-valued
stochastic process which has non-decreasing, right-continuous paths with left
limits. Here, 400 serves as a cemetery state. Denote its lifetime by

¢ =inf{t > 0: X, = oo}.

Suppose that under measure P, X has the property that, for all s,¢ > 0, on
the event {t < ¢}, the increment X,y — X, is independent of {X,, : u < ¢}
and equal in distribution to Xj.

(i) By agreeing to write e~ = 0, show that
B(e0Xrr) = Blem X )E(e"¥"),
where 6,s,t > 0 and E denotes expectation with respect to P. Hence,
deduce that, for 6, > 0,
E(e—GXt) _ e—@’(@)t,

where @() = —log E(e=9%1).
(i)  Prove that, for 6 > 0,

b0 *°
2(6) = lim efezn]P’(Xl/n > x)dz.
0 ntoo Jo

(iii) Hence, deduce that, for 6 > 0,

?(0) =n+ 60 + /(0 )(1 — e ") [T (dx),

where I1(dz) = —1I(dz), § > 0 and n > 0 are uniquely identified.
(iv) Explain why f(o ooy (LA @) (d) < 00,

5.2. Suppose that, under P, X = {X; : t > 0} is a (killed) subordinator with
Laplace exponent @, just as in part (iii) of Exercise 5.1l Define for ¢ > 0,
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dPp?
—| =exp{—qXi + P(g)t}, >0,

dP |z,

where, as usual, {F; : t > 0} is the natural filtration generated by X. Show
that (X,P?) is a subordinator without killing, the same drift coefficient as
(X,P) and Lévy measure given by e 9*[I(dx), « > 0, where IT is the Lévy
measure of (X,P).

5.3. Prove Theorem [5.7]

5.4. Suppose that Y is a spectrally positive Lévy process of bounded variation
drifting to —oo, with Laplace exponent written in the usual form

logE(e™ ") = 4(0) = 60 — / (1 —e %")(dx),

(0,00)

where necessarily 6 > 0, [, (1 A z)r(dz) < oo and ¢'(0+) > 0. Define

of =inf{t >0:Y; >z} and Yy = sup,, Vs.

(i)  Suppose that X = {X; : ¢ > 0} is a compound Poisson subordinator
with jump distribution (§ — ' (0+4)) " *v(x, 00)dz. By following similar
reasoning to the explanation of the Pollaczek—Khintchine formula in
Chap.d show that

P(Y,+ —z € du,x—?g;7 € dy|ot < o)
=P(X + —zedu,z— X _+_ €dy).

il Deduce that if [~ zv(z, 00)dz < oo, then, for u,y > 0, in the sense of
0 Y
weak convergence,

liTm P(Y,+ —z € du,z — Yﬁ_ € dylo} < o)
= ;l/(u +y,00)dud
S av(z, 00)dw v v

(iii) Give an interpretation of the result in (ii) in the context of modelling
insurance claims.

5.5. Suppose that X is a finite mean subordinator and that its associated
potential measure U does not have lattice support. Suppose that Z is a
random variable whose distribution is equal to that of the limiting distribu-
tion of X + — X + as z T oo. Suppose further that (V,W) is a bivariate
random variable whose distribution is equal to the limiting distribution of
(XT; -z, T — XT;_) as ¢ 1 oo, and that U is independent of V, W, Z and
uniformly distributed on [0, 1]. Show that (V, W) is equal in distribution to
(1-0)Z,UZ).
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5.6. Let X and Y be two (possibly correlated) subordinators killed indepen-
dently at the rate n > 0. Denote their bivariate jump measure by II(:,-).
Define their bivariate renewal function

U(dx,dy):/ dt-P(X; € dz,Y; € dy), z,y >0,
0

and suppose, as usual, that
mh=inf{t >0:X; >z}, x> 0.

Use a generalised version of the compensation formula to establish the fol-
lowing quadruple law

P(AXT; €dt,X + €ds,z—Y + €dy,Y +—z€du)
=U(ds,z — dy)II(d¢,du + y),

for u> 0, y € [0,z] and s,¢ > 0. This formula will be of use later on when
considering the first passage of a general Lévy process over a fixed level.

5.7. Let X be any subordinator with Laplace exponent @, drift coefficient
d > 0 and recall that 7.7 = inf{t > 0: X; > z}. Let e, be an exponentially
distributed random variable with rate «, which is independent of X.

(i) By applying the strong Markov property at time 7, in the expectation
E(eAXea 1(x,, >a)), show that, for all o, 3,2 > 0, we have

et
E (e : "XTJ) = (a+ &(B)) / e AU (@) (dy), (5.37)
(2,00)
for all z > 0.
(i)  Show further, with the help of the identity in (i), that, when ¢ > 0 and
B =0,

oo . _aq—;r—,@(XT;r —x) o 1 - a+ P (ﬂ))
f, el Jor= 25 (1- 5 5e)-

(iii) Deduce, with the help of Theorem [£9] that
E(e™"" Lx , —n) = 6u®(a),

where, if § = 0, the term u(® (x) may be taken as equal to zero and,
otherwise, the potential measure U(® has a density such that u(® is
a continuous and strictly positive version thereof.

(iv)  Show that for this version of the density, u(®)(0+) = 1/§, where § is
the drift of X.
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5.8. Suppose that X is a stable subordinator with parameter a € (0, 1), thus
having Laplace exponent @(0) = 0%, for § > 0 and some ¢ > 0. In this
exercise, we will take ¢ = 1.

(1)

(iii)

(iv)

Show from Exercise [[L4] that the precise expression for the jump mea-
sure is
$7(1+0‘)

—d 0.
—F(—a) x, X >

II(dz) =

By considering the Laplace transform of the potential measure U, show
that

U(dz) = 2
Hence deduce that
P(X,+ —z€du,z— X _+_ €dy)

asin am _ —(a
= ——— (@ -y y+uw) " dudy,

for u > 0 and y € [0, z]. Note further that the distribution of the pair

=X+ X +-—x
< r ) (5.38)
x T

is independent of x.
Show directly that stable subordinators do not creep.

5.9. Suppose that X is any subordinator.

(1)

Use the joint law of the overshoot and undershoot to deduce that, for
8,7 >0and g >0,

/ da- eiqu(e_BXTgi_V(XTJ _I)l(X +>w))
0 e

_ 1 (@)(q)—ﬁp(v))_ g
g—7\ Pq+5) P(q+ )

Taking account of creeping, use part (i) to deduce that

P dp . emttR(e P K (O Xty 1 P(g/t) — (y/Y)
/0 dr E ) (g—7) @((g+8)/t)

for 5,7 > 0 and ¢ > 0.

Show that if & € Rg(a) (resp. € Roo(e)) with a equal to 0 or 1,
then the limiting distribution of the pair in (538) is trivial as = tends
to infinity (resp. zero).

It is possible to show that, if for a given measurable function f :
[0,00) = (0, 00), there exists a g : (0, ) = (0, 00) such that
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lim % =g(A),

for all A > 0, as t tends to zero (resp. infinity), then f must be regularly
varying. Roughly speaking, the reason for this is that, for A, u > 0,

f(pAt) f(A)
7O T’f) =g(n)g(N)

showing that ¢ is a multiplicative function. With a little measure the-
ory, one can show that g(A) = A\?, for some p € R. See Theorem 1.4.1

of Bingham et al! (1987) for the full details.

Use the above remarks to deduce that, if (538) has a limiting distri-
bution as z tends to infinity (resp. zero), then necessarily @ € Ro(«)
(resp. @ € Reo()) with a € [0,1]. Hence conclude that (5.38) has a
non-trivial limiting distribution if and only if o € (0, 1).

g9(Au) = lim

5.10. Suppose that F' is a probability distribution function. Write F(z) =
1 — F(x). Then F belongs to £ where a > 0, if the support of F is

non-lattice in [0, 00), F(x) > 0 for all z > 0 and, for all y > 0,

fim ZEHY) ey

st F(x)

Note that the requirement that F' is a probability measure can be weakened
to a finite measure, as one may always normalise by its total mass to fulfil
the conditions given earlier.

We are interested in establishing an asymptotic conditional distribution
for the overshoot of a killed subordinator. To this end, we assume that X
is a killed subordinator with killing rate n > 0, Laplace exponent @, jump
measure [1, drift 6 > 0 and potential measure U which is assumed to belong
to class £(*), for some o > 0 such that &(—a) < oco.

(i)  Show that, for = > 0,
P(r} < 00) = nU(z,0),

where 7,7 = inf{t > 0: X; > z}.
(ii)  Show that, for all 8 > 0,

—B(X_y—x) 4 _ 908 / —Bly—z)
E(e = Ty <00) = ——— e PWTTU(dy).

(iii) Applying integration by parts, deduce that

lim E(e " 7| < o0) = 2(5) ( a ) .
xToo ui o+ ﬁ
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Now take the distribution G on [0, c0), defined by its tail

e*OLCl)

Gl o0) = {@(—a)—i—/( )(e“y—e%)n(dy)}.

Show that G has an atom at zero and

By _@( o >_5_0‘
/(o,oo)e G(dy) ; oy o

Deduce that, for all u > 0,

lim P(X_+ — x> ulr) < o0) = G(u,0)

zToo

and

e

lim P(X_+ = z|tf < o00) = —.

5.11. Suppose that f is a completely monotone function.

(i)
(i)

If f is another completely monotone function show that af + B¢ is
completely monotone for all o, 5 > 0 as well as fg.

Suppose that @ is a Bernstein function. Show that f o @ is completely
monotone.

5.12. This exercise gives two more examples of complete subordinators for
which the analysis in Sect. is completely tractable.

(i)

Consider the, apparently trivial, Bernstein function
&(0) =n+ 60, 0>0,
where 9,77 > 0. This corresponds to the subordinator which is a deter-
ministic linear drift killed at rate n. Show that
1

Ulz) = (1 — e *1/9), x>0
n

)

and hence deduce that 6* = n* = 0, IT*(x,00) = § 'e *"/% and
U*(x) =6 + nx for x > 0.
Now consider, for v € (0,1) and v > 0,

B(0) :_n+/\<1— <#>V) >0,

where 1, A > 0. Show that @ is a complete Bernstein with components
0 = 0, the killing rate is n,
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Y

II(dz) = mx”_le_”dx, x>0,
and ) "
p,yu — v—1 v, v
U = —+ e Euv d )
(z) s )\+n/0 Y » (P y")dy

where p = A/ (A +n).
Hence deduce that n* =0, §* = 1/(n+ ),

* Al
17 (,’E, OO) = A——|—’f7

A /m {/OO -1 - }
U*(x) = nx + 2V e dz p dy.
( ) F(V) 0 y

5.13. This exercise concerns another transformation for Bernstein functions
which produces again a Bernstein function. The origins and more details

of this transformation can be found in [Urbanik (1995), (Gnedin (2010) and
Chazal et all (2019).

(i) Suppose that @ is the Laplace exponent of a subordinator with triple
(n, 6, IT). Show that, for 6,5 > 0,

ef'yxxvflEVW(p,yuxU)

and

(0) = %@(9 +8),  6>0,

is the Laplace exponent of a subordinator.
(ii)  Show moreover that the triple of ¢ is equal to (0, ,v), where

v(dz) = fe 11z, 00)dw + =11 (dw) + ne™ " dz,

for x > 0.

5.14. In this exercise, we show that the proof of Theorem is relatively

straightforward for special subordinators. To this end, suppose that & is a

special Bernstein function with representation (5.I]). Assume that I7(0, 00) =

oo. Recall from Theorem that its conjugate has a potential density on

(0, 00), denoted by w*(x), which satisfies u*(x) = n + I (z, 00).

(i) By considering the factorisation =1 = &(0)~1 x #() /6 for 6 > 0, show
that, for all z > 0,

1 =du(x) + /OI u(z — y)u*(y)dy.

(ii)  Deduce with the help of Theorem [5.6 that, for the killed subordinator
X with Laplace exponent &,

P(X,+ =z) = du(x).






Chapter 6
The Wiener—Hopf Factorisation

This chapter gives an account of the theory of excursions of a Lévy pro-
cess from its maximum and the Wiener—Hopf factorisation that follows as a
consequence.

In Sect.[£8 the analytical form of the Pollaczek—Khintchine formula was
explained through a decomposition of the path of the underlying Lévy process
into independent and identically distributed sections of path, called excur-
sions from the supremum. The decomposition made heavy use of the fact
that, for the particular class of Lévy processes considered, namely spectrally
positive processes of bounded variation, the times of new maxima form a
discrete set.

For a general Lévy process, it is still possible to decompose its path into
“excursions from the running maximum”. Conceptually, this decomposition
is a priori somewhat more tricky as, in principle, a general Lévy process
may exhibit an infinite number of excursions from its maximum over any
finite period of time. Nonetheless, when considered in the right mathematical
framework, excursions from the maximum can be given a sensible definition in
terms of a Poisson random measure. The theory of excursions presents one of
the more mathematically challenging aspects of the theory of Lévy processes.
This means that in order to keep to the level outlined in the preface of this
text, there will be a number of proofs in the forthcoming sections which are
excluded or discussed only at an intuitive level.

Within a very broad spectrum of probabilistic literature, the Wiener—Hopf
factorisation may be found as a common reference to a multitude of state-
ments concerning the distributional decomposition of the path of any Lévy
process, when sampled at an independent and exponentially distributed time,
in terms of its excursions from the maximum. (We devote a little time later
in this text to explain the origin of the name “Wiener—Hopf factorisation”.)
The collection of conclusions which fall under the umbrella of the Wiener—
Hopf factorisation turns out to provide a robust tool with which one may
analyse a number of problems concerning the fluctuations of Lévy processes,
in particular, problems which have relevance to the applications we shall con-
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sider in later chapters. This chapter concludes with some special classes of
Lévy processes for which the Wiener—Hopf factorisation may be exemplified
in more detail.

6.1 Local Time at the Maximum

Unlike the Lévy processes presented in Sect.[4.6] a general Lévy process may
have an infinite number of new maxima over any given finite period of time.
As one of our goals is to show how to decompose events according to the
behaviour of the path in individual excursions, we need a way of indexing
them. To this end we introduce the notion of local time at the mazimum.
To avoid trivialities, we shall assume throughout this section that neither
X nor —X is a subordinator. Recall, moreover, the definition X; = sup,, X;.
We shall repeatedly refer to the process X — X = {X;—X; : t > 0}, which we
also recall, from Exercise B2l can be shown to be a strong Markov process.

Definition 6.1 (Local time at the maximum). A continuous, non-
decreasing, [0,00)-valued, F-adapted process, L = {L; : t > 0}, is called a
local time at the maximum (or just local time for short) if the following hold.

(i) The support of the Stieltjes measure AL is the closure of the (random)
set of times {t > 0: X; = X;}.

(ii)  For every F-stopping time T such that X7 = Xt on {T < oo} almost
surely, the shifted process

{LT-i-t —LT it 2 0}

is independent of Fr on {T < oo} and has the same law as L under
P.

Let us make some remarks about the above definition. Firstly, note that
since X and X — X are strong Markov processes, it also follows, from the
requirement in part (ii) of the above definition, that the shifted trivariate
process

{( X714t — Xr, X1yt — X1y, Loy — L) : £ > 0}

is independent of Fr on {T < co} and has the same law as (X, X — X, L)
under P. Next, note that if L is a local time, then so is kL for any constant k& >
0. Hence, local times can at best be defined uniquely up to a multiplicative
constant. On occasion, we shall need to talk about both local time and the
time scale on which the Lévy process itself is defined. In such cases, we shall
refer to the latter as real time. Finally, by applying this definition of local
time to —X, it is clear that one may talk of a local time at the minimum.
This will always be referred to as L.
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Local times, as defined above, do not always exist on account of the re-
quirement of continuity. Nonetheless, in such cases, it turns out that one
may construct right-continuous processes which satisfy conditions (i) and (ii)
of Definition 6.1l and which serve their purpose equally well in the forth-
coming analysis of the Wiener—Hopf factorisation. We provide more details
shortly. We first give some examples for which a continuous local time can
be identified explicitly.

Ezample 6.2 (Spectrally negative processes). Recall that a spectrally negative
process has the properties that I7(0,00) = 0 and that its paths are not
monotone. As there are no positive jumps, the process X must therefore be
continuous. It is easy to check that L := X fulfils Definition

Ezample 6.3 (Compound Poisson processes with drift 6 > 0). By considering
the piecewise linearity of the paths of these processes, one has obviously that,
over any finite time horizon, the time spent at the maximum has strictly
positive Lebesgue measure with probability one. Hence, the quantity

t
Lt = / l(ys:XS)dS, t Z O, (61)
0

is almost surely positive and may be taken as a candidate for local time.
Indeed it increases on {t : X; = X;}, is continuous, non-decreasing and is an
F-adapted process. Taking T as in part (ii) of Definition [6I] we also see that
on {T < oo},

T+t
LTJ,_t - LT = / 1(Y57X5:0)d87 (6.2)
T

which is independent of Fr (because {X7.¢ — Xpys :t > 0} is) and has the
same law as L (by the strong Markov property applied to the process X — X
and the fact that X1 — X7 = 0).

If we allow only negative jumps and d > 0, then, according to the previous
example, X also fulfils the definition of local time. However, as we have seen
in the proof of Theorem E.1]

t
Yt = 5/ 1(? :X\)dS,
O s s
for allt > 0.

Next, we would like to identify the class of Lévy processes for which a con-
tinuous local time cannot be constructed, and for which a right-continuous
alternative can be used instead. In a nutshell, the aforementioned class con-
sists of those Lévy processes whose times of new maxima form a discrete
set. The qualifying criterion for this turns out to be related to the behaviour
of the Lévy process at arbitrarily small times. A sense of this has already
been given in the discussion of Sect.LGl We spend a little time developing



158 6 The Wiener—Hopf Factorisation

the relevant notions, namely regularity of points, in order to complete the
discussion on local time.

Definition 6.4. For a Lévy process X, the point x € R s said to be reqular
(resp. irregular) for an open or closed set B if

P, (7 =0) =1 (resp. 0),

where 78 = inf{t > 0 : X; € B}. Intuitively speaking, x is reqular for B if,
when starting from x, the Lévy process hits B immediately.

Note that, as 77 is a stopping time, it follows that
1(7320) = ]P)x(TB = 0|JT0)

On the other hand, since Fy is generated by null sets, Kolmogorov’s definition
of conditional expectation implies

P.(7? = 0|Fy) = P.(r% = 0),

and hence P, (7P = 0) is either zero or one. In fact, one may replace {72 = 0}
by any event A € Fy and reach the same conclusion about P(A). This is
nothing but Blumenthal’s zero-one law. See, for example, Proposition 40.4 in
Satd ( éé@)

We know from the Lévy—Ito decomposition that the range of a Lévy process
over any finite time horizon is almost surely bounded and, thanks to right-
continuity, lim; o max{—X,, X} = 0. Hence, for any given open or closed B,
the points € R for which P, (7% = 0) = 1 necessarily belong to B U dB.
However, x € B is not a sufficient condition for P, (72 = 0) = 1. To see why,
consider the case that B = (0,00) and X is any compound Poisson process.
Another example for the same B is the case when X is the difference of a
driftless subordinator and a pure linear drift; cf. Sect.

Finally note that the notion of regularity can be asserted for any Markov
process, with an analogous definition to the one given earlier. However, for
the special case of a Lévy process, stationary independent increments allow us
to reduce the discussion of regularity of = for open and closed sets to simply
the regularity of 0 for open and closed sets. Indeed, for any Lévy process,
is regular for B if and only if 0 is regular for B — x.

As we shall shortly see, it is regularity of 0 for [0,00) which dictates
whether one may find a continuous local time. The following result, col-
lectively due to [Rogozin (1968), Shtatland (1965) and [Bertoin (1997a), gives

precise conditions for the slightly different issue of regularity of 0 for (0, c0).

Theorem 6.5. For any Lévy process, X, excluding the case of a compound
Poisson process, the point 0 is regqular for (0,00) if and only if

1
1
/ TP (X, > 0)dt = oo, (6.3)
0
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and this holds if and only if one of the following three conditions holds:

(i) X is a process of unbounded variation,
(i) X is a process of bounded variation and § > 0,
(i1i) X is a process of bounded variation, 6 =0 and

/ xIT (dz)
T = o0
(0,1) fo H(—OO, _y) dy

Here, § is the drift coefficient in the representation (ZZ211) of a Lévy process
of bounded variation.

Recall that if N is the Poisson random measure associated with the jumps
of X, then the time of arrival of a jump of size € > 0 or greater, say T'(¢), is
exponentially distributed since

P(T(e) > 1) = P(N([0,] x {R\(=¢,¢)}) = 0) = exp{—tI(R\(~¢,¢))}.

This tells us that jumps of size greater than ¢ become less and less probable
as t | 0. Hence, the jumps that have any influence over the initial behaviour
of the path of X, if at all, will necessarily be arbitrarily small. With this in
mind, one may intuitively see the conditions (i)—(iii) in Theorem in the
following way.

In case (i), when o2 > 0, regularity follows as a consequence of the pres-
ence of Brownian motion, whose behaviour on the small time scale always
dominates the path of the Lévy process. If on the other hand o = 0, then
the high intensity of small jumps causes behaviour on the small time scale to
be similar to the case when a Brownian component is present. (We use the
words “high intensity” here in the sense that f(fl,l) |z| [T (dz) = o0.) Case
(ii) says that when the Poisson random measure describing jumps fulfils the
condition f(fl,l) |z|IT(dx) < oo, over small time scales, the sum of the jumps
grows sub-linearly in time almost surely. Therefore if a drift is present, this
dominates the initial motion of the path. In case (iii) when there is no domi-
nant drift, the integral test may be thought of as a statement about what the
“relative weight” of the small positive jumps needs to be, when compared to
the small negative jumps, in order for regularity to occur.

In the case of bounded variation, the integral fox IT (—o00, —y) dy is finite
for all x > 0. This can be deduced by taking the (necessarily) finite integral
f(—l,o) |z|II(dz) and then integrating by parts.

Theorem also implies that processes of unbounded variation are such
that 0 is regular for both (0,00) and (—oc,0) and that processes of bounded
variation with § > 0 have the property that 0 is irregular for (—oo,0). For
processes of bounded variation with § = 0 it is possible to find examples
where 0 is regular for both (0,00) and (—o0,0). See Exercise 611

We offer no proof of Theorem [6.0] here. However, it is worth recalling that,
from Lemma [T1] and the follow-up Exercise (i), we know that, for any
Lévy process, X, of bounded variation,
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almost surely, where § is the drift coefficient. This shows that if § > 0 (resp.
0 < 0), then for all ¢ > 0 sufficiently small, X; must be strictly positive
(resp. negative). That is to say, 0 is regular for (0, 00) and irregular for (—oo, 0]
if § > 0 (resp. regular for (—o0,0) and irregular for [0,00) if § < 0). For the
case of a spectrally negative Lévy process of unbounded variation, Exercise
[6:2] deduces regularity properties in agreement with Theorem[6.5 In addition,
Exercise [6.8] shows how to establish criterion (G3]).

There is a slight difference between regularity of 0 for (0, co) and regularity
of 0 for [0, 00). Consider for example the case of a compound Poisson process.
This process is such that 0 is regular for [0,00) but not for (0,00) due to
the initial exponentially distributed period of time during which the process
remains at the origin. It turns out that these are the only processes for which
0 is regular for [0, 00) but not (0, c0).

By definition, when 0 is irregular for [0,00), the Lévy process takes a
strictly positive period of time to reach a new maximum when starting at the
origin. Hence, applying the strong Markov property at the time of first entry
into [0,00), we see that, in a finite interval of time, there are almost surely
a finite number of new maxima. In other words, {0 < s <t: X, = X} isa
finite set. (Recall that this type of behaviour has been observed for spectrally
positive Lévy process of bounded variation in Chap.dl) In this case, we may
then define the counting process {n; : t > 0} by

ng=#{0<s<t: X, =X} (6.4)

We are now ready to make the distinction between those processes which
admit continuous local times in Definition and those that do not.

Theorem 6.6. Let X be any Lévy process.

(i) There exists a continuous version of L if and only if 0 is reqular for
[0,00). When it exists, it is unique up to a multiplicative constant.

(i) If O is irregular for [0,00), then we can take as our definition of local
time

Li=Yel, t>0 (6.5)
=0

satisfying (i) and (ii) of Definition [61l, where {e(;) 21 >0} are inde-
pendent and exponentially distributed random variables with parameter
A >0 (chosen arbitrarily).

We offer no proof for case (i). It is a particular example of a classic result
from potential theory of stochastic processes, a general account of which can

be found in [Blumenthal and Getoor (1968). See also (Greenwood and Pitman
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(1980d). The proof of part (ii) is quite accessible and we leave it as an exercise.
Note that one slight problem occurring in the definition of L in (6.3]), aside
from the fact that it is no longer a continuous process, is that it is not adapted
to the filtration of X. However, this is easily resolved by simply enlarging the
filtration, before completing it with null sets, to include a(eg\z) 21> 0). Also,
the unspecified value of the parameter A\, used in (G3)), is of no effective
consequence. One could in principle always work with the definition

L, = Z egi).
i=0

Scaling properties of exponential distributions would then allow us to con-
g\l) gl) on the same probability space via the relation
/\eE\Z) = egl) for each 7 = 0,1,2,..., and this would imply that L' = AL
where L is local time constructed using exponential distributions with pa-
rameter A. Hence, within the specified class of local times in part (ii) of the
above theorem, the only effective difference is a multiplicative constant. The
reason why we do not define Ly = n; has to do with the fact that we shall

require some special properties of the inverse L~!. This will be discussed in
Sect. 6.2.

struct the e}’ and e

In accordance with the conclusion of Theorem [G.0, in the case that 0 is
reqular for [0,00), we shall henceforth work with a continuous version of L
and in the case that 0 is irregular for [0, 00), we shall work with the definition
(623) for L, assuming that the filtration F is sufficiently enlarged so that L is
adapted.

In Example [6.3] we saw that we may use a multiple of the Lebesgue mea-
sure of the real time spent at the maximum to give a continuous version
of local time. The fact that the aforesaid is non-zero is a clear consequence
of piecewise linearity of the process. Although compound Poisson processes
(with drift) are the only Lévy processes which are piecewise linear, it is
nonetheless natural to investigate to what extent one may work with the
Lebesgue measure of the time spent at the maximum for local time in the
case that 0 is regular for [0, 00). [Rubinovitch (1971) supplies us with the
following characterisation of such processes.

Theorem 6.7. Suppose that X is a Lévy process for which 0 is reqular for
[0,00). Let L be some continuous version of local time. Then there exists a
constant a > 0, such that

t
/0 1(Y5:X3)ds = a..[/t7 t Z 0.

This constant is strictly positive if and only if X is a Lévy process of bounded
variation and 0 is irreqular for (—oo,0).
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Proof. Note that [ 1x,—x,)dt > 0 with positive probability if and only if

E </0 l(yt_Xt_O)dt> > 0.

By Fubini’s Theorem and Lemma B3, this occurs if and only if [~ P(X, =
0)dt = E(f,” 1(x,—0)dt) > 0 (recall that X, := infs<; X;). Due to the fact
that X has paths that are right-continuous and non-increasing, the strict
positivity of the last expectation happens if and only if it takes an almost
surely strictly positive time for X to visit (—oo,0). In short, we have that
fooo 1x,— Xt)dt > 0 with positive probability if and only if 0 is irregular for
(—00,0). By Theorem[6.5 this can only occur when X has bounded variation.

Following the same reasoning as used in Example[6.3] it is straightforward
to deduce that

t
/0 1(Y5:X3)d87 tz 0,

may be used as a local time. Theorem [6.6] (i) now gives us the existence of a
constant a > 0 so that for a given local time L,

t
aLt:/ 1, _x,yds.
0

When 0 is regular for (—oo,0) the reasoning above also shows that, for all

t>0, f(f 1(YS: Xs)ds = 0 almost surely and hence it is clear that the constanDt
a=20.

We can now summarise the discussion on local times as follows. There are
three types of Lévy processes which are associated with three types of local
times.

1. Processes of bounded variation for which 0 is irreqular for [0,00). The
set of maxima forms a discrete set and we take a right-continuous
version of local time in the form

Lt:Zegi), tZO,
i=0

where n; is the count of the number of maxima up to time ¢ and {elz) :
1 = 0,1,...} are independent and exponentially distributed random
variables with parameter 1. To make the process L adapted, we assume
that the filtration F is sufficiently enlarged.

2. Processes of bounded variation for which 0 is irregular for (—oc,0).
There exists a continuous version of local time given by

t
Lt = a71/ l(y\:X )dS, t Z O,
0 s s
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for some arbitrary 0 < a < oo. In the case that X is spectrally negative,
we have that L is equal to a multiplicative constant times X.

3. Processes of unbounded variation. For all such processes, 0 is regular
for [0, 00). A continuous version of local time exists but cannot be iden-
tified explicitly as a functional of the path of X in general. However,
if X is a spectrally negative Lévy process, then this local time may be
taken as X.

6.2 The Ladder Process

Define the inverse local time process, L' := {L; : t > 0}, by

[ inf{s >0:Ls >t} ift < Ly
Lo 00 otherwise.

Next, define the process H = {H; : t > 0} where

XL—l if t < Lo
H; = t .
oo otherwise.

The range of the inverse local time, L~!, corresponds to the set of real times at
which new maxima occur. The elements of this set are called the ascending
ladder times. The range of the process H corresponds to the set of new
maxima. Similarly, the elements of this set are called the ascending ladder
heights. The bivariate process (L=, H) := {(L;*, H;) : t > 0}, called the
ascending ladder process, is the main object of study of this section. It is
implicit from their definition that L=! and H are processes with paths that
are right-continuous with left limits.

The word “ascending” distinguishes the process (L~!, H) from the anal-
ogous object (Z‘l, ﬁ), which is constructed from —X and is called the de-
scending ladder process (note that local time at the maximum of —X is the
local time at the minimum of X and was previously referred to as Z) When
the context is obvious, we shall drop the use of the words “ascending” or
“descending”.

The ladder processes we have defined here are the continuous-time ana-
logue of the processes with the same name for random walks. In the case of
random walks, one defines L,, to be the number of times a maxima is reached
during the first n steps, T,, = min{k > 1 : Ly = n} as the number of steps
required to achieve n new maxima (if Lo, > n) and H,, as the n-th new
maximum (if it exists).

An additional subtlety for random walks is that the count L,, may be taken
to include visits to previous maxima (consider for example a simple random
walk which may visit an existing maximum several times before generating
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a strictly greater maximum). In that case, the associated ascending ladder
process is called weak. When {L,, : n > 0} only counts the number of new
maxima which exceed all previous maxima, the associated ascending ladder
process is called strict.

The same subtlety appears in the definition of L for Lévy processes when
0 is irregular for [0, 00), and our definition of the process {n; : t > 0} is then
analogous to a count of weak ascending ladder heights. This is of no conse-
quence in the forthcoming discussion since, as we shall see, with probability
one, no two maxima can be equal. (This will be discussed in greater detail
just before Theorem [6.15] ahead.) When 0 is regular for [0, 00) but X is not
a compound Poisson process, we shall again see in due course that ladder
heights at different ladder times are distinct. Finally, when X is a compound
Poisson process, the distinction between weak and strict maxima will become
an issue at some point in later discussion. Indeed, the choice of local time

t
L, = a—l/o Lx_x,ds, >0,

is analogous to the count of weak ascending ladder heights in a random walk.
Consider, for example, the continuous-time version of a simple random walk;
that is a compound Poisson process with jump distribution supported on

{-1,1}.
Our task in this section will be to characterise the ladder process (L1, H).

We start with the following lemma, which will be used in several places later
on.

Lemma 6.8. For each t > 0, both L;l and L;l are F-stopping times.

Proof. From Sect.[3.1] thanks to the assumed right-continuity of F, it suffices
to prove that, for each s > 0, {L; ' < s} € F, and that a similar notion
holds for L, '. For all s,t > 0, {L; ' < s} = {L,_ > t}. Moreover, this event
belongs to Fs as the process L is F-adapted. To prove that L;l is a stopping
time, note that, for ¢t > 0,

{1 <s} = (L)), < s} e F

n>1
O

In the next theorem, we shall link the process (L~!, H) to a bivariate sub-
ordinator. With Exercise in mind, recall that a bivariate subordinator
is a two-dimensional [0, 00)?-valued stochastic processes, X = {X; : t > 0},
with paths that are right-continuous with left limits, as well as having station-
ary independent increments and, further, each component is non-decreasing.
It is important to note that, in general, it is not correct to think of a bivariate
subordinator simply as a vector process composed of two independent subor-
dinators. Correlation between the subordinators in each of the co-ordinates
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may be represented pathwise in the form
Xt:dt—i—/ / xN(ds x dx), t >0,
[0,t] /(0,00)2

where d € [0,00)? and N is a Poisson random measure describing the jumps
of X. Moreover, the intensity measure of N is given by dt x A(dz,dy), for
some bivariate measure A on (0, c0)? satisfying

/ (IA V22 +y?)A(dz, dy) < 0.
(0,00)?

Independence of the two individual co-ordinate processes corresponds to the
case that A takes the form A(dz, dy) = Ay (dz)do(dy)+As2(dy)do(dz), z,y > 0.

For a general bivariate subordinator, positivity allows us to talk about its
Laplace exponent ¢ (a, 8), «, 5 > 0, where

E(exp{—(g) -Xt}> —exp{—6¢(a,B)t}, t>0.

Referring back to Chap.[2 it is a straightforward exercise to deduce that

(0%

slas)=a-(§)+ /( |-G ap

Theorem 6.9. Let X be a Lévy process and e, an independent and exponen-
tially distributed random variable with parameter ¢ > 0. Then

P <1imsupXt < oo) =0orl

tToo

and the ladder process (L™, H) satisfies the following properties:
(i) IfP(limsupy., X¢ = 00) =1, then (L™*, H) has the law of a bivariate

subordinator.

(i) IfP (limsupmoo X < oo) = 1, then, for some q > 0, Ly 4 e, and
{(L;y' Hy) 0 t < Loo} has the same law as (L', H) = {(L; 1, Hy) -
t < ey}, where (L™1,H) is a bivariate subordinator independent of e,.

Proof. Since

{limsup X; < oo} ={ limsup X, < oo}
t1oo QN[0,00)dtTo0
and this event is in the tail sigma-algebra (,cgn(,00) 0 (Xs 15 2 1), Kol-

mogorov’s zero-one law for tail events tells us that [P (lim SUP4poe Xt < oo)
=0or 1.
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To deal with (i) and (ii) in the case that 0 is irregular for [0, 00), the anal-
ysis proceeds in the spirit of the discussion around the Pollaczek—Khintchine
formula in Chap.d@l We give a brief outline of the arguments again.

If we agree that a geometric distribution with parameter 1 is infinite with
probability one, then the total number of excursions from the maximum, 7,
defined in (64, is geometrically distributed with parameter 1 — p = P(7) =
o0), where 7,7 = inf{t > 0 : X; > 0}. Now define the sequence of times
Ty =0,

Tpy1 =inf{t > T, : X; > X7, }
= inf{t > T,, : AL, > 0}
=inf{t > T, : An; = 1},

forn =0,1,...,ns, where AL; = L; — Ly, An; = n; — n,_ and inf ) = oo.
It is easy to verify that these times form an increasing sequence of almost
surely finite stopping times. Further, by the strong Markov property for Lévy
processes, if no, < 0o, then the successive excursions of X from its maximum,

€n ={Xy — Xp, , 1t € (Tho1,T0]},

forn =1,...,n, are equal in law to an independent sample of n., — 1 copies
of the first excursion from the maximum conditioned to be finite, followed
by a final independent copy conditioned to be infinite in length. If n,, = oo,
then the sequence {e, : n = 1,2, ...} is equal in law to an independent sample
of the first excursion from the maximum.

By considering Fig.6l we see that L~! (the reflection of L about the
diagonal) is a step function and its successive jumps (the flat sections of L)
correspond precisely to the sequence {T,,+1 — Ty, : n = 0,..., N }. From the
previous paragraph, it follows that L~' has independent and identically dis-
tributed jumps and is independently sent to infinity (which we may consider
as a “cemetery” state) on the no-th jump, in accordance with the arrival
of the first infinite excursion. As the jumps of L are independent and expo-
nentially distributed, it also follows that the periods between jumps of L~!
are independent and exponentially distributed. According to Exercise [6.3]
the process L~! is now equal in law to a compound Poisson subordinator
killed independently after an exponentially distributed time with parameter
A1 —p). (Again, we work with the notation that an exponential distribution
with parameter 0 is infinite with probability one.) It follows by construction
that H is also a compound Poisson subordinator killed at the same rate.

Next, we prove (i) and (ii) for the case that 0 is regular for [0, 00), so that
the version of local time we work with has continuous paths. From Lemma
B8, we know that L; ! is a stopping time. Hence, according to Definition B1]
on the event {L; ' < oo}, or equivalently on the event {t < L.}, the process
L:={L,:s >0}, where
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3
>

N

Fig. 6.1 A realisation of local time and inverse local time for a Lévy process for
which 0 is irregular for [0, 00). The upper graph plots the paths of L and the lower
graph symbolically plots the path of X in terms of the excursions from the maximum.

Ly = LL;I-i—S —t, >0,
is the local time at the maximum of X := {X, : s > 0}, where

XS :XL;lJrS—XL;l, SZO

From Theorem[B.Iland Definition B.I], we have that X and L are independent
of Fp 1. It is clear that, on {t < Loo},

L' =Ly - L (6.6)
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and

Hs = )/ZZ:1 = XL;rls — XL;l = Ht+s _ Ht- (67)
In conclusion, we have established that, on t < Lo,
(LY = L' Hypo — Hy) s > 0}

is independent of ]—'L;1 and equal in law to (L~!, H). With this in hand, note
that, for any a, 5 > 0,

—1
E (efo‘LHS*BHHSl(HKLm))
—aL;'—B8H,; —aL'-pH,
:E(e v B 1(t<Loo)E(e - P 1(5<Zm)}fL;1))

—aL;'—pH, —aL;'-BH,
— ]E (e Lt 5H 1(t<Lm)) E (e Ls 5H 1(S<Loo)) .

As the expectation on the left-hand side above is also right-continuous in ¢
(on account of the same being true of L=! and H), a standard argument
shows that this multiplicative decomposition implies that

where k(a, ) = —log E(e_o‘Lfl_BHll(KLw)) > 0. In particular, we see
that L. must follow an exponential distribution with parameter x(0,0) if
k(0,0) > 0, and P(Lo, = 00) = 1 otherwise. For each «, 3, write

k(o B) = £(0,0) + ¢(a, B). (6.9)
Formula (6.8) shows that, for all ¢ > 0,

0B _ | (e—aL;l—th

1<LOO)

— {E (e—aLfl—BHf t< Loo) }Ut : (6.10)

thus illustrating that ¢(«, 8) is the Laplace exponent of the bivariate, in-
finitely divisible distribution

n(de,dy) = P(Ly' € de, Hy € dy|l < L), 2,y > 0.

(Consider (GI0) for ¢ = 1/n where n is a positive integer.) In the spirit of the
Lévy-Itd decomposition, there exists a bivariate subordinator, say (£~1, H),
whose Laplace exponent is ¢(«, 3). We now see from (EJ) and (G3) that
(L7, H) is equal in law to (£L71,H) killed independently (with “cemetery”
state (00,00)) after an exponentially distributed time with parameter ¢ =
#%(0,0). In particular, Xo, = oo almost surely if and only if ¢ = 0, and
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otherwise X o is equal in distribution to He, which itself is almost surely
finite. [l

Corollary 6.10. In the previous theorem, the subordinator associated with
L= has drift a, where a is the constant appearing in Theorem [6.]

Proof. Let AL;" = L;* — L;*, t > 0. Note that, for any ¢ > 0, AL; " > ¢
whenever the path of X moves away from its maximum for a period of real
time exceeding e. That is to say, individual jumps of L~! correspond to
individual excursions lengths of X from X. Let us denote by N -1 the Poisson
random measure associated with the jumps of L=!. Then the time it takes to
accumulate ¢ < Lo units of local time is the sum of the periods of time that
X has spent away from its maximum plus the real time that X has spent
at its maximum (if any). The last qualification is only of significance when
X is of bounded variation with 0 irregular for (—oo,0), in which case the
constant a in Theorem is strictly positive; then the local time is taken
as the Lebesgue measure of the time spent at the maximum. We have, on
{t < Loo},

Lt
L7t = /0 1z, _x,ds +/ / xNp-1(ds x dz).
[0,¢] J(0,00)

From Theorem [6.7, we know that the integral is equal to aL,-1 = at and
hence a is the drift of the subordinator L~1!. O

Finally, we look at compound Poisson processes. For some processes in
this class, with positive probability, the same maximum may be visited over
two intervals of time separated by at least one excursion. Hence, it is possible
that AH; = 0 when ALt_l > 0; in other words, the jump measure of H may
have an atom at zero. This would be the case for the earlier given example
of a compound Poisson process with jumps in {—1,1}. Strictly speaking this
violates our definition of a subordinator. However, this does not present a
serious problem since H is necessarily a compound Poisson subordinator and,
hence, its paths are well defined with the presence of this atom. Further, this
does not affect the forthcoming analysis, unless otherwise mentioned.

Ezample 6.11 (Spectrally negative processes). Suppose that X is a spectrally
negative Lévy process with Laplace exponent ¢ having right inverse @; see
Sect.[33] for a reminder of what this means. As noted earlier, we may work
with local time given by L = X. It follows that L' is nothing more than
the first-passage time above = > 0. (Note that, in general, it is not true that
L' is the first-passage time above x.) As X is spectrally negative, we have,
in particular, that H, = X; -1 = z on {z < L}. Recalling Corollary B.14]
we already know that L~! is a subordinator killed at rate @(0). Hence, we
may easily identify, for o, 8 > 0, k(«, 8) = @(0) + ¢(a, 3), where

d(a, ) = [@(e) — 2(0)] + B
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is the Laplace exponent of a bivariate subordinator. Note in particular that
Lo < o0 if and only if #(0) > 0 if and only if ¢'(0+) = E(X;) € [—o0,0).
Moreover, on account of the fact that L~! is the first-passage process, this
occurs if and only if P(lim sup;., Xt < 00) = 1.

In the special case that X is a Brownian motion with drift p, we know
explicitly that 1(6) = pf+36%, 6 > 0, and hence (o) = —p++/p? + 2a, a >
0. Inverse local time can then be identified precisely as an inverse Gaussian
process (killed at rate 2|p| if p < 0).

We close this section by making the important remark that the brief intro-
duction to excursion theory offered here has not paid fair dues to its general
setting. Foundational work on excursion theory can be found in (@)
and [Maisonneuvd M) This theory can be applied to a much more general
class of Markov processes than just Lévy processes. Recall that X — X is a
Markov process and hence one may consider L as the local time at 0 of this
process. In general, it is possible to identify excursions of well-defined Markov
processes from individual points in their state space with the help of local
time. The reader interested in a comprehensive account should refer to the
detailed but nonetheless approachable account given in Chap.IV of Bertoin

(1996) or Blumenthal (1992).

6.3 Excursions

In Sect.[L8 we gave an explanation of the Pollaczek—Khintchine formula by
decomposing the dual of the path of the Lévy processes considered there in
terms of excursions from the maximum. Clearly, this decomposition relied
heavily on the fact that the number of new maxima over any finite time
horizon is finite. That is to say, 0 is irregular for [0,00) and the local time
at the maximum is a step function, as in case 1 listed at the end of Sect.[G.1l
Now that we have established the concept of local time at the maximum for
any Lévy process, we can give the general decomposition of the path of a
Lévy process in terms of its excursions from the maximum.

Definition 6.12. For each moment of local time t > 0, we define

P X i0<s < L' — L yif Lt < Lt
T o if Lt =L

where we take Laj = 0 and 0 is some “dummy” state. Note that, for each
fized t > 0, when Lt__1 < Lt_l, the object €; is a stochastic process and hence
is double indexed with €(s) = XL:JFS — XL: for0<s<L;'—L; ' When
€ # 0, we refer to it as the excursion (from the maximum) associated with
local time t.
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Note also that, for ¢ such that €, # 0, ¢; has paths that are right-continuous
with left limits and, with the exception of its terminal value (in the case that
L' < 00), is valued in (—o0,0).

Definition 6.13. Let £ be the space of excursions of X from its running
supremum, that is, the space of mappings which are right-continuous with
left limits satisfying

€:(0,0) = (—00,0) for some ¢ € (0, 0]
e:{C} —[0,00) if ¢ < o0,

where ¢ = ((€) is the excursion length. Write h = h(e€) for the terminal value
of the excursion, so that h(e) = €(C). Finally, let € = —infc(o,¢) €(s) for the
excursion height.

We will shortly state the fundamental result of excursion theory, which
relates the process {(t,¢;) : t < Lo and €, # 0} to a Poisson point process
on [0,00) x £. This process has not yet been discussed in this text and so
we devote a little time to its definition first. Recall that, in Chap.2] the
existence of a Poisson random measure on an arbitrary sigma-finite measure
space (S,S,n) was proved in Theorem 24l If we reconsider the proof of
Theorem 2.4] what was in fact shown was the existence in S of a random set
of points, each of which is assigned a unit mass, thereby defining the Poisson
random measure N. It is the supporting random set of points that we call
a Poisson point process on (S,S,n) (or sometimes the Poisson point process
on S with intensity 7). In the case that S = [0,00) x £, we may think of the
associated Poisson point process as a process of £-valued points appearing in
time.

Theorem 6.14. There exists a sigma-algebra X and o-finite measure n such
that (€, X,n) is a measure space and X is rich enough to contain sets of the
form

{ee&:((e)e A, €€ B, h(e) € C},

where, for a given € € £, ( (e), € and h(e) were all given in Definition [6.13,
and A, B and C are Borel sets in [0, o0].

(i) If P(limsupyo Xy = 00) = 1, then {(t,e;) : t > 0 and ¢, # O} is a
Poisson point process on ([0,00) x £,B[0,00) x X, dt x dn).

(i) If P(limsupyo, X¢ < 00) = 1, then {(t,¢;) : t < Log and ¢; # 0} is a
Poisson point process on ([0,00) x £, B[0,00) x X, dt x dn) stopped at
the first arrival of an excursion in Ex := {e € £ : ( (€) = 0o}

We offer no proof for this result as it goes beyond the scope of this book.
We refer instead to Chap. VI in Bertoin (1996), where a rigorous treatment
is given. However, the intuition behind this theorem lies with the observation
that, for each ¢ > 0, by Lemma [6.8] L[_l is a stopping time and hence, by
Theorem BTl the evolution of XL;1 — XL: in the time interval (L;*, L; ]

—+s
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is independent of 7, -1. As alluded to earlier, this means that the paths of X

may be decomposed into the juxtaposition of independent excursions from
the maximum. The case that the drift coefficient, a, of L™ is strictly positive
is the case of a bounded variation Lévy process with 0 irregular for (—oo,0).
Hence L is a local time that is proportional to the Lebesgue measure of the
time that X = X. In this case, excursions from the maximum are interlaced
by moments of real time where X can be described as drifting at its maximum.
If there is a last maximum, then the process of excursions is stopped at the
first arrival of an excursion with infinite length; i.e. stopped at the first arrival
of an excursion in £ .

Theorem [B6.14] generalises the statement of Theorem [G.9 To see why, sup-
pose that we write

A(dz, dy) = n(C (¢) € dz, h(e) € dy), x,y > 0. (6.11)

On {t < L.}, the jumps of the ladder process (L~!, H) form a Poisson point
process on [0,00) x (0,00)%, with intensity measure dt x A(dz,dy). We can
write L, ! as the sum of the Lebesgue measure of the time X spends drifting at
the maximum (if at all) together with the jumps L~! makes (due to excursions
from the maximum). Hence, if N is the counting measure associated with the
Poisson point process of excursions, then, on { L, > t},

Lyt
Lt_l = / L.—p)ds +/ / ¢ (e) N(ds x de)
0 0.4 Je

Lyt

[0,¢

= at —i—/ / xNp-1(ds x dz). (6.12)
[0,t] J(0,00)

We can also write the ladder height process, H, in terms of a drift, say b > 0,
and its jumps, which are given by the terminal values of excursions. Hence,
on {t < L},

H, = vt + /[o,t] /g h()N(ds x de). (6.13)

Also, we can see that P(Ls > t) is the probability that, in the process of
excursions, the first arrival in £, is after time ¢. Written in terms of the
Poisson point process of excursions, we see that

P(Loo > t) = P(N([0,1] X Ex0) = 0) = e (E=)t ¢ >0,

This reinforces the earlier conclusion that L., is exponentially distributed
and we equate the parameters
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K(0,0) = n(Ex0). (6.14)

6.4 The Wiener—Hopf Factorisation

A fundamental aspect of the theory of Lévy processes is a set of con-
clusions which, in modern times, are loosely referred to as the Wiener—
Hopf factorisation. Historically, the identities around which the Wiener—
Hopf factorisation is centred are the culmination of a number of works,
initiated from within the theory of random walks. These include

1958), [Spitzerl, (1956, 1957, 19604, 19601, 1964), [Port (1963), [Felled (1971),
Borovkoy (1976), Pecherskii and Rogozin (1969), (Gusak and KorolyuK (1969),
\Greenwood and Pitman (1980b), [Fristedt (1974) and many others. The ana-

lytical roots of the so-called Wiener—Hopf method go much further back than
these probabilistic references (see Sect.[67)). The importance of the Wiener—
Hopf factorisation is that it gives us information concerning the characteris-
tics of the ascending and descending ladder processes. As indicated earlier,
we shall use this knowledge in later chapters to consider a number of appli-
cations, as well as to extract some generic results concerning coarse and fine
path properties of Lévy process.

In this section, we treat the Wiener—Hopf factorisation following closely
the presentation of Greenwood and Pitman (1980), which relies heavily on
the decomposition of the path of a Lévy process in terms of excursions from
the maximum. Examples of the Wiener—Hopf factorisation will be treated in
Sect. 6.5.

We begin by recalling that, for a, 8 > 0, the Laplace exponents x(a, f3)
and R(«, 8) are defined, respectively, by,

E (e_O‘Lfl_BHll(KLm)) =e "B and E (e_o‘ifl_ﬁﬁll(Kim)) — ¢ Fl(af),

Further, on account of Theorems and [6.14]

wla,B) =q+¢(a, ),  a,B>0, (6.15)

where ¢ is the Laplace exponent of a bivariate subordinator and ¢ = n(€x) >
0. The exponent ¢ can be written in the form

¢ (a,f) =aa+ Pb+ / (1- ef‘”*ﬁy)/l (dz,dy), (6.16)

(0,00)?

where the constant a was identified in Corollary [6.7 b is some non-negative
constant representing the drift of H and A(dz,dy) is given in terms of the
excursion measure n in ([G.IT)). It is also important to remark that both x(c, 3)
and &(a, 8) can be analytically extended in & and 8 to CT := {z € C: Rz >

0}.
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The next theorem gives the collection of statements which are known as the
Wiener—Hopf factorisation. We need to introduce some additional notation
first. As in earlier chapters, we shall understand e, to be an independent
random variable which is exponentially distributed with mean 1/p. Further,
we define

Gy =sup{s <t:X,=X,}

and
G, =sup{s<t: X, = X,}.

An important fact concerning the definition of G, which is responsible for
the first sentence in the statement of the Wiener—Hopf factorisation (Theorem
below), is the following: If X is not a compound Poisson process, then
its maxima are obtained at unique times. To see this, first suppose that 0
is regular for [0,00). Since we have excluded compound Poisson processes,
then this implies that 0 is regular for (0,00). In this case, for any stopping
time T such that X7 = X7, it follows by the strong Markov property and
regularity that X7, > X for all u > 0. In particular, we may consider the
stopping times L, ! for t > 0, which run through all the times when X visits
its maximum. If the aforementioned regularity fails, then since X is assumed
not to be a compound Poisson process, 0 must be regular for (—oo, 0). Hence,
the conclusions of the previous case apply to —X. However, over finite time
horizons —X has the same law as X time reversed. In particular, the path
of X over any finite time horizon when time reversed has new maxima which
are obtained at unique times. This implies that X itself cannot touch the
same maximum at two different times.

As mentioned earlier, if X is a compound Poisson process with an appro-
priate jump distribution, then it is possible that X visits the same maxima
at distinct ladder times.

Theorem 6.15 (The Wiener—Hopf factorisation). Suppose that X is
any Lévy process other than a compound Poisson process. As usual, denote
by e, an independent and exponentially distributed random variable with pa-
rameter p > 0.
(i)  The pairs

(Ge,, Xe,) and (e, — Ge,, Xe, — Xe,)

are independent and infinitely divisible, yielding the factorisation

b

pwrw U OO (00, (6.17)

where 0,9 € R,

wr(0,0) =E (eméep +i0§ep) and ¥, (9,0) = E (eiﬂer +i9§ep) '
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Here, the pair W; (9,0) and ¥, (9,0) are called the Wiener—Hopf fac-
tors.

(ii)  Via analytical extension, the Wiener—Hopf factors may be identified
from the Laplace transforms

B (e_aaep_gxep) _ 0 w (e—agepwgep) _ k(0
k(p+ o, B) K(p+ o, B)
(6.18)
for a,3 € CT.
(i1i)  The Laplace exponents k(c, 8) and K(«, ) may also be identified in
terms of the law of X by:

k(a, B) = kexp </0°° /(0 : (e" - e_o‘t_'@m) %P(Xt € dx)dt)

(6.19)
and
R(a, ) = kexp < /0 N /( e (€7 —e arth) %P(Xt e da:)dt) :
(6.20)

where o, B > 0 and k and ¥ are strictly positive constants.
(tv) By setting U = 0 and taking limits as p tends to zero in ([0.17), we
obtain

kkW () = (0, —i0)7(0, i6). (6.21)

Let us now make some notes concerning this theorem. Firstly, there are a
number of unidentified constants in the given expressions. To some extent,
these constants are meaningless since they are dependent on the normalisa-
tion chosen in the definition of local time (cf. Definition [G)). In this context,
local time is nothing other than an artificial clock to measure the intrinsic
time spent at the maximum. Naturally, a different choice of local time will
induce a different inverse local time and, hence, a different ladder height pro-
cess. Nonetheless the range of the bivariate ladder process will be the same
as it will always correspond to the range of the real times and positions of the
new maxima of the underlying Lévy process. In this respect, we may always
normalise the choice of k and k so that, for example kk = 1.

Secondly, the exclusion of the compound Poisson processes from the state-
ment of the theorem is not to say that a Wiener—Hopf factorisation for this
class of Lévy processes does not exist. The case of the compound Poisson pro-
cess is essentially the case of the random walk and has some subtle differences
which we shall come back to later on.

The proof of Theorem [G.15] we shall give makes use of a simple fact about
infinitely divisible distributions, as well as the fundamental properties of the
Poisson point processes describing the excursions of X. We give these facts
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in the following two preparatory lemmas. For the first, it may be useful to
recall Exercise

Lemma 6.16. Suppose that X = {X; : t > 0} is any d-dimensional Lévy
process with characteristic exponent ¥(0) = —log E(e!?X1), for § € R, Then
the pair (ep, Xe,) has a (d + 1)-dimensional infinitely divisible distribution
with Lévy—Khintchine exponent given by

. . o 9 1
E (61199p+10Xep) = exp {_/ / (1 _ eu9t+10»m)¥e—17t]P> (Xt c dJJ) dt}
0 R4
_ p

p—1d+¥(9)’
for @ € R4 and 9 € R.

Proof. Recall from the Lévy—Khintchine formula (cf. Exercise ZI0) that
RUO) = 0-A0/2 + [;u(1 — cosb - z)II(dz), where A is a d x d Gaus-
sian correlation matrix, I7 is the Lévy measure on R? and # € R?. Hence
R (0) > 0 for all # € R? and we have

E (olYer+ifXe, :/ o~ PEHIIt—W(0)t gy _ b 7
( )= p— 10+ ¥ (0)

for all # € R? and 9 € R. On the other hand, using the Frullani integral in
Lemma [ 7, we see that

expq — / / (1 — V0o —o=Plp (X, € da) dt
0 Rd t
o . 1
= exp {—/ (1- e_(g'(e)_‘ﬂ)t)ge_ptdt}
0

_ P
p—id+W¥(0)’
for # € R? and ¢ € R. The result now follows. O

Although the next result is stated for the Poisson point process of excur-
sions, {(¢, &) : t > 0 and e; # 0}, the measure space (€, X, n) can be replaced
by any o-finite measure space.

Lemma 6.17. Suppose that {(t, )} is a Poisson point process on ([0, 00) x
E,B[0,00) x X,dt x dn). Choose A € X such that n(A) < co and define

o =inf{t >0:¢ € A}
(i) The random time o is exponentially distributed with parameter n(A).
(ii)  The process {(t,€;) : t < o} is equal in law to a Poisson point process

on [0,00) x E\A with intensity dt x dn’, where n’(de) = n(de N E\A),



6.4 The Wiener—Hopf Factorisation 177

which is stopped at an independent exponential time with parameter
n(A).
(i4i)  The process {(t,e;) : t < o} is independent of €, a.

Proof. Let S; =1[0,00) x A and Sz = [0,00) x (E\A). Suppose that N is the
Poisson random measure associated with the given Poisson point process. All
three conclusions follow from Corollary 2.5 applied to the restriction of N to
the disjoint sets S; and Sa, say N and N, respectively.

Specifically, for (i), note that P(c? > t) = P(NM([0,#]x A) = 0) = e~ (At
as N has intensity dt x n(den A). For (i) and (iii), it suffices to note that
N® has intensity dt x n(de N E\A), that

{(t,e) €[0,00) x E:t <o} ={(t,e) €[0,00) x (E\A) : t < o™}

and that the first arrival in A is a point belonging to the process N, which
is independent of N2, O

Since {4 <t} = {N([0,#] x A) > 1}, it is easily seen that o is a stopping
time with respect to the filtration G = {G; : t > 0}, where

Gi=o(N{UxV): UeB[0,4 and V € X).

In the case that £ is the space of excursions, one may take G = F.
Now we are ready to give the proof of the Wiener—Hopf factorisation.

Proof (of Theorem (i)). The crux of the first part of the Wiener—Hopf
factorisation lies with the following important observation. Consider the Pois-
son point process of marked excursions on

([0,00) x € x [0, 00), B[0,00) x X' x B[0,00),dt x dn x dn),

where n(dz) = pe™P*dx for x > 0. That is to say, consider a Poisson point
process whose points are described by {(t,et,e](f)) it < Lo and ¢; # 9},
where e](gt) is an independent copy of an exponentially distributed random
variable if ¢ is such that ¢, # 0, and otherwise, e](gt) := 0. The Poisson
point process of unmarked excursions is then obtained as a projection on to
[0,00) x €. Sampling the Lévy process X up to an independent exponentially
distributed random time e, corresponds to sampling the Poisson process of
excursions up to time Le,; that is, {(¢,¢;) : t < L, and ¢; # 0}. In turn, we
claim that this process is equal in law to the projection on to [0, 00) x £ of

{(t,et,eét)) it < o1 Aog and € # 0}, (6.22)
where
Lt
o1 :=1inf{t >0: /0 Lx._x,)ds > ep}

(with the usual understanding that inf ) = co) and
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oo :==1nf{t > 0: (&) > ez(f)}.

(Recall that ((et) is the duration of the excursion indexed by local time
t.) A formal proof of this claim would require the use of some additional
mathematical tools. However, for the sake of brevity, we shall lean instead
on an intuitive explanation.

We recall that the path of the Lévy process up to time ey, is the independent
juxtaposition of excursions interlaced with moments of real time when X = X
(which accumulate positive Lebesgue measure when a > 0). The event {t <
Le,} corresponds to the event that there are at least ¢ units of local time
for e, units of real time. By the lack-of-memory property, this is equivalent
to the intersection of two events. The first is that the total amount of real
time spent at the maximum, when the local time at the maximum is equal
to t, has survived independent exponential killing at rate p. The second is
that, when the local time at the maximum is equal to ¢, each of the excursion
lengths have survived independent exponential killing at rate p. This idea is
easier to visualise when one considers the case that X is a compound Poisson
process with strictly positive or strictly negative drift; see Figs.[6.2] and

The times o7 and oy are independent and, further, o5 is of the type of
stopping time considered in Lemma [E17 with A = {((¢) > e,}, for the
Poisson point process ([@22). From each of the three statements given in
Lemma[6.17 we respectively deduce three facts concerning the Poisson point

process ([6.22]).

—1
(1)  Since fOLt 1x,_x,)ds = at, we have

Lyt
P(oy >t) =P (/0 lx,_x,)ds < ep> =e ¥ t>0.

As mentioned earlier, if the constant a = 0, then we have that o1 = oo.
Further, with the help of Lemma [6.17 (i), we also have that

P(oy > t)
= exp {—t /000 pe Pdx - n(¢(e) > :C)}

= exp {—t /OOO pe P¥dx - [n(oo > ((€) > x) +n(((e) = OO)]}

= exp {—n(é’oo)t - t/(o )(1 —e P)n(C(e) € d:v)} ,
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/ S =X

e
P

Fig. 6.2 A symbolic sketch of the decomposition of the path of a compound Poisson
process with strictly positive drift over an independent and exponentially distributed
period of time. The situation for bounded variation Lévy processes for which 0 is
irregular for (—oo,0) is analogous to the case in this sketch, in the sense that the
Lebesgue measure of the time spent at the maximum over any finite time horizon is
strictly positive.

where we recall that £, = {e € £ : ((¢) = c0}. As 01 and o9 are
independent and exponentially distributed, it followd] that

P(o1Aoo > t)—exp{—t (n(goo) +ap —|—/
(0

,00)

(I —eP)n(l(e) € dx))} .

However, recall from (G.11]) and (614) that £(0,0) = n(€x) and A(dz,
[0,00)) = n(¢(e) € dz), and hence the exponent above is equal to
k(p,0), where & is given by (6I5) and (GI6]).

(2)  From Lemma [617 (ii) and the observation (1) above, we see that the
Poisson point process ([6.22]) is equal in law to a Poisson point process
on [0,00) x € X [0,00) with intensity

! Recall that the minimum of two independent exponential random variables is again
exponentially distributed with the sum of their rates.
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Fig. 6.3 A symbolic sketch of the decomposition of the path of a compound Poisson
process with strictly negative drift over an independent and exponentially distributed
period of time. The situation for a Lévy process of unbounded variation or a Lévy
process of bounded variation for which 0 is irregular for [0,00) is analogous to the
case in this sketch, in the sense that the Lebesgue measure of the time spent at the
maximum is zero.

where

and

dt x n(de; ((€) < ) x n(dz), (6.23)

which is stopped at an independent time which is exponentially dis-
tributed with parameter k(p,0).
Lemma [6.17] (iii) tells us that, on the event {03 < 01}, the process

{(t, €z, ez(f)) it <oy Aoz and € # 0} (6.24)

is independent of €,, = €5, a0,.- On the other hand, when o1 < o9,

. . o1 /N\o
since d = €5, = €5, A0, We conclude that €,,r0,, and indeed e,(, ! 2),

are independent of (6.24)).

Now note, with the help of (612) and (613, that

= = o\ d -

(GepsXe,) = (L) pngy)—s Hiornon)-)s (6.25)

L(_<711A02)— = a(o1 A og) —|—/ / C(e)N(dt x de) (6.26)
[0,0’1/\0’2) £

H (o, poy)— = b(o1 A 02) —|—/ / h(e )N (dt x de). (6.27)
[0,0’1/\0’2) E
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From point (3) above, the right-hand sides of ([6:26) and ([G27) are indepen-
dent of the excursion €4, r,. Moreover, simultaneously on the same proba-
bility spaces referred to in (6.2H), the pair (e, — aep,Xep — Yep) is equal in
law to

(e:gal/\a'g), €o1 Aoz (e;()alAUZ)))l(02<01) + (07 0)1(01<02)'

See Figs.[62 and In conclusion, (Ge,,Xe,) is independent of (e, —
CTVepu*Xep - Xep)-

From point (2), the process {(L; ', H;) : t < o1 A o2} behaves like a
subordinator with characteristic measure

/ pe it n(((e) € dr, h(e) € dy,x < t) = e P* A(d, dy)
0

and drift (a,b), which is stopped at an independent exponentially distributed
time with parameter k(p,0). Suppose that we denote this subordinator
(L=, H) = {(L,;*,H;) : t > 0}. Then

(Lol Hey) £ (Ge,. Xe,),

where e, is an independent exponential random variable with parameter
x = k(p,0). From Lemma [GI6, we also see that (Ge,,Xe,) is infinitely
divisible. Now note that, by appealing to the Duality Lemma and the fact
that maxima are attained at unique times (recall the discussion preceding
the statement of Theorem [6.10]), one sees that

d

(ep - aep ’ Yep - Xep) = (er7 _Kep)' (628)
(This is also seen, for example, in Figs.[6.2] and by rotating them about
180°.) For reasons similar to those given above, the pair (er, -X ep) must
also be infinitely divisible. The factorisation ([GI7) now follows. O

Proof (of Theorem [G12 (ii)). From the proof of part (i), the bivariate sub-
ordinator (IL~!, H) has Laplace exponent equal to

ac + b+ / (1- e_aw_ﬁy)e_pm/l(d;v, dy) = k(a4 p, B) — k(p,0),
(0,00)2

for a,, f > 0, where the equality follows from (G.I5) and (GI6). Hence, from
the second equality in the statement of Lemma [6.106]

E (e_aaep _ﬂyep> — E (eial[‘eﬁxliﬁHeX>
_ X
Ii(O{ +paﬂ) - K’(pao) + X
K(p,0)

el (6.29)
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Part (ii) follows from (6:29) by analytically extending the identity from «, 8 >
0 to C*. O

Proof (of Theorem (#i)). According to Lemma [6I0 the bivariate
random variable (e,, Xe,) is infinitely divisible and has Lévy measure on
(0,00) x R given by

1
m(dt,dx) = ;e_pt]P’(Xt € dz)dt.
Since, by part (i), we can write (e, Xe,) as the independent sum

(éepvyep) + (ep - éevaep - Yep)a

it follows that # = 7% + 7~ where 7+ and 7~ are the Lévy measures of
(GQP,Y%), and (e, — aep,Xep — Yep), respectively. Further, the support
of 7+ must be contained in [0,00) X [0,00) and the support of 7~ must be
contained in [0, 00) x (—o0, 0], since these are the supports of the distributions
of (@ep,yep) and (e, — aep,Xep — Yep), respectively.

As X is not a compound Poisson process, we have that P(X; = 0) = 0 for
Lebesgue almost all ¢t > 0B We can now identify 7T as the restriction of 7
to [0,00) x (0,00) and 7~ as the restriction of 7 to [0,00) x (—00,0). Using
the Lévy—Khintchine formula (Z29) for a bivariate pair of infinitely divisible
random variables (cf. Exercise[ZI0]), we can identify the Wiener—Hopf factors
in the form

W (9,0) = exp {M + ik + / / (elViHi0r 1)¥e_”t]P’(Xt € d:v)dt}
0 (0,00)
and
W (1,0)=exp {—ikﬁ—ik@—i- / / (elVtHior _ 1)¥e’pt}P’(Xt € d:z:)dt} :
0 (—00,0)

for some constants k£ > 0 and k > 0, where 6,79 > 0. The identification of ¥ T
and ¥~ should also take account of the fact that ¥ extends analytically to
the upper half of the complex plane in 6§ and ¥~ extends to the lower half
of the complex plane in 6. Since e, can take arbitrarily small values, then so
can Gep and Yep. In that case, the Lévy—Khintchine exponent of (@ep , Yep)
should not contain the drift term ikd + ikf, i.e. k = k = 0 (otherwise the
distributions of @ep and 7% would have supports bounded strictly away
from the origin).

2 This statement is intuitively appealing; however it requires a rigorous proof. We
refrain from giving it here in order to avoid distraction from the proof at hand.
The basic idea is to prove, in the spirit of Theorem [£.4] that, for each ¢ > 0, the
potential measure U(%) (dx) := E(f;° €™ 91 (x, cds)dt) has no atoms. See for example
Proposition 1.15 of Bertoin (1996).
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From ([@29), we can now identify x(a, ) up to a constant and formula
(619) follows. Similarly, we may identify the formula given for &(«, 5). O

Proof (of Theorem (iv)). From the expressions established in part (iii)
and Lemma [[7 for the Frullani integral,

#(p, 0)K(p,0)

= k' exp {/ (et — e_pt)ldt}
0 t

e 1 e 1
= k' exp {/ (1—ePhe =dt — / (1- e_t)e_pt—dt}
0 t 0 t
—Wp. (6.30)

where k' = kk. Equation (6117) now reads

1 K

p—id+¥(0) k(p—id,—if) - k(p—iv,i0)

Setting 1 = p = 0 delivers the required result. O

Corollary 6.18. If X is a Lévy process other than a compound Poisson pro-
cess and a factorisation (6.17) exists, where !I/; and ¥, are characteristic
functions of infinitely divisible laws, then the factorisation is unique. A sim-
ilar statement holds for the factorisation (G Z1]).

Proof. The proof is a consequence of the argument given in the proof of part
(iii) of the Wiener—Hopf factorisation. O

We shall also mention the following corollary, merely as a curiosity in light of
the discussion on special subordinators in Sect. Its proof is an immediate

consequence of ([630).

Corollary 6.19. The ascending inverse local time process L= and the de-
scending inverse local time process L™ are conjugate special subordinators.

We conclude this section with some remarks about the case that X is a
compound Poisson process. In this case, most of the proof of Theorem
goes through as stated. However, the following subtleties need to be taken
account of.

In the proof of the part (i) of Theorem [EI3] it is no longer true that
[G28) holds. One needs to be more careful concerning the definition of G
and G,. For compound Poisson processes, it is necessary to work with the
new definitions

Gy=sup{s<t:X,=X,;}and G =inf{s <t: X, =X,}, (6.31)

instead. It was shown in the case that X is not a compound Poisson process
that maxima are obtained at distinct times. Hence, the above definitions
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are consistent with the original definitions of G; and G, outside the class of
compound Poisson processes.
Appealing to duality, the statement ([6.28)) should now be replaced by
— = d
(ep - CTVepu*Xep - Xep) = (sza -X

X,).

(6.32)

and the factorisation ([GI7) requires redefining so that

7, (0,0) = E(e"Cer %),
for 6,9 € R. Further, in the proof of parts (ii) and (iii) of Theorem [G.15]
an adjustment is required in the definitions of x and k. Recall that in the
decomposition # = 77 + 7, the respective supports of 77 and 7~ are
contained in [0,00) x (0,00) and [0,00) X (—o0,0). Unlike earlier, we are
now faced with the difficulty of assigning the mass given by the probabilities
P(X; = 0) for t > 0 to one or the other of the integrals that, respectively,
define x and K. The way to do this is to first consider the process X¢ = { X7 :
t > 0}, where
Xfi=X,+et, t>0,

and € € R. A little thought reveals that, for each fixed ¢t > 0, lim. o @j =Gy,
where G, is given by (B31) applied to X¢ and G, is also given by ([B.31).
Similarly, lim. o 7? = X, where X = supg«; X5. Next note that, in the
sense of weak convergence of measures, -

1 1
liﬁ)l ge_ptP(Xf € da)dtl sy = ge_ptP(Xt € dz)dtl ;>0
E.

W ll’lSt
i —e ! E }( dtl = —¢ ! E }(t S d (11&1 0
hfn ( t S de) (m<0) ( :I;) (:1 < )

Hence, applying Theorem [15] to X¢ and taking limits as € | 0 in (EI8)
and (6I9), one recovers statements (ii), (iii) and (iv) of Theorem [G.15] for
compound Poisson processes, but now with

k(a, B) = kexp (/000 /[0 : (CIE e~ ot=hr) %]P’(Xt € dx)dt)

(there is now closure of the interval at zero on the delimiter of the inner
integral).

The reader may be curious about what would happen if we considered
applying the conclusion of Theorem B.15to X ¢ as € | 0. In this case, using

obvious notation for G, °, it would follow that lim, 110Gy f= @: , where, now,

G, =inf{s <t:X,=X,}.
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This pertains to another version of the Wiener—Hopf factorisation for com-
pound Poisson processes, which states that

(ep = Gay Xe, = Xo,) £ (Gopr—Xo,),

with the new definition
G, =sup{s<t: X, =X,}.

Further, we would also have that k satisfies (G.I9) but % satisfies (620), with
the delimiter (—oo, 0) replaced by (—oo, 0].

6.5 Examples of the Wiener—Hopf Factorisation

We finish this chapter by describing some examples for which the Wiener—
Hopf factorisation is explicit. Before doing so, let us note that, until renewed
interest in this topic around the turn of the millennium, there were frus-
tratingly few known examples of the Wiener—Hopf factorisation for which
anything concrete could be said.

6.5.1 Brownian Motion

The simplest example of the Wiener—-Hopf factorisation is for a standard
Brownian motion B = {B; : ¢ > 0}. In this case, ¥ (§) = §*/2, for § € R, and

p _ V2 V2p
p—i0+6%2/2 \2p—210 —i0 +/2p — 210 +if’

From the factorisation (6I7) and the transforms given in ([EI8]), we can
identify

K (o, B) =% (a, B) = V2a + 8, (6.33)

for a, 8 > 0. The fact that both x and k have the same expression is obvious
by symmetry. Further, ([6.33) tells us that L' is a %-stable subordinator and
H is a unit-rate linear drift. This is to be expected when one reconsiders Ex-
ample G170 In particular, it was shown there that L~! has Laplace exponent
@ (a) — @ (0), where @ is the inverse of the Lévy—Khintchine exponent of B.

For Brownian motion
D (q) =+/2¢ = / (1 - equ) (2#)71/2:1773/2&17, q>0,
0

where the second equality uses Exercise [[L4]
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6.5.2 Spectrally Negative Lévy Processes

The previous example could also be seen as a consequence of the following
more general analysis for spectrally negative Lévy processes. For such pro-
cesses, recall that we defined ¢ (0) = log E(exp{0X1}), @ > 0 to be its Laplace
exponent, with right inverse @; see Sect.[3.3] and Exercise Moreover, we
know, from Example 6.2 that we may work with the definition L = X. We
also know, from Example [G.11] that

L' =inf{s>0: X, >z} =inf{s >0: X, >z} =1, x>0,

and
Hy =X, =u, x>0,

on {z < L }. Hence,
E (e_aLfl_ﬂH11(1<Lm)) = e P8 a, >0,
showing that we may take
(0, 8) = B () + B. (6.34)

In that case, taking account of (GI8), for p > 0 and 6,9 € R, one of the
Wiener—Hopf factors must be

2 (p)
®(p—iv) —i6’

and hence, by (617), the other factor must be

p P(p—1i9) —1ib
G(p)p—id+w(0)

By inspection of the second of the two Laplace transforms in (G.I8]), we see

et +U (i) a-v(B)

N «@ —i o —

K (a, B) B(a) =5 A a, 3 >0, (6.35)
where in the second equality, we have used the relation ¢ () = —W (—i0),
6 > 0, between the Laplace exponent and the Lévy-Khintchine exponent.
Given this expression for %, there is nothing immediate we can say about
the descending ladder process (L™, H). Nonetheless, as we shall see in later
chapters, the identification of the Wiener—Hopf factors does form the basis
of a semi-explicit account of a number of fluctuation identities for spectrally
negative processes. Accordingly the case of spectrally negative Lévy processes
turns out to be of significant practical value in a variety of applications, some
of which we shall pursue in the remainder of this book.
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6.5.3 Stable Processes

Suppose that X is an a-stable process, so that, for each t > 0, X; is equal
in distribution to ¢'/*X;. This has the immediate consequence that for all
t>0,

P (Xt 2 0) =P

for some p € [0, 1] known as the positivity parameter. It is possible to compute
p in terms of the original parameters; see M), who showed that
1 1 T
= — + — arcta tan —
p =5+ —arctan(ftan —-),
for € (0,1)U(1,2) and 8 € [-1,1]. For @« =1 and n = 0, we have p = 1/2.
We exclude the cases p = 1 and p = 0 in the subsequent discussion as these
correspond, respectively, to the cases that X and —X are subordinators with
a € (0,1).
Note now from (6.19) that, for A > 0,

e 1
k(A 0) = kexp / / (et —e M) —P(X; € da)dt
0o J[0,00) t
= kexp </ (ef’5 — ef)‘t) /—)dt)
O t
= kN, (6.36)
where in the final equality, we have used the Frullani integral from Lemma

[ This tells us directly that the process L~! is a stable subordinator. We
can proceed further and calculate, for A > 0,



188 6 The Wiener—Hopf Factorisation

8
S
8

@
L
CD\
>
8
SN—
~+ | =
=
s
m
[N
=
[oW
~
N—

= k(0,1) x exp (_/Ooo

= k(0,1)A, (6.37)

» D
7~
CD\
®
CD\

V)

g
Q
~——
o,
V2l
~_

where in the third and fifth equality, we have used the fact that s'/*X; is
equal in distribution to X,. In the final equality, we have again used the
Frullani integral. The term (0, 1) is just a constant and, hence, we deduce
that the ascending ladder height process is also a stable subordinator of
index ap. It is now immediate, from ([G.21]), that the descending ladder height
process is a stable subordinator of index (1 — p), which is consistent with
the fact that P (X; <0) = 1 — p. This necessarily implies that 0 < ap < 1
and 0 < o(1 — p) <1 when p € (0,1). The extreme cases ap =1 and «(1 —
p) = 1 correspond to spectrally negative and spectrally positive processes,
respectively. For example, when 8 = —1 and « € (1,2), we have a spectrally
negative process of unbounded variation. It is easily checked in this situation
that p = 1/« and hence, from the calculation above, x(0,\) = const. x .
This is consistent with earlier established facts for spectrally negative Lévy
processes. Note that «(0,0) = £(0,0) = 0, showing that the killing rates
in the ascending and descending ladder height processes are equal to zero.
Hence,
limsup X; = —lim inf X; = oo
oo tToo

almost surely.

Unfortunately, it is not as easy to establish a convenient closed form ex-
pression for the bivariate exponent . The only known results in this direc-
tion are those of M), who deals with a set of parameter values
of @ and 8 which are dense in the full parameter range (0,2) and [—1,1],

respectively More recently [Bernyk et all (2008), Doney and Savow (2010),
[Kuznetsovl (20111) and |Graczyk and Jakubowski (2011) have made some sig-

3 For related results see [Bingham (1971, [1972, [1973h).
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nificant improvements on Doney’s original contribution. The expressions in-
volved are quite complicated and we refrain from including them here.

6.5.4 Meromorphic Lévy processes

One example where one would expect to be able develop the Wiener—Hopf
factors is the case that X is the difference of two independent compound
Poisson processes with exponentially distributed jumps. The reason why this
example should be, up to a certain point, analytically tractable boils down to
the fact that the ladder height processes must be a (possibly-killed) compound
Poisson subordinators with exponentially distributed jumps. Moreover, the
ladder height processes must be independent of their corresponding ladder
time process. This is obvious when one considers that if a new maximum
occurs then it is achieved by an exponentially distributed jump and then, by
the lack-of-memory property, the overshoot beyond the previous maximum
must again be exponentially distributed and independent of when it hap-
pensH This heuristic reasoning is still valid even if we add in an independent
Gaussian component or a linear drift. However, in that case, there is also the
possibility that, for example, a new maximum is achieved continuously. This
would result in the ascending ladder height gaining an additional linear drift.
This information would be sufficient to develop further the factors ¥,1 (0, 6)
and ¥, (0,0).

From an analytical point of view, the reason why this special class of
processes can be handled is because the characteristic exponent necessarily
takes a rational form, namely the ratio of two polynomials of finite degree,
from which a factorisation can be forced. Starting with the early work of
Borovkoy (1976) and [Feller (1971), various authors have tried to generalise
this idea by replacing the exponentially distributed jumps by jumps whose
common distribution have a Laplace transform which is rational, or indeed,
by jumps whose distribution belongs to the so-called phase-type class; cf.
Asmussen et al! (2004), Pistoriud (2006) and Mordecki (2008). Contained in
both of the aforementioned families of distributions are jump distributions
that are finite mixtures of exponential densities.

In this section, we shall present another possible generalisation which has
some overlap with all of the aforementioned families of Lévy processes; the
so-called meromorphic Lévy processes. These processes were introduced by

Kuznetsoy (2010aH) and [Kuznetsov et all (2019).

Definition 6.20. A Lévy process is said to belong to the meromorphic class
if its Lévy measure II is absolutely continuous, with density given by

4 The details can be found in Example (c), Chap. XVIIL3 of [Felled (1971).
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w@) =3 ape P gy + S ap P . (6.38)
=1

i=1

Here, the constants a;, a;, pi, p; are non-negative, p; and p; are arranged in in-
creasing order with limy o0 pr, = liMy400 pr, = 00 and they satisfy the summa-
bility condition

i aip;? + i aip; 2 < 0. (6.39)
i=1 i=1

Let us pursue a number of remarks concerning this definition. First note
that the summability condition ([E39)) is sufficient to ensure the integrability
condition [, (1 A 2?)7(z)dz < oo is satisfied. In fact it is easily confirmed,
with the help of Fubini’s Theorem, that it guarantees the stronger condition
Jg #*m(z)dz < co. It is not automatic that 7 is the density of a finite measure
and, hence, not all meromorphic Lévy processes have a compound Poisson
jump structure. Finite activity does occur, however, if the number of sum-
mands in both sums of (638) are finite. Next, note that the non-negativity of
the constants a; and a; allows for the possibility that one or both of the sums
in the density 7 have a finite number of summands. The following theorem,
lifted from [Kuznetsov et all (IM), shows some convenient properties that
follow from this definition.

Theorem 6.21. Any meromorphic Lévy process, X, has the following prop-
erties:

(i) The characteristic exponent W(z) is a meromorphic function which
has poles at points {—ipp,ipn}n>1, where p, and p, are positive real
numbers.

(ii)  Forp >0, the function p+W(z) has roots at points {—iCy(p),iCn(p) }n>1
where C,(p) and (,(p) are non-negative real numbers (strictly positive

if p>0).
(i1i)  The roots and poles of p+ W(iz) satisfy the interlacing condition

< =p2 < —G(p) < —p1 < —Gi(p) <0< (i(p) < pr < Galp) < p2 < ..

(iv)  The spatial Wiener—Hopf factors are expressed as convergent infinite

products,
- 1+ =
v (0,i2) = E [e—zxep} =7 ——2
_l’_ R —
n>1 Cn(p)
and .
+ =
v, (0,-iz) = E [eXer ]| = [T 12—,
n>1 Cn(p)
for z > 0.

Conversely, any Lévy process with the above properties belongs to the mero-
morphic class.
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As one might expect, the proof is somewhat technical, relying predomi-
nantly on complex analytic techniques. We omit it for the sake of brevity.
Part (iv) of the above theorem leads quickly to the following corollary with
the help of straightforward residue calculus or a partial fraction expansion.

Corollary 6.22. For all x > 0,

P(Xe, € dz) = codo(dz) + Y _ cnlulp)e @7, (6.40)

n>1

where
Cn (p)

T $a(p) Gn(p) k
cozzll pf andcn:—<1— p>H Cp(p)'

s )
k#n

From this corollary, it is straightforward to deduce a similar expression for
the law of —X e, Using duality.

This corollary also exemplifies a numerical point of interest concerning
meromorphic Lévy processes. Knowing the numerical values of even a finite
number of the roots and poles would be sufficient to approximate the products
and sums in ([G.40) by making obvious truncations in the sums and products.
The reader is referred to [Kuznetsov (2010a) for further details of numerical
methods.

There are a number of specific examples of meromorphic Lévy processes
(found in the above-mentioned works of Kuznetsov and co-authors) for which
the Lévy density and/or the characteristic exponent can be expressed in a
more suitable closed form. The most notable of these is the so-called B—classﬁ
of Lévy processes, found in the landmark paper of [Kuznetsov (lZ_Qle)

The characteristic exponent is given by

&[1(9) = ia6‘+ 10'26‘2 + C_1 {B(al,l - )\1) - B (al — ﬁ,l — )\1)}
2 b1 b1
C2

i6
+= {B(ag,l—)\g)—B (a2+1—,1—A2>}, 0 €R,
B2 B2
where B(x,y) = I'(z)I'(y)/I'(x + y) is the beta function, with parameter
ranges a € R,0? > 0,¢; > 0,a; > 0,3; > 0 and \; € (0,3) \ {1,2}, for
1 = 1,2. The corresponding Lévy measure, II, has density

e—a161w ea2ﬂ2m
@) = Oy L0 T e gm0
To see why a Lévy process in the S-class is also a meromorphic Lévy process,
one may expand the expression for the Lévy density above on the positive and

5 The B-class of Lévy processes is also referred to as the B-family of Lévy processes.
Processes in this class are also called S-processes or S-Lévy processes.
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negative half-lines using the generalised binomial formula. The large number
of parameters allows one to choose Lévy processes within the [S-class that
have paths that are both of unbounded variation (when at least one of the
conditions o # 0, A1 € (2,3) or Ay € (2,3) holds) and bounded variation
(when all of the conditions o = 0, A\; € (0,2) and A2 € (0,2) hold) as well
as having infinite and finite activity in the jump component (accordingly as
both A1, A2 € (1,2) U (2,3) or A\, A2 € (0,1)).

6.6 Vigon’s Theory of Philanthropy and More Examples

At the level of a spatial decomposition, the Wiener—Hopf factorisation ex-
presses a fundamental relationship between the underlying Lévy process, its
ascending ladder height processes and its descending ladder height processes.
In his seminal Ph.D. thesis, m (M) gives a remarkably simple and
precise characterisation of what kind of ladder height processes belong to-
gether in a Wiener-Hopf factorisation. This is what Vigon colourfully calls
the problem of friends In this section, we give a brief outline of his solution
to this problem using so-called philanthropy. A direct consequence of Vigon’s
theory of philanthropy is that it gives a simple recipe for generating countless
examples of explicit Wiener-Hopf factorisations.

Consider any two (killed) subordinators H and H. Let us write the Laplace
exponent of the (killed) subordinator H in the form

o(u) =n+du+ / (1—e "7 (dx), u >0,
(0,00)

where n > 0, 6 > 0 and the measure 1" satisfies fo )(1 A x)Y(dz) < oo.
Recall that H is killed if and only if > 0. Moreover we shall use the
symbols @, 7, 5 and 7 in the obvious way for the process H.

Vigon says that H and H are friends if there exists a Lévy process with
characteristic exponent ¥ and a constant p > 0 such that, for 8 € R,

p+¥(0) = p(=i0)2(i0).

In particular, if H and H are friends, then necessarily p = nn. Moreover, if
at most one of the two friends is killed (i.e. 77 = 0), then their friendship
constitutes a spatial Wiener—Hopf factorisation (in the sense of part (iv) of
Theorem [6.T5)). The following theorem, given without proof, characterises I,
the Lévy measure associated with ¥.

Theorem 6.23 (Vigon’s theorem of friends). Suppose that H and H are
friends. Then T (resp. T) is absolutely continuous with density v (resp. U) if

6 Le probleme des amis.
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5>0 (resp. § > 0), in which case, it has a version that is right-continuous
with left limits. Moreover, for all x > 0,

I (z,00) = / T (u, 00)T (x 4 du) + gv(:z:) + 0T (x,00) (6.41)
(0,00)
and similarly,

(=00, —z) = / T(u, 00) T + du) + 60(z) + nT(z,00).  (6.42)
(0,00)

Here, we understand the term gv(x) =0 (resp. 6v(z) = 0) when §=0 (resp.
6=0).

Conversely, suppose that 1" (resp. T ) is absolutely continuous with density
v (resp. U) whenever 5>0 (resp. 6 > 0). If the expressions given on the
right-hand side of (641]) and (6.43) are both non-increasing, then H and H

are friends.

The “converse” part of this theorem is particularly interesting as it gives
criteria with which one could potentially engineer a spatial Wiener—Hopf fac-
torisation, by first choosing the factors and then characterising the associated
Lévy process. The criterion to check for any two factors ¢ and @, namely the
non-increasingness of (641]) and (642, is not particularly convenient. With
a view to a more convenient criteria, Vigon introduces the concept of philan-
thropy. A (killed) subordinator is called a philanthropist if its Lévy measure
is absolutely continuous with non-increasing density. Vigon’s strange choice
of terminology now becomes clear with the following mathematically and
linguistically elegant result.

Theorem 6.24 (Vigon’s theorem of philanthropy). Any two philan-
thropists are friends.

On a final note, it is obvious from this last theorem that if at most one of the
philanthropists is killed, then their friendship constitutes a spatial Wiener—
Hopf factorisation.

We conclude with two examples, the second of which will prove to be of
particular pertinence later on when considering the theory of so-called scale
functions for spectrally negative Lévy processes, in Chap.

6.6.1 Hypergeometric Lévy Processes

Kyprianou et al! (2010) and [Kuznetsov et al! (2011) propose choosing the

two philanthropists ¢ and @ from the family of subordinators which belong
to the class of B-Lévy processes. The resulting friendship defines a class of
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processes which are called hypergeometric Lévy processes. In particular, we
have

c

B{B(l—a+%—7)—B(1—a+v+%,—7)},

o(u) =n+du+

for u > 0, where

eaﬁm

dz on (0, 00),
with v € (—00,0)U(0,1), B,¢ > 0 and 1 —a+~ > 0. A similar expression may
be taken for ¢ but with the parameters (n,d, a, 8,7, ¢) replaced by different
parameters, (7, ;5\, Q, B, 7,7¢), satisfying the same constraints. Recall that the
case p = nn > 0 corresponds to the case that the Lévy process is killed at an
independent and exponentially distributed random time, with rate p.

By appealing to a special set of parameters, [Kuznetsov and Pardo GM)
showed that

rl—a+~y—if) I'G+7+1i6)

YO =i e L0

0 € R,

where
a<l,v€(0,1),a>0,5€(0,1),

is a convenient subclass of hypergeometric Lévy processes, for which the
associated Lévy measure can be computed precisely. Indeed, setting

k=1—-a+~v+a+7,
they showed that the Lévy measure is absolutely continuous with density
S A N
Ik =)I'(=7)
S A N
Ik =y)I(=7)

em (=t B (14 9,k k—F5e77) if 2 >0
m(x) =
e(ﬁ+ﬁ)w2Fl(1+,’7\7 k;k—fy;ew) if x < 0.

(6.43)
Here, o F7 is the Gauss hypergeometric function, satisfying

2F1(a’ab;c;z) = Z N

n>0

where z € C such that |z| < 1 and (x), = I'(x +n)/I'(x).
More can be said about a given Lévy process, X, chosen from this subclass.
If a<1anda>0,then X is killed at rate
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Irl—a+~y)I'@A+79)

r=Y0 ===y 1

When a =1 and @ > 0 (resp. a < 1 and a = 0), the process X drifts to oo
(resp. —o00). Moreover, when a = 1 and @ = 0, then X is oscillating. Finally,
the process X has no Gaussian component and it has paths of bounded
variation (resp. unbounded variation) when v+ 7 < 1 (resp. 1 <~y +7 < 2).

6.6.2 Spectrally Negative Lévy Processes Reuvisited

From Sect. [.5.2] we know that the ascending ladder height process of a
spectrally negative Lévy process, X, must be a (possibly-killed) linear drift. In
the language of Vigon, this means that one of the two friends involved in the
Wiener—Hopf factorisation of a spectrally negative Lévy process necessarily
satisfies

o) = B(0) +u, w0,

where @ is the right inverse of the Laplace exponent of X. Vigon’s theorem
of friends thus tells us that the descending ladder height process has a Lévy
measure 1" which is absolutely continuous and, together with its density 0,
satisfies R

II(—o0, —x) = v(x) + ¢(0)Y (x, 0), (6.44)
for z > 0. Noting that 0(z) = —dT(z,00)/dz, we can treat [©44) as a
first order differential equation. Using standard techniques, we can solve this
differential equation and obtain

~

Y (x,00) = eé(o)w/ e~ PO T (—00, —y)dy.

Conversely, Vigon’s theorem of philanthropy says that we may always choose
the descending ladder height process so that 7" is absolutely continuous with
non-increasing density, say U. In that case, (6.44]) must follow.

6.7 Brief Remarks on the Term “Wiener—Hopf”

Having now completed our exposition of the Wiener—Hopf factorisation,
the reader may feel somewhat confused as to the association of the name
“Wiener—Hopt” with Theorem Indeed, in our presentation, we have
made no reference to works of Wiener or Hopf. The connection between The-
orem and these two mathematicians lies in their analytic study of the
solutions to integral equations of the form
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Q@) = [ QW -ydy. x>0, (6.45)
0

where f : R — [0,00) is a pre-specified kernel; see (Wiener and Hopf (1931),
Payley and Wiener (1934) and [Hopf (1934). If one considers a compound

Poisson process X which has the property that limsup,,,, X; < oo, then
the strong Markov property implies that X o, is equal in distribution to (£ +
X o) V0, where ¢ is independent of X o, and has the same distribution as the
jumps of X. If the aforesaid jump distribution has density f, then one shows
easily that H(z) = P(X« < z) satisfies

@) = [ He— i = / " e - ) H)y,

and hence one obtains immediately the existence of a solution to for
the given f. This observation dates back to the work of M ).

Embedded in the complex analytic techniques used to analyse (G.45]) and
generalisations thereof by Wiener, Hopf and many others that followed are
factorisations of operators (which can take the form of Fourier transforms).
In the probabilistic setting here, this is manifested in the form of the indepen-
dence seen in Theorem [G.TH (i) and the way this is used to identify the factors
Ut and ¥, in conjunction with analytic extension, in the proof of part (iii)
of the same theorem. The full extent of the analytic Wiener-Hopf factorisa-
tion technique goes far beyond the current setting and we make no attempt
to expose it herel]l The name “Wiener—Hopf” factorisation thus honours the
somewhat obscure analytical origins of what may, otherwise, be considered
as a sophisticated path decomposition of a Lévy process.

Exercises

6.1. Give an example of a Lévy process which has bounded variation with
zero drift for which 0 is regular for both (0, 00) and (—o0, 0). Give an example
of a Lévy process of bounded variation and zero drift for which 0 is only
regular for (0, c0).

6.2. Suppose that X is a spectrally negative Lévy process of unbounded
variation with Laplace exponent 1) and recall the definition 7,7 = inf{t > 0 :
X > x}. Recall also that the process 7+ := {77 : 2 > 0} is a (possibly-killed)
subordinator (see Corollary [B14)) with Laplace exponent @, the right inverse
of .

(i)  Suppose that § is the drift of the process 7. Show that § = 0.

7 The interested reader may consider looking uplw dﬁ'ﬁﬂ), Busbridgd GLCM) and
[Chandrasekhai (1960).
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(ii)  Deduce that

almost surely, and hence that

: Xt
limsup — = oo
t10

almost surely. Conclude that 0 is regular for (0, c0) and hence that the
jump measure of 7 cannot be finite.
(iii) From the Wiener-Hopf factorisation of X show that

lim E(e?Xed) = 0,
6100

and hence use this to give an alternative proof that 0 is regular for
(0, 00).

6.3. Fix p € (0, 1]. Show that a compound Poisson subordinator with jump
rate Ap, killed at an independent and exponentially distributed time with
parameter A(1—p), is equal in law to a compound Poisson subordinator killed
after an independent number of jumps, which is distributed geometrically
with parameter 1 — p.

6.4. Show that the only processes for which

/0 Lx,=x,)dt > 0 and /0 Horex > 0

almost surely are compound Poisson processes.

6.5. Suppose that X is spectrally negative with characteristic triple (a, o, IT)
and that E(X;) > 0. (Recall that, in general, E(X;) € [—00,00).)

(i)  Show that
—1
/ I (—o00, x)dx < oco.

(ii)  Using Theorem [6.15 (iv), deduce that, up to a constant,

%(0,i0) = (—a—i—/( . xﬂ(dx))

1 .
——ifo? + / (1 — eI (=00, x)dz.
2 (—00,0)

Hence deduce that there exists a choice of local time at the maximum
for which the descending ladder height process has jump measure given
by II(—o0, —z)dx on (0, 00), drift 02/2 and is killed at rate E(X7).
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6.6. Suppose that X is a spectrally negative stable process of index 1 < a <
2.

(i)  Deduce, with the help of Theorem B.I2] that up to a multiplicative
constant
k(0,0) =0 6>0,

and hence that P(X; > 0) = 1/« for all ¢ > 0.
(i) By reconsidering the Wiener—Hopf factorisation, show that, for each
t>0andf >0,

tl/a n

79Xt ZF (1+n/a)

This identity is taken from Binghaml (1971, 1972).

6.7 (The second factorisation identity). In this exercise, we derive
what is commonly called the second factorisation identity, which is due to

Percheskii and Rogozin (1969). It uses the Laplace exponents s and & to give

an identity concerning the problem of first passage above a fixed level z € R.
The derivation we use here makes use of calculations in [Darling et al. (1972)
and [Alili and Kyprianou (2004). We shall use the derivation of this identity
later to solve some optimal stopping problems.

Define as usual

mf=inf{t >0: X; >z}, x>0,

where X is any Lévy process.

(i)  Using the same technique as in Exercise 5.7 prove that, for all a > 0,
5 >0 and z € R, we have

<oo)

E(e al(Xea>w))
) . (e_ﬂx%) . (6.46)

Note that the identity is still true when a = 0 if P(X o, < 00) = 1.
(ii)  Establish the second factorisation identity as follows: If X is not a
subordinator then, for a, 5 > 0,

> —qx B(X+ z) 7K(Oé,q)—li(06,6)
/0 ‘ q]E( to <°°))dz_ (a—B)r(a,q)

6.8. Suppose that X is any Lévy process which is not a subordinator and e,
is an independent random variable which is exponentially distributed with
parameter p > 0. Note that 0 is regular for (0,00) if and only if P(Xe, =
0) =0.

E (e—aT —BX +1(T
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(i)  Use the Wiener—Hopf factorisation to show that 0 is regular for (0, co)
if and only if

1
1
0 t
(ii)  Now noting that 0 is irregular for [0, c0) if and only if P(Ge, = 0) > 0,
show that 0 is regular for [0, 00) if and only if

1
1
/ SB(X, > 0)df = oo,
0

6.9. This exercise gives the random walk analogue of the Wiener—Hopf fac-
torisation. In fact, this is the original setting of the Wiener—Hopf factorisa-

tion. We give the formulation in [Greenwood and Pitman (1980a). However,
one may also consult [Felled (1971) and [Borovkow (1976) for other accounts.

Suppose that, under P, S = {S,, : n > 0} is a random walk with Sy = 0
and increment distribution F. We assume that S can jump both upwards and
downwards, in other words min{F(—c0,0), F(0,00)} > 0 and that F has no
atoms. Denote by I', an independent random variable which has a geometric
distribution with parameter p € (0,1) and let

G =min{k=0,1,..,I', : Sy = max_§;}.

j=1,...Tp

Note that Sg is the last maximum over times {0,1,...,I',}. Define N =
inf{n > 0 : S,, > 0} the first-passage time into (0, 00), or equivalently the
first strict ladder time. Our aim is to characterise the joint laws (G, S¢) and
(N, Sn) in terms of F, the basic data of the random walk.

(i)  Show that (even without the restriction that min{ (0, c0), F(—00,0)} >
0),

) > ) 1
E Srpelesrp = exp _/ 1— Snelerc qn_F*n dz
( ) Y 4" = " ()

where 0 < s < 1,0 € R, ¢ =1 — p and FE is expectation under P.
Deduce that the pair (I'y, St,) is infinitely divisible.

(ii)  Let v be an independent random variable which is geometrically dis-
tributed on {0,1,2,...} with parameter P(N > T',). Using a path de-
composition in terms of excursions from the maximum, show that the
pair (G, S¢) is equal in distribution to the component-wise sum of v
independent copies of (IV, Sn) conditioned on the event { N < T',}, and
hence it is an infinitely divisible two-dimensional random variable.

(iii) Show that (G,Sg) and (', — G, St, — Sg) are independent. Further,
show that the latter pair is equal in distribution to (D, Sp), where

D =max{k=0,1,...,T): S, = minr S;t.
j
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(iv)  Deduce that

) © . 1
E(s9l%9¢) = exp —/ (1 —s"e)g" = F*(dx)
(0,00) nz::l n

for 0 < s <1 and # € R. Note, when s = 1, this identity was estab-

lished by (1956).
(v)  Show that
P(T, < N)
T B({gs) 5]

and hence deduce the Spitzer-Baxter identity

1 n 10;E *n
W:e"p{/ ZS n ‘“)}
See, for example, (M)

6.10. Suppose that X is a spectrally negative Lévy process with Laplace
exponent ¢ whose right inverse is denoted by @

E(SGeiGSg) _

(i) Use the Frullani integral to show that, for A, ¢ > 0,

D(q) o0 a e
B9+ _exp{/0 da:/[oﬁoo)(e A1) . P(r Edt)},

where 7,7 = inf{t > 0: X; > z}.
(ii)  Next use Theorem [6.15 to show that, for ¢, A > 0,

(p(q) — ex > 67)\1 _ eiqt T
o p{/o dt/{om)( NER(X, e d )}.

(iii) Hence deduce Kendall’s identity, that

tP(r) € dt)dx = 2P(X, € dz)dt

on [0,00) x [0, 0).



Chapter 7
Lévy Processes at First Passage

This chapter is devoted to studying how the Wiener—Hopf factorisation can be
used to characterise the behaviour of any Lévy process at first passage over
a fixed level. The case of a subordinator will be excluded throughout this
chapter, as this has been dealt with in Chap.[5l Nonetheless, the analysis of
how subordinators make first passage will play a crucial role in understanding
the case of a general Lévy process.

To some extent, the results we present on the first-passage problem suf-
fer from a lack of analytical explicitness. This is due to the same symptoms
present in our understanding of the Wiener—Hopf factorisation. Nonetheless
there is sufficient mathematical structure to establish qualitative statements
concerning the characterisation of the first-passage problem. This becomes
more apparent when looking at asymptotic properties of the established char-
acterisations.

7.1 Drifting and Oscillating

For any Lévy process, X, define as usual
mF=inf{t >0: X; >z},

for x € R. In this section, we shall establish precisely when P(7;} < o00) is
strictly less than one. Further, we shall give sufficient conditions under which
the first-passage probability decays exponentially as = 1 co; that is to say, we
handle the case of Cramér’s estimate.
Suppose now that H = {H; : t > 0} is the ascending ladder height process
of X. If
T) =inf{t >0: H; >z},

then quite clearly
P(r < 00) = P(T, < 00). (7.1)

201
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Recall from Theorem that the process H has the law of a subordinator,
possibly killed at an independent and exponentially distributed time. The
criterion for killing is that P(limsup,;.,X; < oo) = 1. Suppose this equality
fails. Then the probability on the right-hand side of (TI)) is equal to 1. If
on the other hand there is killing, then, since killing can occur at arbitrarily
small times with positive probability, we have P(T,f < oo) < 1 for all x > 0.
In conclusion, we know that

P(r] < 00) < 1 for all z > 0 < P(limsup X; < o) = 1. (7.2)
tToo

We devote the remainder of this section to establishing conditions under
which P(lim sup,;., Xt < 00) = 1.

Theorem 7.1. Suppose that X is a Lévy process.

(i) If [Tt7P(Xy > 0)dt < oo, then

lim X; = —o0
tToo

almost surely and X is said to drift to —oo.
(i) If [[Zt7P(X, < 0)dt < oo, then

lim X; = oo
tToo

almost surely and X is said to drift to co.
(iii)  If both the integral tests in (i) and (i) failll then

limsup Xy = —limsup X; = 00
tToo tToo
almost surely and X is said to oscillate.

Proof. We follow a similar proof to the one given in Bertoin (1996).

(i) From Theorem (see also the discussion at the end of Sect.[64]
concerning the adjusted definitions of G, and G for the case of compound
Poisson processes), we have, for all « > 0,

E (e*f@p) = exp {— /000(1 - e*“t)%e*mp(xt > O)dt} . (7.3)

Letting p tend to zero in (Z3]), and applying the Dominated Convergence
Theorem on the left-hand side and the Monotone Convergence Theorem on
the right-hand side, we see that

E (e*aéw) = exp {— /000(1 - e’o‘t)%P(Xt > O)dt} . (7.4)

! Note that [ ¢t7'"P(X: > 0)dt + [ ¢t~ 'P(X; < 0)dt > [° ¢~ 'dt = oo and hence
at least one of the integral tests in (i) or (ii) fails.
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If [7°¢7'P(X; > 0)dt < oo, then since 0 < (1—e~**) < 1At for all sufficiently
small «, we see that, for the same range of «,

/ (1— e_‘"t)%IP’(Xt >0)dt < / (1At) %P(Xt > 0)dt
0 0

e o) 1 1
1 0

Hence, once again appealing to the Dominated Convergence Theorem, taking
a to zero in ([T4), it follows that

o0

1
lim [ (1 —e “)=P(X; > 0)dt =0,
al0 /g t

and, therefore, that P (@OO < oo) = 1. This implies that P (Yoo < oo) =1.
Now noting that [~ ¢ 'P(X, > 0)dt = [;“¢t7'(1 — P(X, < 0))dt < o0,
since [~ ¢~ dt = oo, we are forced to conclude that

<1
1

The Wiener—Hopf factorisation also gives us

E (e agep) = exp {—/ (1 — eiat)geiptP(Xt S O)dt} .
0

Taking limits as p | 0 and noting that

1

> 1
/ (1— e—af)gp(xt <0)dt > k/ Z]P(Xt < 0)dt = oo,
0 1

for some appropriate constant k > 0, we get P (G, = oo) = 1. Equivalently,
we have P (X = —o0) = 1.
We have proved that lim SUPyt00 X < oo and liminf;y. Xy = —00 almost

surely. This means that

(o9}

T, =inf{t >0: X; < —z}

is almost surely finite, for each > 0. Note that
{X¢ > x/2 for some t > 0} = {X o > z/2},

and hence, since P (700 < oo) =1, for each 1 > ¢ > 0, there exists an z. > 0
such that, for all x > .,

P(X; > x/2 for some t > 0) < .
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Since 7_, is a stopping time which is almost surely finite, we can use the
previous estimate together with the strong Markov property and conclude

that, for all z > z.,

P (X; > —a/2 for some ¢ > 7_)
<P (X, >x/2 for somet>0) <e.

This gives us the uniform estimate for = > x.,

tToo

P <limsupXt < —3:/2) >P (Xt < —z/2 for all t > T__m)
>1—c.

Since both z may be taken arbitrarily large and ¢ may be taken arbitrarily
close to 0, the proof of part (i) is complete.

(ii) The second part follows from the first part applied to —X.

(iii) The argument in (i) shows that if [t~ 'P(X, < 0)dt = [~ ¢t 'P(X; >

0)dt = oo, then —X | = X o = oo almost surely and the assertion follows. O

Whilst the last theorem shows that there are only three types of asymptotic
behaviour, the integral tests which help to distinguish between the three cases
are not particularly user friendly. What would be more appropriate is a crite-

rion in terms of the triple (a, o, IT). This was provided by \Chung and Fuchs
(1951) and [Ericksonl (1973) for random walks; see also Bertoin (1997). To
state their criteria, recall with the help of Theorem 3.8 and Exericse B3] that
the mean of X; is well defined if and only if E(X;") < oo or E(X]) < o0
which occurs if and only if

/ xII(dz) < oo or / || [T (dx) < oo.
(1,00)

(700,71)
When both the above integrals are infinite the mean E(X;) is undefined.

Theorem 7.2. Suppose that X is a Lévy process with characteristic measure
1.

(i)  If E(Xy) is defined and valued in [—o0,0), or if B(X1) is undefined
and
/ all(dx)
T < 00,
(Loo) Jy (=00, —y)dy

then limyroo X/t = c—, where c = E(X1) in the first case and c— =
—00 in the second case. In particular, in both cases,

lim X; = —o0.
tToo

(i) IfE(Xy) is defined and valued in (0,00], or if E(X7) is undefined and
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/ || I (dx)
(—oom1) [)"1 1T (y, 00)dy ’

then limyoo X/t = cy, where ey = E(X1) in the first case and ¢y = 00
in the second case. In particular, in both cases,

lim X; = oo.
tToo
(i) If B(X1) is defined and equal to zero, or if E(X1) is undefined and
both of the integral tests in part (i) and (i) fail, then limroo X/t =0
in the first case and limsup;, X¢/t = —liminfoo X¢/t = 00 in the
second case. Moreover, in both cases,

limsup X; = — liminf X; = oo.
tToo oo

We give no proof here of this important result, although one may consult
Exercise for related results, which lean on the classical Strong Law of
Large Numbers.

It is interesting to compare the integral tests in the above theorem with
those of Theorem [ It would seem that the issue of regularity of 0 for the
half-line may be seen as the “small time” analogue of drifting or oscillating,
There is no known formal path-wise connection, however.

In the case that X is spectrally negative, thanks to the finiteness and
convexity of its Laplace exponent, 1() := logE(e?X1) on 6 > 0 (see Exercise
B3), one always has that E(X;) € [—o00, 00). Hence, the asymptotic behaviour
of a spectrally negative Lévy process can always be determined from its mean,
or equivalently from 1’ (0+). See Exercise[T.3] which shows how to derive this
conclusion from Theorem [Z.1] and the Wiener—Hopf factorisation.

On account of the dichotomy of drifting to +oc and oscillating, we may
now revise the statement (2] to

P(r < 00) < 1 for all z > O(:)P(%iTth =—00) =1

We close this section by making some brief remarks on the link between
drifting and oscillating, and another closely related dichotomy known as tran-
sience and recurrence. The latter dichotomy is often discussed within the

more general context of potential theory for Markov processes. See for exam-
ple Sect. .4 and Chap. IT of Bertoin (@).

Definition 7.3. A Lévy process, X, is said to be transient if, for all a > 0,

P(/ 1(Xt<a)dt<oo) =1,
0

and recurrent if, for all a > 0,
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P(/ 1<Xt<a)dt—oo) =1.
0

In the previous definition, the requirements for transience and recurrence
may appear quite strong as, in principle, the relevant probabilities could
be valued in (0,1). However, the events in the definition belong to the tail
sigma-algebra (),cqn0,00) 0(Xs 5 = t). Hence, according to Kolmogorov’s
zero-one law, they can only have probabilities equal to zero or one. Nonethe-
less, we could argue that ]P’(foOO 1(x,/<a)ydt = o0) = 0 for small a, but
P( fooo 1(x,|<a)dt = 00) = 1 for large a. It turns out that Lévy processes
always adhere to one of the two cases given in the definition above, as is
confirmed by the following classic analytic dichotomy, due to

(1971) B

Theorem 7.4. Suppose that X is a Lévy process with characteristic exponent
¥, then it is transient if and only if, for some sufficiently small € > 0,

oo # G ) o<

and otherwise it is recurrent.

Probabilistic reasoning also leads to the following interpretation of the di-
chotomy:.

Theorem 7.5. Let X be any Lévy process.
(i) We have transience if and only if

lim | X¢| = o0
tToo
almost surely.
(i)  If X is not a compound Poisson process, then we have recurrence if
and only if, for all x € R,

li?%inf | X: — x| =0 (7.5)

almost surely.

The reason for the exclusion of compound Poisson processes in part (ii) can
be seen when one considers the following example. Take X to be a compound
Poisson process, where the jump distribution is supported on a lattice, say
07 for some & > 0. In that case, it is clear that the set of points visited will
be a subset of 6Z and (T3 no longer makes sense.

By definition, a process which is recurrent cannot drift to co or —oo, and
therefore must oscillate. Whilst it is clear that a process drifting to oo or —oo

2 Theorem [[4] is built on the foundational, but weaker, result of
(1951). See also [Kingman (1964).
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is transient, an oscillating process may not necessarily be recurrent. Indeed,
it is possible to construct an example of a transient process which oscillates.
Inspired by similar remarks for random walks in [Fellet (@), one finds such
an example in the form of a symmetric stable process of index 0 < a < 1.
Note that symmetry dictates that the parameter [ in the definition of a
stable process is necessarily equal to zero. Up to a multiplicative constant,
the characteristic exponent for this process is simply ¥ () = |0|*. According
to the integral test in Theorem [[.4] members of this class of processes are
transient. Nonetheless, since by symmetry P(X; > 0) = 1/2 = P(X; < 0),
it is clear from Theorem [Z1] that X oscillates. In contrast, note that for a
one-dimensional linear Brownian motion, the conditions of oscillation and
recurrence coincide as do the definitions of transience and drifting to 4-oc.
Intuitively speaking, the reason for this difference is because symmetric stable
processes with a € (0,1) do not have a well-defined mean at each fixed time,
whereas Brownian motion has zero mean at each fixed time.

7.2 Cramér’s Estimate

In this section, we extend the classical result of Cramér that was presented
earlier in Theorem [[LT0 for the case of a general Lévy process. The Lévy pro-
cess we consider may have a relatively general jump structure (in particular,
positive jumps are permitted). We follow the treatment of Bertoin and Doney
(1994). Roughly speaking, our aim is to show that, under suitable conditions,
there exists a constant v > 0 so that e’*P(7,7 < oo) has a limit as = 1 oco.
The result is formulated as follows.

Theorem 7.6. Suppose that X is a Lévy process which does not have mono-
tone paths. Assume that

(Z) llmtToo Xt = —0Q,

(i) there exists av € (0,00) such that (v) = 0, where (0) = logE (exp{0X1})
1s the Laplace exponent of X and

(1ii)  the support of II is not lattice if I (R) < oo.

Then

-1
i{rrgo e”P (15 < 00) = K(0,0) <1/ %ﬁ’ﬂ)‘g—ﬂ,) , (7.6)

where the limit is interpreted to be zero if the derivative on the right-hand
side is infinite.

Note that condition (ii) implies the existence of E(X;) and, on account of
the conclusion in Theorem[.2] condition (i) implies, further, that E(X;) < 0.
We know that if the moment generating function of X; exists in the positive
half-line, then it must be convex there (this may be shown using arguments
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similar to those in Exercise[3.0 or alternatively note the remarks in the proof
of Theorem [B9). Conditions (i) and (ii) therefore also imply that the func-
tion (0) is negative for 6 € (0,v) and equal to zero at the end points of
this interval. Condition (ii) is known as Cramér’s condition. Essentially The-
orem [Z.6] known as Cramér’s estimate, says that the existence of exponential
moments of a Lévy process which drifts to —oo implies an exponentially
decaying tail of the distribution of its global maximum. Indeed, note that
P(7} < 00) = P(X & > ). Since renewal theory will play a predominant role
in the proof, the third condition of Theorem is simply for convenience,
allowing the use of the Renewal Theorem without running into the special
case of lattice supports. Nonetheless, it is possible to remove condition (iii).
See Bertoin and Doney (1994) for further details.

Proof (of Theorem[7.6]). The proof is long and we break it into steps.

Step 1. Define the potential measure for the ascending ladder height pro-
cess on Borel sets A € [0,00) by

U(A) =E (/ l(HtEA)dt> )
0

where H = {H; : t > 0} is the the ascending ladder height process. Let
L ={L;:t> 0} be the local time of X at its running maximum and define
T+ = inf{t > 0 : H; > x}. Applying the strong Markov property at this
stopping time, we get

U(.’L‘,OO) =E (/ 1(Ht>z)dt;T:_ < LOO>
0

—P (T < L) E (/TL:O 1 (g1, 50y dt| Hy 15 < Tj)
.
—P(T} < Loo)E (/0 1(Ht>0)dt>
=P (T} < Lso)E(Loo). (7.7)
Since lim¢toe Xt = —00, we know that Lo, is exponentially distributed with

some parameter which is recovered from the joint Laplace exponent k(a, 8) by
setting « = 8 = 0. Note also that P (T} < Lo) = P(X oo > ) = P(1,f < 00).
Hence, (1) now takes the form

%(0,0)U (z,00) = P(;} < o0). (7.8)

Step 2. In order to complete the proof, we need to establish a precise
asymptotic for e”*U(x, 00). To this end, we shall show, via a change of mea-
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sure, that in fact U, (dx) := e**U(dx) on (0,00) is a potential measure[d In
that case, the Key Renewal Theorem [5.1] (ii) will help us clarify the required
asymptotic.

Since ¢¥(v) = 0, we know (cf. Chap.B) that {exp{vX;} : t > 0} is a
martingale with unit mean. Hence, it can be used to define a change of
measure via

dp~

vX
— t t>0
aP ¢ =

Fi

which, by Theorem B.9] keeps the process X within the class of Lévy pro-
cesses. From Theorem [6.8, we know that L; ' is a stopping time and, hence,
we have, with the help of Corollary B.I1] that for all 2 > 0,

P (Ht ede, Lt < s) = E(eUXLfl;Ht ede, L7t < S)
=e""P(H, €dx, L' <s).
Appealing to monotone convergence and taking s 1 oo,
P¥ (H, € dz) = e"*P (H; € dz) . (7.9)
Now note that, on [0, c0),
U,(dz) = e"*U(dz) = /00 PY(H,; € dz)dt.
0

The final equality shows that U, (dx) is equal to the potential measure of
the ascending ladder height process H under P”. According to Lemma [5.2]
U,(dz) is equal to a renewal measure providing that H is a subordinator
under P¥ (as opposed to a killed subordinator). This is proved in the next
step.

Step 3. A similar argument to the one above yields
PY(H, € dz) = e "*P(H; € dz),

where, now, H is the descending ladder height process. From the last two
equalities, we can easily deduce that the Laplace exponent, k", of the de-
scending ladder process under the measure P” satisfies

7(0,8) = R(0, 8+ ).

This shows, in particular, that &*(0,0) = £(0,~) > 0. This is the exponential
rate with which the local time EOO is distributed under P¥. We therefore
have P¥(liminf;400 Xy > —o00) = 1. By Theorem [T1] this is equivalent to
P¥(limyyoo X¢ = 00) = 1. We now have, as required in the previous step, that

H, under P”, is a subordinator without killing.

3 Recall the definition in ([G.2]).
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Step 4. We would like to use the Renewal Theorem in conjunction with
U, (dz). Note from Lemmal[G2that the underlying distribution of this renewal
measure is given by F(dz) = ,51)(d3:) on [0,00). In order to calculate its
mean, we need to reconsider briefly some properties of k”.

From (T9), we deduce that (0, §) < oo, for 8 > —v. Recall that convexity
of 1 on (0,00) (see the proof of Theorem [30) implies that it is also finite on
[0, v]. We may now appeal to analytic extension and conclude from Theorem
615 (iv) that

(0 —i8) = —(B +10) = K'k(0,— — 0)R(0, 3 + i0),

for some k' > 0, any 5 € [0,7] and 0 € R. Now setting 8 = v and § = 0, we
deduce further that

—(v) = 0 = K'k(0, —1)R(0, v).

Since k'%(0,v) > 0, we conclude that (0, —v) = 0.
We may now compute the mean of the distribution F:

u=/ 2UM (dx)
[0.50)

= / dt - e_t/ 2PY(H, € dx)
0 [0,00)

:/ dt - e 'E(H e )

0
T ety 5%(07@}
= dt - e~ t=r(0,=1)t
/0 t-e 95 s
_ %(0,6)’
oJc R PR

which is possibly infinite in value.
Finally, appealing to the Key Renewal Theorem [B] (i), we have that
U, (dz) converges weakly as a measure to p~'dz. Hence, it now follows from

[C]) that
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liTm e""P(1F < o0) = k(0,0) liTm e "I, (dy)
= x(0,0) 1iTm e ?U,(x + dz)
oo 0

1
r(0,

v

where the limit is understood to be zero if p = oco. O

Let us close this section by making a couple of remarks. Firstly, in the case
where X is spectrally negative, the Laplace exponent 1(0) is finite on 6 > 0.
When ¢/(0+) < 0, condition (i) of Theorem [T.@l holds. In that case, we know
already from Theorem that

z—qrt
E(eé(q) e 1(T;<OO)) = 17
where @ is the right inverse of . Taking ¢ | 0, we recover
PP (rF < 00) =1,

for all z > 0, which is a stronger statement than that of Theorem [[.Gl Taking
account of the fact that the Wiener—Hopf factorisation gives x(«, 8) = 8 +
&(a), for a, f > 0, one may also check for consistency that the constant on
the right-hand side of ([.0)) is equal to 1.

Secondly, when X is any spectrally positive Lévy process of bounded varia-
tion, it is a straightforward exercise to show that formula (Z8) can be rewrit-
ten to give the Pollaczek—Khintchine formula, consistently with the one given
in (@20). The point here is that, by irregularity of the upper half-line, the
ascending ladder height process H, whose potential measure is U, is equal
in law to a killed compound Poisson subordinator whose jumps have the
integrated tail distribution given in ([IG]).

7.3 A Quintuple Law at First Passage

In this section, we shall give a quantitative account of how a general Lévy
process undergoes first passage over a fixed barrier on the event that it jumps
clear over it. There will be a number of parallels between the analysis here
and the analysis in Chap.[l concerning first passage of a subordinator. Since
subordinators have already been dealt with, they are excluded from the fol-
lowing discussion.

Recall the notation from Chap. 6
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Gy =sup{s<t: X,=X,}
and our standard notation, already used in this chapter,
mr=inf{t > 0: X, > z}.

The centrepiece of this section will concern a quintuple law at first passage,
involving

@T;_ : the time of the last maximum prior to first passage,
- @T;_ : the length of the excursion making first passage,
X+—z the overshoot at first passage,

z— X +_ :the undershoot at first passage,

T — 77;— : the undershoot of the last maximum at first passage.

In order to state the main result of this section, let us introduce some
more notation. Recall from Chap. 6 that, for o, 8 > 0, x(a, 8) is the Laplace
exponent of the ascending ladder process (L~!, H); see (6.8)). Associated with
k(a, B) is the bivariate potential measure

U(ds,dz) = / dt-P(L; ' € ds, H, € dz), x,s > 0.
0

On taking a bivariate Laplace transform, we find, with the help of Fubini’s
Theorem, that

1
r(a, B)

/ e~ P (ds, dx) = / dt - B(e=obe —AHy) = , (7.10)
[0,00)2 0

for a, B > 0. Since L can only be defined up to a multiplicative constant, this
affects the exponent x, which in turn affects the measure U. To see precisely
how, suppose that £ = cL, where L is some choice of local time at the
maximum (and hence so is £). It is easily checked that £, = L;/i and if H is
the ladder height process associated with £, then H; = X£t—1 =X;-1 = Hye.

t/c
If U* is the measure associated with £ instead of L, then we see that

U*(ds,dx) = /0 dt - ]P’(L;/}2 €ds, Hy). € dx) = cld(ds,dx), s,z >0,
where the final equality follows by the substitution u = t/c in the integral.
We shall define the bivariate measure { on [0,00)? in the obvious way,
using the descending ladder process (E_l, H ).
The following main result is due toDoney and Kyprianou (IZDDE , although
similar ideas to those used in the proof can be found in Sﬁi%éﬂ (@),
(1976) and Bertoin (1996).
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M
\J\/\/

Fig. 7.1 A symbolic description of the quantities involved in the quintuple law.

Theorem 7.7. Suppose that X is not a compound Poisson process. Then
there exists a normalisation of local time at the maximum such that, for each
x>0, we have on u >0, v >y, y € [0,z], s,t >0,

P(T;—ET;_ S dt,@;_ €ds, X +—z €du,z—X_+_ €dv, :E—YT;_ € dy)

=U(ds,x — dy)U(dt, dv — y) [T (du + v),
where II is the Lévy measure of X.

Before going to the proof, let us give some intuition behind the statement
of this result with the help of Fig.[.J} Roughly speaking the event on the left-
hand side of the quintuple law requires that the time-space point (s, — y)
belongs to the range of the ascending ladder process, before going into the
final excursion that crosses the level x. Recall that excursions, when indexed
by local time at the maximum, form a Poisson point process. This means that
the behaviour of the last excursion is independent of the preceding ones, and
hence the quintuple law factorises according the laws of the last excursion
and the preceding excursions. The first factor, U(ds, z — dy), thus measures
the aforementioned event for the ascending ladder process. To measure the
behaviour of the final excursion, one should look at it rotated about 180°. In
the rotated excursion, one starts with a jump of size u+ v, which is measured
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by II(du + v). The remaining path of the rotated excursion must meet the
last ascending ladder height with one of its own descending ladder points. By
the Duality Lemma B4 180° rotation of a finite segment of path of a Lévy
process produces a path with the same law as the original process. Hence
in the rotated excursion, independently of the initial jump of size u + v, the
path descends to time-space ladder point (¢,v — y), and this has measure

o~

U(dt,dv —y).
Proof (of Theorem[77). We prove the result in three steps.

Step 1. Let us suppose that m,k, f,g and h are all positive, continuous
functions with compact support satisfying f(0) = ¢g(0) = h(0) = 0. We prove
in this step that

E(m(ry — Cs k(@ )I(X,s —a)gle — X,; (e~ X+ )

Te — Tx

-E, </T m(t — Qt)k(gt)h(gt)w(xt)dt> , (7.11)
0

where w(z) = g(2) f(z 00) II(du) f(u—2z) and E, is expectation under the law,

@x, of —X initiated from position — Xy = z.

The proof of (ZI1]) follows by an application of the compensation formula
(cf. Theorem [4]) applied to the Poisson random measure, N (with intensity
measure dtI1(dz)) associated with the jumps of X. We have

I['E(Tn(T;r -G _+ )k(érif)f(Xq-j —z)glx — X _+_ )h(z—X_+_))

_E (/ / m(t — Go V(G )9z — XoIh(z — Ko )
[0,00) /R
x5, s0)f (Xi— +2 = 0)1(zsamx, ) N(dt X dz))

=E (A dtm(t—at,)k(ét,)g(x—Xt,)h(x—Yt,)
X1 X, >0) /( X o) I(de) f(Xi— + ¢ — w))

—E (/Ooo dt - m(t — G k(@ )iz — X)L, 5, soyw(e — Xt))

~

= ([t 1 it - GRG0 )

which is equal to the right-hand side of ([ZI1]). In the last equality, we have
rewritten the previous expectation in terms of the path of —X . Note that the
condition f(0) = g(0) = h(0) = 0 has been used implicitly to exclude from
the calculation averaging over the event {X + = x}.

Step 2. Next, we prove that
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To
E, ( [ mie- Qak(@)h(zow(xt)dt)
0

~[ [ urao)
[0,00) J/[0,00)

: / U(ds, d0)m(t)k(s)h(z — O)w(z + ¢ — 6). (7.12)
[0,00) J[0,2]

(In the next step, we will apply this identity to the process —X, which

amounts to swapping throughout the roles of E, and IEJC, and U and U J)
For ¢ > 0,

E. </TO dt - m(t — Qt)k(gt)h(it)w(Xt)eqt>

— 'K, (m(eq — G, (G, (X, Jw(Xe, — X, + X, )ieq < T(;)

—€q —¢€q

_ q*l/ / P(G, €ds,~X. €do)k(s)
[0,00) J[0,2] ¢ ¢
. / / Ple; — G, € dt, Xe, — X, € dd)m(t)h(z — O)w(z + ¢ —6)
[0,00) ¢/ [0,00)
= q*l/ / P(G, €ds,—X, € d)k(s)
[0,00) J[0,2] ¢ ¢
. / / P(Ge, € dt,Xe, € d¢)m(t)h(z — O)w(z + ¢ — 0), (7.13)
[0,00) ¥ [0,00)

where the Wiener—Hopf factorisationd and duality have been used in the
second and third equalities, respectively. Further, it is also known from the
Wiener-Hopf factorisation, Theorem [6.15] that, for ¢ > 0 and o, 8 > 0,

1 - = 1
E —aGe,—BXe _ ,
r(q,0) (e ' q) k(o +q,B)

and hence, recalling (ZI0), it follows from the Continuity Theorem for
Laplace transforms (cf. Theorem 2a in Chap. XIIL.1 of (1971)) that,
for t,¢ >0,

1 _ _
lim ——P(Ge. € dt, Xo, € do) = U(dt,do), 7.14
0 (Ge, € , €do) =U(dt,de) (7.14)

in the sense of vague convergence. A similar convergence holds for

P(C,, € ds,~X,, €d0)/R(¢,0),  ,0>0.

4 Specifically we use the independence of the pairs (Qeq,ieq) and (eq — Qeq , Xe, —
X, )

©q
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Equality ([CI2) thus follows by splitting the divisor ¢ into the product (g, 0)x
%(q,0) (this factorisation was observed in the proof of Theorem [6.17] (iv)) and
taking limits in (ZI3). In general, ¢ = kr(q,0)k(q,0) for some k > 0, which
depends on the normalisation of local time (at the maximum). It is thus at
this point in the argument that we require a suitable normalisation of local
time at the maximum in order to have k = 1.

Step 3. We combine the conclusions of steps 1 and 2 (where step 2 is
applied to —X) to conclude that

E(m(r — G+ k(G 4 )f(X 4 —2)g(z — X+ Jh(z =X + )
- / m(t)k(s) £ (u)g()h(y)
u>0,y€[0 z],0<y<v,5>0,t>0

G+ 6dtG+ €ds, X+ —ze€du,z—X + 6dvx—X+ € dy)

/Ooo)/Ooo) (dt, dg) /[000)/[01] U(ds, df)m(t)k(s)

h(z — B)gla + 6 - 0) / I(dn)f(n— (x + 6 — 6)).

(z+¢—0,00)
Substituting y = z — 6, then y+ ¢ = v and finally 7 = v+ v in the right-hand
side above yields

E(m(rf =G+ k(G )f(X,+ —2)g(z — X4+ h(z =X 1))

T

=/ L{(ds,x—dy)/ U(dt, dv —y)
[0,00) J[0,2] [0,00) Jy,0)

. /( | (du + v)m(Ok(s)f (w)g(0)h(y).

and the statement of the theorem follows. O

The case of a compound Poisson process has been excluded from the state-
ment of the theorem on account of the additional subtleties that occur in
connection with the ascending and descending ladder height processes and
their definitions in the weak or strict sense. (Recall the discussion of weak
and strict ladder processes in Sect.[6.1]1) Nonetheless, the result is still valid,
provided one takes the bivariate renewal measure U/ as that of the weak (resp.
strict) ascending ladder process and U is taken as the bivariate renewal mea-
sure of the strict (resp. weak) descending ladder process.

To be realistic, the quintuple law in general does not necessarily bring us
closer to explicit formulae for special examples of Lévy processes. Indeed, for
this to be the case, we would need to know some explicit examples of the
pairs U and U. Ultimately, this boils down to knowing explicit examples of
the Wiener—Hopf factorisation. Nonetheless, there are examples where one
may make reasonable progress in making these formulae more explicit. We
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consider here two cases: stable processes, dealt with in Exercise [[4] and
spectrally positive processes.

For any spectrally positive Lévy process X, let U(dzx) = f[o,oo) U(ds, dz).
Using the Wiener—Hopf factorisation in Sect.[6.5.2] which gives an expression
for k(a, ), we can deduce from the Laplace transform (ZI0) that

e—B;E ) = ﬂ —@(O)
/[O)OO) U(dz) TR (7.15)

where @ is the right inverse of the Laplace exponent ¢ of —X . Using obvious
notation, it is also clear from (ZI0) that since x(0,5) = @(0)+ 3, 8 > 0, we
may identify U(dz) = e=?©7dz, z > 0.

The quintuple law for spectrally positive Lévy processes marginalises to
the triple law

]P’(XT; —ze€du,z— X + €dv,z— Y7j7 e dy)
= e 2OV (3 — dy) I (du + v)dv (7.16)

fory € [0, 2], v > y and u > 0. If we assume further that liminf;4. X, = —oo,
then we know that ¢(0) = 0 and the right-hand side of ([ZI6) is written in
terms of IT and the inverse Laplace transform of 5/ (5).

7.4 The Jump Measure of the Ascending Ladder Height
Process

Recall that basic information concerning the ladder height process, H, is
captured from its Laplace exponent (0, 8), which itself is embedded in the
Wiener—Hopf factorisation. In this section, we shall show that the quintu-
ple law (which heuristically contains a similar amount of information to the
Wiener—Hopf factorisation) allows us to gain some additional insight into the

analytical form of the jump measure of the ascending ladder height. The next
rosult s due to Visor (20021)

Theorem 7.8. Suppose that X is a Lévy process which is mnot a compound
Poisson process and whose Lévy measure is denoted by II. Suppose, further,
that Iy is the jump measure associated with the ascending ladder height
process of X. Then, for all y > 0 and a suitable normalisation of local time
at the maximum,

~

iy, 00) = / G +y,00),  y>0,
[O)OO)

where U(dz) = I dt), z > 0.

0,00y U(ds,d2) = E([57 1

0 “(Hiedz)
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Proof. The result follows from the joint law of the overshoot and undershoot
of the maximum of X at first passage over some x > 0, as given by the
quintuple law, by comparing it against the overshoot and undershoot of the
process H at the same level.

Recall T;f = inf{t > 0 : H; > z} and use again the definition U(dz) =
f[O,oo) U(ds,dz). Note that since the range of X is the same as the range of

H, it follows that Hp+ = YTJJ Hence, from Theorem [5.G, we have

P(X_+ —z €dux —77;7 € dy)
=PHp+ —z€du,x— Hpr € dy)
=U(x —dy) Iy (du+y), (7.17)

for uw > 0 and y € [0, 2]. On the other hand, the quintuple law gives
P(X,+ —z € du,x — YTJ* € dy)

= U(z — dy) /[ ) U(dv — y) I (du + v), (7.18)

for v > 0 and y € [0, z]. Equating the right-hand sides of (T.I7) and (Z.IS)
implies that

HH(du+y):/ U(dv — )T (du + v), u > 0.

[y,00)
Integrating over u > 0, the statement of the theorem easily follows. 0

Similar techniques allow one to make a more general statement concerning
the bivariate jump measure of the ascending ladder process (L~!, H). This is
done in Exercise[.5l As in the previous theorem, the expression for this jump
measure still suffers from a lack of explicitness due to the involvement of the
quantity . If one considers the case of a spectrally positive Lévy process
then the situation in Theorem [I.8 becomes somewhat more favourable for
.

Corollary 7.9. Under the conditions of Theorem 7.8, if X is spectrally pos-
itive, then
Ty (y,00) = / e PO (2 4y, 00)dz, y>0
0

where @ is the right inverse of the Laplace exponent i of —X.

Proof. Taking into account the remarks in the final paragraph of Sect.7.3
the result follows easily. O

Note in particular that if the spectrally positive process in the above corol-
lary has the property that liminf;joc Xt = —o0, then @(0) = 0 and hence,
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for z > 0,
Iy (dz) = I (x, 00)dx. (7.19)

The same conclusion was drawn in Sect. [6.6.2] and Exercise [6.5 appealing
there to the Wiener—Hopf factorisation.

7.5 Creeping

As with the case of a subordinator, one may talk of a Lévy process creeping
over a fixed level z > 0. To be precise, a Lévy process creeps upwards over
the level z when

]P’(Xﬁ =uz) > 0. (7.20)

The class of Lévy processes which creep upwards over (at least) one point can
easily be seen to be non-empty by simply considering any spectrally negative
Lévy process. By definition, any spectrally negative Lévy process has the
property that, for all = > 0,

P(X + = z|t <o) = 1.

From the above, ([20) easily follows when we recall from Theorem B.12] that
P(rf < oo) = e ?2 > 0, where & is the right inverse of the Laplace

T
exponent of X.

Lemma 7.10. Suppose that X is a Lévy process but not a compound Poisson
process. Then X creeps upwards over some (and then all) x > 0 if and only

if

lim FSA) ©,5)

BToo
Proof. The key to understanding when an arbitrary Lévy process creeps up-
wards is embedded within the problem of whether a subordinator creeps
upwards. Indeed, since the range of {X; : t > 0} agrees with the range of the
ascending ladder process H := {H; : t > 0}, it follows that X creeps across
x > 0 if and only if H does. For this reason, it also follows that if a Lévy
process creeps over some x > 0, then it will creep over all z > 0, provided
H has the same behaviour. Let us now split the discussion into two cases,
according to the regularity of 0 for (0, c0).

Suppose that 0 is regular for (0, 00). The (possibly-killed) subordinator H
cannot have a compound Poisson process jump structure by the assumption
of regularity. We are then within the scope of Theorem [£.9, which tells us
that there is creeping if and only if the underlying subordinator has a strictly
positive drift. The presence of a strictly positive drift coefficient is identi-
fied from the Laplace exponent of H, x(0, (), by taking the limit given in
the statement of the lemma (recall Exercise 2.TT]). In other words, there is
creeping if and only if ([T2I]) holds.

> 0. (7.21)
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Suppose now that 0 is irregular for (0, 00). This has the consequence that
the ascending ladder height must be a (possibly-killed) compound Poisson
process subordinator. Creeping of H (and hence X) is therefore ruled out. O

In the final case of the proof above, it is interesting to ask whether the
ascending ladder height process has atoms in its Lévy measure. Indeed, if
such an atom were present at, say, g > 0, then H (and hence X) would
ascend to level zy with positive probabilityﬁ It turns out that no such atoms
can exist. To see why, recall that it was assumed that X is not a compound
Poisson process. Hence, when 0 is irregular for (0, 00), we must have that 0
is regular for (—o0,0), and the descending ladder height process, H , cannot
be a compound Poisson subordinator. According to Theorem [[.8] we know
that

Iy (dz) = / U(dv) I (dz + v).
[0,00)
Theorem[5.41 (i) shows that U has no atoms on (0, ), as H is not a compound
Poisson process. It follows that I7Tg has no atoms. In conclusion, whilst H is
a compound Poisson process, its Lévy measure has no atoms and therefore
H cannot hit specified points.

The criterion given in Lemma is not particularly useful for deter-
mining whether a process can creep upwards or not. Ideally, we would like
to establish a criterion in terms of the components of the Lévy—Khintchine
exponent. The following result does precisely this.

Theorem 7.11. Suppose that X is a Lévy process which is not a compound
Poisson process and not a spectrally negative Lévy process. Then X creeps
upwards if and only if one of the following three situations occurs:

(i) X has bounded variation with Lévy-Khintchine exponent
¥ (0) = —ifo + / (1 — )11 (dx)
R\{0}

and § >0,

(i) X has a Gaussian component,

(i1i) X has unbounded variation, has no Gaussian component and its Lévy
measure II satisfies

1
/ — 2z, 0) dz < 0.
o Jy fu II(—1, —u)dudy

5 Recall from the discussion at the end of Sect. [(.3] that, formally speaking, a com-
pound Poisson subordinator cannot creep, despite the fact that a given point may lie
in its range with positive probability.
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Note that spectrally negative Lévy processes are excluded as they obviously
creep upwards, as discussed earlier.

Elements of the proof of parts (i) and (ii) appear in Exercise[.6l The pre-
cise formulation and proof of part (iii) remained a challenging open problem
until recently, when it was resolved bym M) We do not give details
of the proof, which requires a deep analytical understanding of the Wiener—
Hopf factorisation and goes far beyond the scope of this text. A recent, more
probabilistic proof is given in Chap. 6 of Doney (2007).

We close this section by making some remarks on the difference between
a Lévy process X creeping over x and hitting the point x. Formally speaking,
we say that X hits the point z if P(7{*} < 00) > 0, where

o —inf{t > 0: X; = 2},

with the usual convention that inf } = co. Clearly, if X creeps over x (either
upwards or downwards), then it must hit z. When X is a subordinator,
the converse is also obviously true, providing the Lévy measure has infinite
mass. However, if X is not a subordinator, then it can be shown that the
converse is not necessarily true. The following result, due to M)
and Brgﬁagnglld M), gives a complete characterisation of the range of a
Lévy process.

Theorem 7.12. Suppose that X is not a compound Poisson process. Let
C:={zeR: P < x0) >0}

be the set of points that a Lévy process can hit. Then C # O if and only if

/R% (ﬁ) du < oo. (7.22)

Moreover,

(1)  Ifo >0, then (7.23) is satisfied and C' = R.

(it)  If o = 0, X is of unbounded variation and (7.23) is satisfied, then
C=R.

(11i) If X is of bounded variation, then (7.23) is satisfied if and only if
0 # 0, where § is the drift in the representation (2.23) of its Lévy-
Khintchine exponent . In that case, C' = R, unless X or —X is a
subordinator, and then C = (0,00) or C' = (—00,0), respectively.

From this characterisation, one may deduce that, for example, a symmetric
a-stable process where « € (1,2) cannot creep and yet C' = R. In order to
hit a given point, say € R, a stable process in this class must approach the
point by crossing above and below it infinitely often in such a way that x is
an accumulation point in its range. See Exercise for details.
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7.6 Regular Variation and Infinite Divisibility

It has been pointed out at several points earlier in this chapter that, to some
extent, the quintuple law lacks a degree of explicitness which would otherwise
give it far greater practical value. In Sect. 7.7, we shall give some indication
of how the quintuple law gives some analytical advantage when studying the
asymptotic behaviour of the first-passage problem, as the crossing threshold
tends to infinity. We need to make a short digression first into the behaviour
of infinitely divisible random variables whose Lévy measures have regularly
varying tails.

Recall from Definition [5.12] that a measurable function f : [0, 00) — (0, 00)
is regularly varying at infinity with index p € R (written f € Roo(p)) if, for
all A >0,

f(Az)

lim
wtoo f(x)
Moreover, when p = 0, we say that f is slowly varying at infinity (written

f € Roo)- Let us suppose that H is a random variable valued on [0, c0) which
is infinitely divisible with Lévy measure ITy.

=\

Throughout this section, we shall suppose that I (-,00) € Roo(—a) for
some a > 0.

Our interest here is to understand how this assumed tail behaviour of ITy
reflects on the tail behaviour of the distribution of the random variable H.
We do this with a sequence of lemmas. The reader may skip their proofs at no
cost to the understanding of their application in Sect.7.7. The first of these
lemmas is taken from Chap. VIILS of [Felled (1971).

Lemma 7.13. Define the probability measure

Iy (dz
v(dz) = % (@>1)-

Then using the usual notation v*™ for the n-fold convolution of v with itself,
we have that

v (z,00) ~ nv(x,00) (7.23)
as x T oo for eachn = 2,3, ....

Proof. The result follows by proving a slightly more general result. Suppose
that F} and F5 are distribution functions on [0, 00), such that Fj(z,00) ~
x *L;(x) for i = 1,2, as & T oo, where Ly and Lo are slowly varying at
infinity. Then

(Fy * Fy)(x,00) ~ 2~ %(L1(z) + La(z)) (7.24)
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as « 1 0o. One may then argue that (Z23)) clearly holds for n = 2 and hence,
by induction, it holds for all integers n > 2.

To prove ([Z.24]), let Y7 and Y5 be independent random variables with distri-
butions F; and Fy. Fix § > 0 and write 2/ = z(1+0). The event {Y1+Y2 > =}
contains the event {Y7 > 2’} U {Y2 > '}, and hence

Fy % Fy(z,00) > Fi(2/,00) + Fa (2, 0).

On the other hand, set 1/2 > 6 > 0. If 2" = (1—¢)x, then the event {Y1+Y5 >
x} is a subset of the event {Y; > 2"} U{Yy > 2"} U {min(Y7,Y2) > dz}. On
account of the assumptions made on F; and Fb, it is clear that, as = 1 oo,
P(min(Y1,Y2) > dx) = P(Y; > dz)? and the latter is of considerably smaller
order than P(Y; > z”), for each i = 1,2. It follows that, as = 1 oo,

Fy % Fy(z,00) < (1 +¢)(Fi(2”,00) + Fy(z", 00)),

for all small ¢ > 0. The two inequalities for Fj x F5 together with the assumed
regular variation imply that

_ L F1 % Fy(x,00)
1+6)"% < liminf
( ) xToo :Eia(Ll(I) + LQ(.I))
Fy % Fy(x,00)

< lim sup <(1+4+e)(1-6)"“

xtoo xia(Ll(I) + LQ('I))
Since 0 and € may be made arbitrarily small, the required result follows. [

Any distribution on [0,00) which fulfils the condition (23] belongs to
a larger class of distributions known as subezponentialﬁ This class was in-

troduced by [Chistyakoy dl_95_4|) within the context of branching processes.
The following lemma, due to Kesten, thus gives a general property of all

subexponential distributions.

Lemma 7.14. Suppose that Y is any random variable whose distribution G,
satisfying G(x) > 0 for all x > 0, has the same asymptotic convolution
properties as (7.23). Then, given any € > 0, there exists a constant C' > 0
(which depends on €) such that

G*"(x,00)

Gl SCO+e

for allm € {1,2,...} and x > 0.

Proof. The proof is by induction. Suppose that for each n = 1,2, ...

6 Formally speaking, any distribution F on [0,00) is subexponential if, when X
and Xo are independent random variables with distribution F, P(X1 + X, > x) ~
2P(X1 > ), as ¢ T oo.
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. G™M(z,00)
bn 1= il;po G(z,00)

It is clear that & < 1. Next note that 1 — G*(*Y) =1 -G 4+ G * (1 — G*™).

Then, for any 0 < T < oo and x > 0,

T _ G _
§nt1 <1+ sup /0 H_—CwG(dy)

0<z<T

1-G"(r—y)1-Gx—y)
+ s G(d
T A e e PR

Y2
1 oup G0 = G2

< - B S S’
R T B S e

Since G satisfies ([.23)), given any ¢ > 0, we can choose T > 0 such that

Ent1 <1+ +&.(1+¢).

1-G(T)
Iterating, we find, after some straightforward algebra, that

which establishes the claim with the obvious choice of C.

(1 4 €)n+l,

O

In the next lemma, we use the asymptotic behaviour in Lemma [.T3] and
the uniform bounds in Lemma [T.T4] to show that the distribution of H must

also have regularly varying tails. The result is due to[Embrechts et all (IlQ_ZQ)

Recall that we are assuming throughout that ITg (-, 00) € Roo(—«) for some

a > 0.
Lemma 7.15. As z 1 oo, we have
P(H > z) ~ Iy (z,0),

which implies that the tail of the distribution of H belongs to Roo(—a).

Proof. The relationship between the distribution of H and Il is expressed
via the Lévy—Khintchine formula. In this case, since H is [0, c0)-valued, we
may consider instead its Laplace exponent ®(f) := —logE(e=?#) which,

from the Lévy—Khintchine formula, satisfies
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D(0) = 59+/ (1 —e )Ty (dx)

(0,00)
=06 +/ (1 —e ")y (dz) (7.25)
(0,1]
+/ (1—e 9 IIy(dx), 6>0. (7.26)
(1,00)

The second equality above allows the random variable H to be seen as equal
in distribution to the independent sum of two infinitely divisible random
variables, say Hy and Hs, where H; has Laplace exponent given by (Z.2H)
and Hs has Laplace exponent given by (Z.28). According to Theorem [3.0]
E(e*M1) < oo for any A > 0, because, trivially, Joot e [Ty, (dz) < oo where
Iy, (dz) = My (dr)1(ze(0,1))- It follows that one may upper estimate the tail
of Hy by any exponentially decaying function. Specifically, with the help of
the Markov inequality, P(H; > x) < E(e*1)e=* for any A > 0.

On the other hand, by assumption, the tail of the measure Ty, (dz) =
Iy (dz)1(;>1) belongs to Roo(—c). Since ITy, necessarily has finite total
mass, we may consider Hy as the distribution at time 1 of a compound Poisson
process with rate n := ITy (1, 00) and jump distribution v (defined in Lemma
[13). We know that

k
P(Hy > x)=e"" Z %u*k(x,oo), x>0,
k>0

where, as usual, we interpret v*°(dz) = do(dx) (so in fact the first term of
the above sum is equal to zero). Next, use the conclusion of Lemma [T. T4 with
dominated convergence to establish that the limits
P(H, > k , xk ,
lim Pl > ) = lim e_"z nY %) (, 00)
zToo HH(LL',OO)/’I] zToo

exist. The conclusion of Lemma [(.13] allows the computation of the limiting
sum explicitly. That is to say Zk21 n*/(k—1)! = ne". In conclusion, we have

P(H
limi( 2> 2)

=1.
zToo HH(:Z?, OO)

The proof of this lemma is thus completed once we show that

. ]P)(Hl + Hy > x)
lim ————————~
100 ]P)(HQ > JJ)
However, this fact follows by reconsidering the proof of Lemma [7.13 If in
this proof one takes F; as the distribution of H; for ¢ = 1,2, then with the

slight difference that F; has exponentially decaying tails, one may follow the
proof step by step to deduce that the above limit holds. Intuitively speaking,

=1 (7.27)
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the tails of H; are considerably lighter than those of Hy and hence, for large
x, the event whose probability is in the numerator of (Z.27)) occurs due to a
large observation of Hy. The details are left as an exercise to the reader.

7.7 Asymptotic Behaviour at First Passage

In this section, we give the promised example of how to use the quintu-
ple law to obtain precise analytic statements concerning the asymptotic be-
haviour of the first-passage problem, under assumptions of regular varia-

tion. The following theorem, due to [Asmussen and Kliippelberg (1996) and
Kliippelberg and Kyprianou (2003), is our main objective.

Theorem 7.16. If X is any spectrally positive Lévy process with mean
E(X1) < 0 and II(,0) € Roo(—(a 4+ 1)), for some a € (0,00), then we
have the following asymptotic behaviour:

(i)  Asax 1T oo, we have

B(r < o0) ~ m / " 11y, o)y,

and consequently, the first-passage probability belongs to Reo(—a).
(Note that convezity of the Laplace exponent of —X dictates that

|E(X1)| < oo when E(X;) <0.)
(i1)  For all u,v >0,
T;L<oo):<1+v+u) .
a
(7.28)

Part (i) of the above theorem shows that when the so-called Cramér condi-
tion appearing in Theorem [7.0] fails, conditions may exist where one may still
gain information about the asymptotic behaviour of the first-passage prob-
ability. Part (ii) shows that, with rescaling, the joint law of the overshoot
and undershoot converges to a non-trivial distribution. In fact, the limiting
distribution takes the form of a bivariate generalised Pareto distribution (cf.
Definition 3.4.9 in[Embrechts et all (1997)). The result in part (ii) is also rem-
iniscent of the following extraction from extreme value theory. It is known
that a distribution, F', is in the domain of attraction of a generalised Pareto
distribution if F'(-, 00) is regularly varying at infinity with index —a«, for some
a > 0. In that case, we have

lim P

T, Ty —
= > u, =
zToo

(X+—:E —X_+
>

z/a x/a

. F(z+zu/a,00) AN
1 -_——: 1 —_
zlﬁr;lo F(x,00) ( + a) ’

for a > 0 and u > 0.
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Generalised Pareto distributions have heavy tails in the sense that their
moment generating functions do not exist on the positive half of the real
axis. Roughly speaking, this means that there is a good chance to observe
relatively large values when sampling from this distribution.

Proof (of Theorem[7.16)). (i) Following the logic that leads to (Z.8]), we have
that

P(r} < o00) = qU(z,0) = q/ P(H, > z)dt,
0

where ¢ = £(0,0) > 0 is the killing rate of the ascending ladder process.
Write [t] for the integer part of ¢ and note, with the help of Lemma [[T4]
that, for > 0,

P(Ht > ZZT) < P(H[t]-‘rl > ZZT)

< O(1 4 o)1 g—alt]
PH >2) ~ P>z Sod+ee

(To see where the exponential term on the right-hand side comes from, recall
that H is equal in law to a subordinator killed independently at rate ¢.) Now
appealing to the Dominated Convergence Theorem, we have

P(rf o P(H
<20 [ .y B2
0

lim ————= e 7.29
xlTr; P(Hl > ,T) zToo P(Hl > ,T) ( )

In order to deal with the limit on the right-hand side above, we shall use
the fact that P(H; > z) = e” ?*P(H; > z), where H, is an infinitely divisible
random variable. To be more specific, one may think of {#; : ¢ > 0} as a
subordinator which, when killed at an independent and exponentially dis-
tributed time with parameter g, has the same law as { H; : ¢ > 0}. Associated
to the random variable H; is its Lévy measure, which necessarily takes the
form tIly. By Lemma [C.T5] it follows that

P(H
lim (Hy > z)

— te—9(t—1)
zToo P(Hl > ,T) ¢

Hence, referring back to ({29) and Lemma [[.T5] we have that

P(r+ o0 1
lim 20 <) _ / te~tdt = . (7.30)
zToo HH(.’II,OO) 0 q

On the other hand, taking account of exponential killing, one easily computes

o0 o0 1
U() = / P(H; < o0)dt = / e dt = =,
0 0 q

Since ¢'(04) > 0, we have $(0) = 0, where @ is the right inverse of ¢. From

(CI5), we may thus identify U(co) = limgjoB8/¢(8) = 1/¢'(0+), where
¥(B) = log E(e™#%1). In particular, this implies ¢ = |[E(X)|. Moreover, from
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Corollary [[9] we have that ITy (dx) = II(z, c0)dz, > 0. Putting the pieces
together in (C30) completes the proof of part (i).
(ii) Applying the quintuple law in marginalised form, we have

]P’(XT; —x > u*,:v—XT;_ > ’U*>

= / U(x—dy)/ dzIT (u* + z,00)
0 [v*Vy,00)

for u*, v* > 0. As noted in the proof of part (i), we also have
Iy (u,00) = / II(z,00)dz.

Choosing u* = uz/a and v* = x 4+ var/a, we find that

P X‘r; - _X-,—j_
x/a =t x/a

> v) =U(x)p(x+z(v+u)/a,00). (7.31)

T1<OO)

~ lim U(z) I (x4 x(v+u)/a,o0)
zToo U(OO) HH(,T,OO) ’

From part (i), if the limit exists then it holds that

lim P

T Ty —
€T > u, €T
xToo

<X+—$ —X+
>

x/a x/a

(7.32)

Since, by assumption, I7(+,00) € Reo(—(ar+ 1)), the Monotone Density The-
orem [.T4 implies that [T (-, 00) is regularly varying with index —a. Hence,
the limit in (C32]) exists and, in particular, (Z28)) holds, thus concluding the
proof. 1

Exercises

7.1 (Moments of the supremum). Fix n = 1,2,... and suppose that
/ 2" II(dz) < oo (7.33)
(1,00)

(or equivalently E((max{X7,0})") < co by Exercise [33]).

(i) Suppose that XX is the Lévy process with the same characteristics
as X except that the measure IT is replaced by IT%, where, for some
K >0,

I (dz) = I1(dz)1 (s gy + 6k (dz) [T (—00, —K).
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In other words, the paths of X¥ are an adjustment of the paths of X
in that all negative jumps of magnitude K or greater are replaced by
a negative jump of magnitude precisely K.
Deduce that E(]X/|") < oo for all t > 0 and that the descending
ladder height process of X has moments of all orders.

(ii)  Use the Wiener—Hopf factorisation, together with a Maclaurin expan-
sion up to order n, to deduce that

2

E(X,,) < o0

holds for any ¢ > 0.
(iii) Now suppose that ¢ = 0, lim SUP41oe Xt < 00 and that, for n = 2,3, ...,
([33) holds. By adapting the arguments above, show that

—n—1

E(X, ) < oo.

oo

(iv) Suppose now that X is a spectrally positive Lévy process which has
paths of bounded variation and which drifts to —oc. Use the Pollaczek-
Khintchine formula discussed in Sect. to deduce that, even if

/ 22 I1(dz) < oo,
(1,00)

it is not necessarily the case that E(Yio) < 0.
7.2 (The Strong Law of Large Numbers for Lévy processes). Sup-
pose that X is a Lévy process such that E|X;| < oo. For n > 0, let
Yo = SubPicin ntq | Xt — X,,|. Clearly, this is a sequence of independent and
identically distributed random variables.

(i)  Use the previous exercise to show that E(Y,,) < cc.

(ii)  Use the classical Strong Law of Large Numbers to deduce that lim,, 40 ™
Y,, = 0 almost surely.

(iii) Prove that

1

X
lim — = E(X
iy =B

almost surely.
(iv)  Now suppose that E(X;) = co. Show that

(v)  Finally, suppose that E(X;) is undefined but lims4ec X; = co. Show
that the same conclusion as in part (iv) holds.

Hint: in the last two parts, consider truncating the Lévy measure on (0, c0).
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7.3. The idea of this exercise is to recover the conclusion of Theorem [(2] for
a spectrally negative Lévy process, X, using Theorem [.I] and the Wiener—
Hopf factorisation. As usual, the Laplace exponent of X is denoted v and its
right inverse is ®.

(i)  Using one of the Wiener—Hopf factors, show that

(o if '(0) <0
E (eﬁﬁml(fgm@o)) = {1/)’(0+)ﬁ/1/1 (B) if ¢’ (0) > 0.

(ii)  Using the other Wiener-Hopf factor, show that

): {¢(0)/(5+¢’(0)) if 9'(0) <0

7ﬁyoo J—
£ (e 1 0 if 4/(0) > 0.

(X oo <00)
(iii) Deduce from Theorem [] that limioo Xy = oo when E(X;) > 0,
limyoo Xy = —00 when E(X;) < 0, and lim supyy,, Xy = — liminfypoe Xy =
oo when E(X;) = 0.
(iv)  Show that a spectrally negative stable process of index o € (1,2)
necessarily oscillates.

7.4. Let X be a stable process with index « € (0,2) which has both positive
and negative jumps. Let p = P(X; > 0).

(i)  Explain why such processes cannot creep upwards. If, further, it expe-
riences negative jumps, explain why it cannot creep downwards either.

(i)  Suppose that U(dz) = f[opo)Z/{(dx,ds) for z > 0. Show that (up to a
multiplicative constant)

for z > 0.
Hint: reconsider Exercise
(i) Show that, for y € [0,z], v > y and u > 0,

IP’(XT; —z€du,r—X + €dv,z— YT;_ € dy)
(z —y)*r~ (v —y)*t=n—t

=cC- (v n u)1+0£ dyd’l)du,

where c¢ is a strictly positive constant.
(iv) Explain why the constant ¢ must normalise the above triple law to a
probability distribution. Show that

_ sinaprm I'a+1)
T I(ep)l(e(l = p))
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7.5. Suppose that X is a Lévy process (but not a compound Poisson process)
with jump measure IT and ascending ladder process (L~!, H), whose jump
measure is denoted by II(dt,dh).

(i)  Using the conclusion of Exercise[0.0] show that, up to a multiplicative
constant,

II(dt,dh) = U(dt,d0)II(dh +6),  t h> 0.
[0,00)

(ii)  Show, further, that if X is spectrally positive, then
TI(dt,dh) = / 46 -P(L; ' € dt) I (dh +6),  t,h >0,
0

where L is the local time of X at its minimum.

7.6. Here, we deduce some statements about creeping and hitting points.

(i)  Show that
v(h) o3
im = —
10]To0 02 2’
where o is the Gaussian coefficient of ¥. With the help of the Wiener—
Hopf factorisation, prove that a Lévy process creeps both upwards and
downwards if and only if it has a Gaussian component.
(ii)  Show that a Lévy process of bounded variation with Lévy-Khintchine
representation

w(0) = —i0s +/ (1—e)I(dz), 0€R,
2\ {0}

creeps upwards if § > 0.

(iii) Show that any Lévy process for which 0 is irregular for (0, 00) cannot
creep upwards.

(iv) Show that a spectrally negative Lévy process with no Gaussian com-
ponent cannot creep downwards.

(v)  Use part (i) to show that a symmetric a-stable process with « € (1,2)
cannot creep. Use the integral test (C22) to deduce that this Lévy
process can hit points.

7.7. This exercise concerns an example where an explicit characterisation of
the two-sided exit problem can be obtained. The result is due to

(1979).
Suppose that X is an a-stable process with both positive and negative
jumpﬁand index « € (0,2). From the discussion in Sect.[6.5.3] we know that

7 The case that X or —X is spectrally negative is dealt with later in Exercise B111
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the positivity parameter satisfies p € (0,1) and that both ap and a(1 — p)
are valued in (0,1).

(1)

(i)

(iii)

With the help of the conclusion of Exercise (ii), show that

_ Y
]P)E()(Tl+ S 1+y)_@ap<1_x>a

for x <1, and

for x > 0, where

sinmg (M=a(] 4 ¢)=1dt for u >0
Dy (u) {O for u < 0.

Hint: it will be helpful to prove that

1/(1+6) g—o
/ w1 —u)" @Dy = Z—
0 a

for any 6 > 0.
Let

r(x,y):Px(XTr <l+ynt<7)
and

(o,y)=Pa(X, - 2 —yi7{ >75),
where z € (0,1) and y > 0. Show that the following system of equations
hold:

Y Y
=Pup | — | — Do, | — ) U(x,d
r(z,y) p(l_x> /(o,oo) p(1+z> (z,dz)

and

Y Y
l(fb,y) = Qa(l—p) (5) - /(0 )q)a(l—p) <1-i-—2’) T(Iadz)a

for x € (0,1) and y > 0.
Assuming the above system of equations has a unique solution, show
that
: Y
r(z,y) = s 71-Oép(l — )P ge=p) / 7P (t+1)"0P) (41— )" Nd,
m 0

for x € (0,1) and y > 1. Write down a similar expression for I(z,y).
Now consider the integral
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/ Pt + 1) (41— z) N,
0

where 0 < x < 1. By performing the change of variable (t+1—xz)~! =
(1 — )~ 1w, differentiating the resulting integral in the variable x and
then applying a further change of variable (1/u—1) = (1—2)~ 'z, show
tha

F(OZ) mza(lfp)fl — ap—1 P
M Tt e

for z € (0,1). Write down a similar expression for P, (7, < ;7).

Pr(TfL <7 )=

7.8. Suppose that X is any Lévy process. The following problem is taken from
Kyprianou et all (IZD_ld and gives an identity which allows one to convert
distributional statements about overshoot and undershoot at first passage
into distributional statements about overshoot, undershoot and undershoot
of the last maximum at first passage. Define the following quantities:

L{z:x—ynji, Vz:x—Xij, Oz:XT;—x, x> 0.
Prove that
PUy >u,O0p >w, Ve >0) =P (Opyy >w+u, Vo >0—u).

Hint: A simple sketch will prove to be very useful.

7.9. Suppose that X is a Lévy process with jump measure II and ascending
ladder height H, satisfying E(H;) < oco. Suppose, moreover, that the drift
coefficient of H is written v > 0 and the descending ladder height process
has potential function denoted by U. Show that, for y,z > 0,

ImP(X + —zedy, 2 — X+ —z€dr)

xToo
1

= EB(m) (17 (2)I (2 + dy)dz + 750 (dy)do (dz)) :

in the sense of vague convergence.

7.10. In this exercise, we shall consider the expected occupation measure of
a Lévy process before first entry into (—oo, 0). Related computations can be
found in the proof of Theorem [Z.7l The original result is due to
(1980).

Suppose that X is any Lévy process (other than a compound Poisson
process) and recall that H = {H; : t > 0} denotes the ascending ladder

8 There is a typographic error in Lemma 3 of [Rogozirl M) for the two-sided exit
formula. In the notation of that paper, the roles of ¢ and (1 — ¢g) should be exchanged
and the upper delimiter in the integral should be = and not co.
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height process. Let

0

and define U in the obvious way, with the help of the descending ladder height
process. Appealing to the techniques used in Step 2 of the proof Theorem
[[70 show that, up to a multiplicative constant, for positive, bounded and
measurable f,

E, (/ f(Xt)dt>= /[Om)wdy) /[Oﬁz]U(dZ)f(wjty—z), >0



Chapter 8

Exit Problems for Spectrally Negative
Processes

In this chapter, we consider in more detail the special case of spectrally neg-
ative Lévy processes. As we have already seen in a number of examples from
previous chapters, Lévy processes which have jumps in only one direction
turn out to offer a significant advantage for many calculations. We devote
our time in this chapter, initially, to gathering facts about spectrally nega-
tive processes from earlier chapters, and then to an ensemble of fluctuation
identities which are semi-explicit in terms of a class of functions known as
scale functions, whose properties we shall also explore.

8.1 Basic Properties Reviewed

Let us gather what we have already established in previous chapters together
with other easily derived facts.

The Laplace exponent. Rather than working with the Lévy-Khintchine
characteristic exponent, it is preferable to work with the Laplace ex-
ponent,

P (\) = %log E (M) = 0 (-i)), (8.1)

which is finite at least for all A > 0. The function ¢ : [0,00) = R is
zero at zero and tends to infinity at infinity. Further, it is infinitely
differentiable and strictly convex on (0,00). In particular, ¢'(0+) =
E (X1) € [-00,0). Define the right inverse

P (q) =sup{A > 0:9(A) =q},

for each ¢ > 0. If ¢/(0+) > 0, then A = 0 is the unique solution
to ¥ (A) = 0 on [0,00) and otherwise there are two solutions, with
A =& (0) > 0 the larger of the two. The other is A = 0 (see Fig.B3]).

235
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First passage upwards. The first-passage time above a level z > 0 has been
defined by 7,/ = inf{t > 0 : X; > z}. From Theorem B12 we know
that, for each ¢ > 0,

E(e 7 1,4 _.)) = e 207,

Further, the process {7;” : * > 0} is a subordinator with Laplace
exponent @(q) — P(0), killed at rate (0).

Path variation. Given the triple (a, o, T) as in Theorem [[L6] where, now,
the measure IT is necessarily concentrated on (—oo,0), we may always
write

1
P (A\) = —a\+ 502)\2 —l—/( O)(e” — 1=zl _y))I (dz), (8.2)

for A > 0. When X has bounded variation we may always write

P (\) =0\ — / (1—eM) 1T (dz), (8.3)

(70070)

where necessarily

d=—a —/ xIT(dx)
(7170)

is strictly positive. Hence, a spectrally negative Lévy process of bounded
variation must always take the form of a strictly positive drift minus
a pure jump subordinator. Note that, if § < 0, then we would see the
Laplace exponent of a decreasing subordinator, which is excluded from
the definition of a spectrally negative Lévy process.

Regularity. From Theorem (i) and (ii) one sees immediately that 0 is
regular for (0,00) for X, irrespective of path variation. Further, by
considering the process —X, we can see from the same theorem that 0
is regular for (—oo, 0) for X if and only if X has unbounded variation.
Said another way, 0 is regular for both (0,00) and (—o0,0) if and only
if it has unbounded variation.

Creeping. We know from Corollary B.13] and the fact that there are no
positive jumps that

P(X,+ = x|t < o00)=1.

Hence spectrally negative Lévy processes necessarily creep upwards. It
was shown, however, in Exercise [.6] that they creep downwards if and
only if o > 0.

Wiener—Hopf factorisation. In Chap.[Gl we identified, up to a multiplicative
constant,
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~ a—v(B)
K(a, ) =P () + B and k(o, ) = ———=,
(0. 6) = & () (@.8) = g7
for o, 8 > 0. Appropriate choices of local time at the maximum and
minimum allow the multiplicative constants to be taken as equal to
unity. From Theorem [6.15] (ii) this leads to

5%, _ _P0) (X~ P P06
E(e) =337 E) = sh—v ©Y

where e, is an independent and exponentially distributed random vari-
able with parameter p > 0. The first of these two expressions shows
that Yep is exponentially distributed with parameter @ (p). Note that,
when p = 0 in the last statement, we employ our usual convention that
an exponential variable with parameter zero is infinite with probability
one.

Drifting and oscillating. From Theorem or Exercise [[3] we have the
following asymptotic behaviour for X. The process drifts to infinity if
and only if ¢’(04) > 0, oscillates if and only if ¢'(0+) = 0 and drifts
to minus infinity if and only if ¢'(0+) < 0.

Exponential change of measure. From Exercise[[LH, we know that, for each
c>0,
{ecXe=v(At . > 0}

is a martingale. For each ¢ > 0, define the change of measure

dpe

_ CXt—’LZJ(C)t (8 5)
e . .
dP 7

When X is a Brownian motion this is the same change of measure
that appears in the most elementary form of the Cameron—Martin—
Girsanov Theorem. In that case, we know that the effect of the change
of measure makes (X,P°) equal in law to a Brownian motion with
drift ¢. In Sect.B3] we showed that, if (X,P) is a spectrally negative
Lévy process, then (X,P¢) is also a spectrally negative Lévy process.
Moreover, we showed that its Laplace exponent, 1. (\), is given by

Ye(A) =9 (A+0c) =1 (c)

= (azc —a —|—/ x(e® — 1)1(z>1)H(dx)> A
(—O0,0)

1
+§U2)\2 —l—/( 0)(e’\w — 1= Azlys_q))eII(dx), (8.6)

for A > —c.
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When we set ¢ = @ (p) for p > 0 we discover that g, () =
¥ (A + @ (p))—p, and hence g, (0) =" (@ (p)) = 0 on account of the

strict convexity of 1. In particular, (X, P?®)) always drifts to infinity
for p > 0. Roughly speaking, the effect of the change of measure has
been to change the characteristics of X to those of a spectrally nega-
tive Lévy process with the same Gaussian coefficient, an exponentially
tilted Lévy measure and an adjusted linear drift. Note also that (X, P)
is of bounded variation if and only if (X, [P¢) is of bounded variation.
This statement is clear when o > 0. When o = 0 it is justified by not-
ing that [, ; [z[/I(dz) < oo if and only if [, o |z[e“"II(dz) < oo.
In the case that X is of bounded variation and we write the Laplace
exponent in the form (B3]), we also see from the second equality of

B3] that
Ve(N) = 6N — / (1 —e e [I(dz), > —c.
(_OO)O)

Hence, under P¢, the process retains the same drift and only the Lévy
measure is exponentially tilted.

8.2 The One-Sided and Two-Sided Exit Problems

In this section, we shall develop semi-explicit identities concerning exiting
from a half-line and a strip. Recall that P,, and E,. are shorthand for P(-| Xy =
x) and E(-| Xy = z), respectively, and for the special case that x = 0, we
keep with our old notation, so that Py = P and Eg = E, unless we wish to
emphasise the fact that Xy = 0. Recall also that

mF=inf{t>0: X, >z} and 7, =inf{t >0: X, <z}, (8.7)
for all x € R. The main results of this section are the following.

Theorem 8.1 (One- and two-sided exit formulae). There ezist a family
of functions W@ : R — [0, 00) and

ZWD(z) =1+ q/ W (y)dy, forzeR,
0
defined for each q > 0, such that the following hold (for short we shall write

WO =w).

(i) For any q > 0, we have W@ (z) = 0 for x < 0 and W9 is char-
acterised on [0,00) as a strictly increasing and continuous function
whose Laplace transform satisfies
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o 1
—Bzyy7(9) -
e W\ (x)de = ———— for B> D(q). 8.8
/ (WMo = s for B> (0). (88)
(ii)  For any x € R and g > 0,
—arg q, — 7@ () - L _w@
E, (e 1. <OO)) 29@) = W@, ®9)
where we understand q/P (q) in the limiting sense for ¢ = 0, so that
_ 1=y (0+)W () if ' (0+) >0
Pu(m5 < o0) = {1 if /(04) < 0 ° (8.10)
(i1i)  For any x < a and q > 0,
W@ (z)
—aqr 2\
Ba (e l(fo’>fa*)) W@(a)’ (8.11)
and
_ W@ (z)
—qr — 7 _ 7@
E, (e 3 1(70,@)) 29@) = 2@y (8.12)

Note that (BI0) should agree with the Pollaczek—Khintchine formula
(CI5) when X is taken as the Cramér-Lundberg risk process discussed in
Chap. [[I Exercise handles the details.

The name “scale function” for W was first used by Bertoin (@) to
reflect the analogous role it plays in (8I1) to scale functions for diffusions.
In keeping with existing literature, we will refer to the functions W (@ and
Z(@ as the g-scale functions[]

Identity (8.9) appears in the form of its Fourier transform i 1n Emery (1973)

and, for the case that II is finite and o = 0, in [Korol Ident1ty
first appeared for the case ¢ = 0 in followed by
) and then, with a short proof, 1n The case

is found in Korolyuk (1975a) for the case that IT is finite and o=0, 1n

) for the case of a purely asymmetric stable process and again for a
general spectrally negative Lévy process in (1997H) (who referred to
a method used for the case ¢ =0 in )). See also
for further remarks on this identity. Finally was proved for the case

that IT is finite and o = 0 by [Korolyuk (1974, 19754); see Bertoin (1997h)

for the general case.

Proof (of Theorem[81] (811])). We prove [B.IT]) for the case that 1'(0+) > 0
and ¢ = 0, then for the case that ¢ > 0 (with no restriction on ’(0+)).
Finally the case that ¢’'(0+) < 0 and ¢ = 0 is handled by passing to the limit
as ¢ tends to zero.

1 One may also argue that the terminology “scale function” is inappropriate as the
mentioned analogy breaks down in a number of other respects.
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Assume that ¢’ (04) > 0 so that —X __ is P-almost surely finite. Now define
the non-decreasing function

A simple argument using the law of total probability and the strong Markov
property now yields for z € [0, a)

Pe(X, >0) =E, (Pm(zw > OIFT;))

= Ez (1(7j<TJ)Pa(XOO > O)) + Ez (1(T$>T(;)]P)XTO— (ioo > O))
=Pa(X oo 2 0)Po(r) < 75).

To justify that the second term in the second equality disappears, note the
following. If X has no Gaussian component, then it cannot creep downwards,
implying that XT[; < 0, and then we use that P, (X > 0) =0forz < 0. If X
has a Gaussian component, then XT[; < 0 and we need to additionally know
that P(X . > 0) = 0. However, since 0 is regular for (—oo,0) and (0, c0), it
follows that X _ < 0 P-almost surely, which is the same as P(X . > 0) = 0.
We now have W (x)
x
PI(T:<TJ):W—((L), iZ?ZOa
which proves [BII)) for the case ¢’'(04+) > 0 and ¢ = 0. It is trivial, but
nonetheless useful for later, to note that the same equality holds even when
x < 0 since both sides are equal to zero there.
Now assume that ¢ > 0 or that ¢ = 0 and ¥’ (04) < 0. In these cases, by the
convexity of 1, we know that @ (¢) > 0 and hence ¥j ) (0) = ¢’ (®(q)) >0

(again by convexity), which implies that under P?(@), the process X drifts to
infinity. For (X, P?(9)), we have already established the existence of a 0-scale

function We (g (x) = pE@ (X, > 0), which fulfils the relation

(8.13)

Wa (g (7)
PO (7 < 75) = (8.14)
0 W@(q) (a)

However, by definition of P?(9), we also have that

_ D(q)(X_4—a)—qr
Pf(q) (7—: <Ty ) =Eqy(e B ! 1(T¢1+<T(;))

a—z —qr}
= @0 (¢~ 97 1(TJ<TJ))' (8.15)
Combining (8I4) and (8I5) gives

Wa(o) () W(q)(x)
E, (e=97 1 ) & o P(@)(a—a) @\ 1
(7 At ) = ¢ Wag@ ~ W@ 10
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where W@ (z) = eds(q)mWﬂq) (). Clearly W@ is identically zero on (—o0,0)
and non-decreasing.

Consider now the final case that ¢'(0+) = 0 and ¢ = 0. Since the limit
as ¢ J 0 on the left-hand side of (BI6]) exists, the same is true of the right-
hand side. By choosing an arbitrary b > a, we can thus define, W(x) =
limg o W@ (2)/W @ (b) for each 2 < a. Consequently,

- W@ ()
W(z) = lqlﬁ} W@ (b)
. o w (@ (a)
= ()
=P.(1] < 7, )W (a). (8.17)

Again it is clear that T is identically zero on (—oo,0) and non-decreasing.
It is important to note for the remaining parts of the proof that the def-

inition of W@ we have given above may be taken up to any multiplicative

constant without affecting the validity of the arguments O

Proof (of Theorem [81] (i)). Suppose again that X is assumed to drift to
infinity so that ¢’(0+) > 0. First consider the case that ¢ = 0. Recalling that
the definition of W in (8II)) may be taken up to a multiplicative constant,

let us work with 1
1% =——P.(X_ >0). 8.18
('r) ’(/JI(O ) (—()() — ) ( )

We may take limits in the second Wiener—Hopf factor given in (84 to deduce
that
B

E (eﬁioo) = 1/)/(0+)m

for f > 0. Integrating by parts, we also see that
E (ef%=) = / e PP (—X € dx)
[0,00)
=P(-X_=0) +/ e PTdP(-X € (0,2])
(0,00)
— / P(—X__=0)8e " dz +ﬁ/ e PP (-X € (0,2]) da
0 0
= ﬁ/ e PP (-X < z)dz
0
= g/ e PP, (X o > 0)da,
0

and hence

2 This also justifies the terminology “scale function”.
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—Bz -
/0 e 7PW(x) dx e (8.19)
for all > 0 = &(0).

Now for the case that ¢ > 0 or that ¢ = 0 and ¢'(0+) < 0. Take, as before,
W (z) = eé(q)””W@(q) (z). As remarked earlier, X under P?(@ drifts to in-
finity, and hence, using the conclusion from the previous paragraph together
with ([B6]), we have

/ =BT @ (2)dz = / B2, () de
0

0
B 1
" ta(g) (B—2(q))
1
T

provided 3—& (¢) > 0. Since W(9) is an increasing function, we work with the
measure W (9 (dz) on [0,00), associated with the distribution W@ (a,b] :=
W@ (b)) — W@(a) for —oco < a < b < oo. Integration by parts gives a
characterisation of the measure W@,

/ e Fr WD (dz) = w(0) + / e Fe AW @ (0, ]
[0,00) (0,00)

= / B e Prw@ (O)d3:—|—/ B e P W0, z)dx
0 0

__B (8.20)

Y (B) —q

for 8 > @ (q).

For the case that ¢ = 0 and ¢’(0+) = 0 one may appeal to the Ex-
tended Continuity Theorem for Laplace Transforms (see [Felled (@), The-
orem XIII.1.2a) to deduce that, since

| I S
M )0 ) = e e e T By

there exists a measure W* such that, in the sense of vague convergence,
W* (dx) = limgo W@ (dz) and

o BT (de) = P

Clearly W*(z) := W*[0, ] is a multiple of W given in [8I7), so we may
define W = W*. Integration by parts now shows that (8I9) holds again.
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Next, we turn to continuity and strict monotonicity of W (9. The argument
is taken from (I@%”E) Recall that {(¢t,e;) : t > 0 and ¢ # 0} is
the Poisson point process of excursions on [0, 00) x &, with intensity d¢ x dn,
decomposing the path of X. Write € for the height of each excursion € € &;
see Definition [G.13] For spectrally negative Lévy processes, we work with the
definition of local time L = X. Hence, for 0 < = < a, L+ = Y# =a—x.
Therefore it holds that o o

(X + >-op={Vt<a-zande¢ #0,& <t+ux}.

It follows with the help of (8I3) that

P
=PVt <a—xand e # 9,6 < t+ 1)
P(N(A) =0), (8.21)

where N is the Poisson random measure associated with the process of
excursions and A = {(t,e;) : t < a —zand € > t + x}. Since N(A) is
Poisson distributed with parameter [14 n(de)dt = [ “n(e >t +x)dt =
[ n (€ > t)dt, we have that

xg — exp {_ /:n (€> 1) dt} . (8.22)

Since a may be chosen arbitrarily large, continuity and strict monotonicity
follow from ([822)). Continuity of W also guarantees that it is uniquely defined
via its Laplace transform on [0, c0). From the definition

W () = eqj(q)qu;(q) (x), (8.23)

the properties of continuity, uniqueness and strict monotonicity carry over to
the case ¢ > 0. (]

Proof (of Theorem[81 (ii)). Using the Laplace transform of W@ (z) (given
in (B8])), as well as the Laplace—Stieltjes transform (R20), we can interpret
the second Wiener—Hopf factor in ([84) as saying that, for 2 > 0,

P(-X,, €dz) = WW(Q) (dz) — W'D (z)dz, (8.24)

and hence, for x > 0,
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= 79D (g) — WD (x). (8.25)

Note that since Z(@(z) = 1 and W@ (z) = 0 for all + € (—o0,0), the
statement is valid for all x € R. The proof is now complete for the case that
q>0.

Finally, we have that limg o ¢/® (¢) = limg o ¥(®(q))/P(q). If ' (0+) > 0.
i.e. the process drifts to infinity or oscillates, then @(0) = 0 and the limit is
equal to ¢’ (0+). Otherwise, when @(0) > 0, the aforementioned limit is zero.
The proof is thus completed by taking the limit in ¢ in (83). O

Proof (of Theorem[81l (812)). Fix g > 0. We have for 2 > 0,
E, (e—qT(; 1(7{<~ri)) = Em(e_qn; 1(7'(; <oo)) —E; (e—qnf 1(T¢1+<T(;))'

Applying the strong Markov property at 7~ and using the fact that X creeps
upwards, we also have that

+

E, (e—qT(; 1(TJ<TJ)) =E, (e_qTa 1 )Ea (e_q‘r(; 1

(Ta+<7'[;) (o <oo))

Appealing to ([83) and ([BII]) we now have that

)= Z@D(z) — %W(Q) ()

w (2 (z) . .
W@ (a) <Z( @)~ g )(“>> ’

E,(e 70 1

(o <rd

and the required result follows in the case that ¢ > 0. The case that ¢ = 0 is
again dealt with by taking limits as ¢ | 0. 0

8.3 The Scale Functions W@ and Z@

Let us explore a little further the analytical properties of the functions (%)
and Z(@. As an abuse of notation, let us write W(® € C''(0,00) to mean the
restriction of W@ to (0,00) belongs to C(0, 00).
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Lemma 8.2. For all ¢ > 0, the function W 9 has left and right derivatives
n (0,00), which agree if and only if the measure n(e € dx) has no atoms. In

that case, W@ € C(0, 00).

Proof. Since W@ (z) := eé(q)””WQ(q) (x), it suffices to prove the result for
q = 0. However, in this case, we identified in equation (822]),

W) = W(a) exp {_ /x n(@ > t)dt} ,

for any arbitrary a > z. It follows then that the left and right first derivatives
exist and are given by

W' (x) =n(e>z)W(x) and W/ (z) = n(e > z)W(x). (8.26)

Since W is continuous, W’ exists if and only if n(e € dx) has no atoms as
claimed. In that case it is clear that it also belongs to the class C'*(0, 00). O

Although the proof is a little technical, it can be shown that n(€ € dz) has
no atoms if X is a process of unbounded variation. If X has bounded variation
then it is very easy to construct an example where n(é € dz) has at least
one atom. Consider for example the case of a compound Poisson process with
positive drift and negative jumps whose distribution has an atom at unity.
An excursion may therefore begin with a jump of size one. Since thereafter
the process may fail to jump again before reaching its previous maximum,
we see the excursion measure of heights must have at least an atom at 1, i.e.
n(eé =1) > 0. In fact, it can be shown in the case of bounded variation paths
that n(€ € dz) has no atoms if and only if the Lévy measure I is atomless.
See Exercise 841

Next, we look at how W@ and Z(@ extend analytically in the parameter
q. This will turn out to be important in some of the exercises at the end of
this chapter. The following result is found in (19971).

Lemma 8.3. For each = > 0, the function q — W 9 (x) may be analytically
extended in q to C.

Proof. For a fixed choice of ¢ > 0 and 8 > @(q) (so that 0 < ¢/ (8) < 1),

Ooe—,@w @D (2)dr = 1
/0 W@ = =

1 1
(ﬁ)l—q/w( )
gﬁ > g o (8.27)

k>0 ﬂ

(G
"
T

Next, we claim that



246 8 Exit Problems for Spectrally Negative Processes

Z qu*(kJrl) (:Z?)

k>0

converges for each 2 > 0 where W**+1) is the (k + 1)-th convolution of W
with itself. This is easily deduced once one has the estimate
ok

W () < W ()"t (8.28)

for kK > 0 and = > 0, which itself can easily be proved by induction. In-
deed, [B28) holds trivially for £ = 0 and if [828) holds for k& > 0, then by
monotonicity of W,

T k—1
W (@) < [ W () W (o) dy

o (k=1
1 k+l/m k-1

<

< (k_l)!W(:v) v dy
k

_z k41

Returning to ([827), we may now apply Fubini’s Theorem (justified by the
assumption that 8 > @(q)) and deduce that

- =B (@) ()dr = kil
e =3

= qu/ e PP (1) da
0

k>0

= / e P Z WD (1) d.
0

k>0
Thanks to continuity of W and W (9, we have that

W@ (z) =" gFwE) (z). (8.29)
k>0

Now noting that Ekzo "W 41 (z) converges for all ¢ € C, we may extend
the definition of W(9 for each fixed z > 0 by the equality given in (&29). O

Suppose that, for each ¢ > 0, we call Wc(q) the function fulfilling the
definitions given in Theorem [BJ] but with respect to the measure P¢. The

previous lemma allows us to establish the following relationship for WC(Q)
with different values of ¢ and c.

Lemma 8.4. For any q € C and ¢ € R such that ¥(c) < oo, we have

WD () = e@W =¥ () (8.30)
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for all x > 0.

Proof. For a given ¢ € R such that ¢(¢) < oo, the identity (830) holds for
g > 0 and ¢ — ¢¥(c) > 0 on account of both left- and right-hand sides being
continuous functions with the same Laplace transform. By Lemma 8.3 both
left- and right-hand sides of ([830) are analytic in ¢ for each fixed z > 0. The
Identity Theorem for analytic functions thus implies that they are equal for
all g € C. (]

Unfortunately, a convenient relation such as (830) cannot be given for
Z(@ Nonetheless, we do have the following obvious corollary.

Corollary 8.5. For each x > 0 the function q — Z@ (x) may be analytically
extended to q € C.

The final lemma of this section shows that a discontinuity of W9 at zero
may occur even when W (@ belongs to C(0, c0).

Lemma 8.6. For all ¢ > 0, W(9(0) = 0 if and only if X has unbounded
variation. Otherwise, when X has bounded variation, it is equal to 1/0, where
0 > 0 is the drift.

Proof. Recall the second identity in (84]). Note that for all ¢ > 0,

W@ (0) = lim / B e P*W D (z)da
Broo 0

Broo P (B) — q
B—2(q)

= lim —————=

proo 1 (B) —q
= @ lim E (eﬂéeq)

q Fteo

?(q)
= T]P’(K e, = 0).
Now recall that P(X, = 0) > 0 if and only if 0 is irregular for (—o0,0),
which was shown earlier to be equivalent to the case that X has paths of
bounded variation. The above calculation also shows that
: B . B
W@ (0) = lim = lim ,
O =B yE =~ ML T@
which in turn is equal to 1/6 by Exercise 2111
To deal with the case that ¢ = 0, note from (829) that for any p > 0,
W ®(0) = W(0). O
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Returning to ([8ITl), we see that the conclusion of the previous lemma
indicates that, precisely when X has bounded variation,
w(0)

Po(r <15) = W(a) > 0. (8.31)

Note that the stopping time 7, is defined by strict first passage. Hence when
X has the property that 0 is irregular for (—oo, 0), it takes an almost surely
positive amount of time to exit the half-line [0, c0). Since the aforementioned
irregularity is equivalent to bounded variation for this class of Lévy processes,
we see that ([831)) intuitively makes sense.

8.4 Potential Measures

In this section, we give an example of how scale functions may be used to
describe potential measures associated with the one- and two-sided exit prob-
lems. This gives the opportunity to study the overshoot distributions at first
passage below a level. Many of the calculations in this section concerning
potential measures are reproduced from Bertoin (@)

To introduce the idea of potential measures and their relevance in this
context, fix a > 0 and suppose that

T=T1r ATy
A computation in the spirit of Theorem [5.6]and Lemma[5.8] with the help of
the Compensation Formula (Theorem [4)), gives, for z € [0, a], A any Borel
set in [0,a) and B any Borel set in (—o0,0),

P.(X, € B,X,_ € A)

_E, ( [ R T T dy))
[0,00) /(=00,0)
=E, </000 1gary (B — Xt)l(XteA)dt)
= /AH(B —y)U(a,z,dy), (8.32)
where N is the Poisson random measure associated with the jumps of X and
U(a,z,dy) = /000 P.(X, € dy, T > t)dt.

The above is called the potential measure of X killed on exiting [0, a] when
issued from z. It is also known as the resolvent measure. More generally, we
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can work with the g-potential measure, where
U9 (a,z,dy) = / e 1P, (X, € dy, T > t)dt,
0

for ¢ > 0, with the agreement that U(®) = U. If, for each = € [0, a], a density
of U9 (a, z,dy) exists with respect to Lebesgue measure, then we call it the
potential density and denote it by u(? (a,z,y) (with u(®) = u). It turns out
that, for a spectrally negative process, not only does a potential density exist,
but also we can write it in semi-explicit terms. This is the subject of the next
theorem, which is due to (1976) and later (19974). Note,
in the statement of the result, it is implicitly understood that W@ (2) is
identically zero for z < 0.

Theorem 8.7. Suppose, for ¢ > 0, that U9 (a,z,dy) is the q-potential
measure of a spectrally negative Lévy process killed on exiting [0, a] where
x,y € [0,a]. Then it has a density u'? (a,z,y) given by

WO @)W (0 y)

@ — WD (z—y). (8.33)

u'?(a,z,y) =

Proof. We start by noting that for all z,y > 0 and ¢ > 0,
o 1
R (z,dy) ::/ e Py(Xy € dy, 75 > t)dt = —Py(Xe, € dy, X, > 0),
0 q

where e, is an independent, exponentially distributed random variable with
parameter ¢ > 0. Recall, one may think of R(? as the g-potential measure of
the process X when killed on exiting [0, co).

Appealing to the Wiener-Hopf factorisation, specifically that Xe, — X
is independent of X, , we have that

€q

1
R (z,dy) = -P((Xe, — X, )+ X, €dy—=z,-X, <)
q q q q

1
= a/ P(-X,, € d2)P(Xe, — X, €dy —z +2).
[x—y,x]

By duality, Xe, — X e, 18 equal in distribution to X, ,» which itself is exponen-

tially distributed with parameter ®(¢). In addition, the law of —X e, has been

identified in (824). We may therefore develop the expression for R? (z,dy)
as follows:

R@ (z,dy) = {/ (%W(q) (dz) — W(q)(z)dz> q’)(q)e@(q)(’ym+z)} dy.
[x—y,z] (q)
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This shows that there exists a density, (%) (z,y), for the measure R(? (z, dy).
Now applying integration by parts to the integral in the last equality, we have
that
r(@ (z,y) = e~ Py (@) (z) — WD (x — ).
Finally, we may use the above established facts to compute the potential

density u(9) as follows. First note that, with the help of the strong Markov
property,

qU'D(a,2,dy) = Pr(Xe, € dy, X, >0, X, <a)
=Py(Xe, €dy, X, >0)
~Py(Xe, € dy, X,, > 0,Xe, > a)
=Py(Xe, €dy, X, >0)
—Po(X; =a,7< eq)]P)a(Xeq S dy,ieq >0).

The first and third of the three probabilities on the right-hand side above
have been computed in the previous paragraph, the second probability is

equal to

(q)
E. (e*‘”a+ 1 W (x)

TJ<TJ)) W(q) (a) :
In conclusion, we have that U9 (a,z,dy) has a density

w (@ ()

D (z,y) — WT)(@)T D(a,y),

which, after a short amount of algebra, can be shown to be equal to the
right-hand side of (833).

To complete the proof when ¢ = 0, one may take limits in (833), not-
ing that the right-hand side is analytic and hence continuous in ¢ for fixed
values x, a,y. The right-hand side of ([833]) tends to u(a,x,y) by monotone
convergence of U@ as ¢ | 0. 0

The above proof contains the following corollary.

Corollary 8.8. For q > 0, the g-potential measure of a spectrally negative
Lévy process killed on exiting [0,00) has density given by

D (z,y) = e 2DV D () - WD (2 —y),
for x,y > 0.

Define further the g-potential measure of X without killing by

0 (z,dy) = / e P, (X, € dy)dt,
0
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for 2,y € R. Note, by spatial homogeneity, we have that O (z,dy) =
09 (0,dy — z). If O (x,dy) has a density, then we may always write it
in the form A9 (y — z) for some function #(9). The following corollary was
established in Bingham (1975).

Corollary 8.9. For ¢ > 0, the g-potential density of a spectrally negative
Lévy process is given by

0D (2) = &' (q)e~ @7 — WD (),
for all z € R.

Proof. The result is obtained from Corollary by considering the effect
of moving the killing barrier to an arbitrary large distance from the initial
point. Formally, with the help of spatial homogeneity,

o(D) (z) = HTm (@) (2,24 z) = lim o= (@) (@ +2) 7 (a) () — W(‘Z)(—z).

zToo

Note, however, that, from the proof of Theorem B (iii), we identified
W@ (z) = e?@* Wy, (x) where

1

> —0x
e "W, z)dr = ——.
/0 (p(q)( ) 1/’@(11)(9)

It follows that
6‘(‘1) (Z) = eigb(q)zWQ(q) (OO) — W(q)(—Z)

Note that (X, P?(?) drifts to infinity and hence W, (c0) < co. Since Wy,
is a continuous function on (0, c0), we have that

o 0 1
W. 00) = lim/ Rl s z)dx = lim = .
e 70 0 = U G @)~ Uy (09)

As ¢¥(P(q)) = q, differentiation of this equality implies that the right-hand
side above is equal to @'(q) and the proof is complete. O

To conclude this section, let us now return to (832). Recall that 7 =
77 A7, . The above results now show that for z € (—o0,0) and y € (0, a,

P. (X, € dz, X, € dy)

o [W@W(a—y) - W@ W —y)
=11 ”{ Wia) }dy'

(8.34)

Similarly, in the limiting case when a tends to infinity,
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PI(XT(; € dz,XTOff € dy)

=[(dz—vy) {e_qj(o)yW(x) - Wiz — y)} dy. (8.35)

8.5 Identities for Reflected Processes

In this final section, we give further support to the idea that the functions
W@ and Z@ play a central role in many fluctuation identities concerning
spectrally negative Lévy processes. We give a brief account of their appear-
ance in a number of identities for spectrally negative Lévy processes reflected
at either their supremum or their infimum.

We begin by reiterating what we mean by a Lévy process reflected at its
supremum or reflected at its infimum. Fix = > 0. Then the process

T

?t = (I\/Yt)—Xt,tZO

is called the process reflected at its supremum (with initial value z) and the
process
Yii=Xo = (XA (-2)), 620

is called the process reflected at its infimum (with inital value z).
For such processes, we may consider the exit times

72 =inf{t >0:Y; >a}and o® =inf{t >0:Y* >a}
for levels a > 0. In the spirit of Theorem Bl we have the following result.

Theorem 8.10. Let X be a spectrally negative Lévy process with Lévy mea-
sure I. Fix a > 0. We have,

(i)  forx €0,a] and 6 € R such that (0) < co,

E(e—qag—evgg )=ete <Z§p)(a _ :v)—We(p) (a— x)pWe(P) (a) + Hzgp) (a)>

WP (@) + 6WP (a)

where p = q—1(0) and We(q)/(a) is understood to be the right derivative

of We(q) at a. Further,
(i)  for x €10,al,
9. = — 2
E(e ) 7@ (a)
Part (i) was proved] in [Avram et all (2004) and part (ii) in [Pistoriug (2004).

Their proofs turn out to be quite complicated, requiring the need for a theory

3 See also the note at the end of this chapter.
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which is slightly beyond the scope of this text, namely, It6’s excursion theory.
Dgng,yI dm, |20_O_ﬂ) gives another proof of the above theorem, again based
on excursion theory. Part (ii) for processes of bounded variation is proved in
Exercise

It turns out that it is also possible to say something about the g-potential
measures of Y and Y with killing at first passage over a specified level
a > 0. These potentials are defined, respectively, by

U(q) (au xz, dy) = / e_qt]P)(th S dy,Eﬁ > t)dt,
0
for z,y € [0,al], and
U0 dy) = [ e BT €yt >
0

for z,y € [0, a]. The following results are due to [Pistoriud (2004). Alternative
proofs are also given in [Doney (IZDDE, IZDD_ﬂ) Once again, we offer no proofs
here on account of their difficulty.

Theorem 8.11. Fiz a > 0 and g > 0.
(i)  Forxy€0,qa],

+(a) g 9(0)
U (a,z,dy) = (W( )(a )W(‘Z)’( )) do(dy)
(q)
+ (W(Q) (a— )g(q)lggg W@ (y — ;v)) dy.

(ii)  For z,y € [0,d], the measure U'D (a,x,dy) has a density given by

7(a) ()
7(a) (a)

u(® (a,z,y) = W@ (a—1v) —w@ (z —v).

As in Theorem BI0, we take W (9’ to mean the right derivative. Note in
particular that when the underlying Lévy process is of unbounded variation,
the g-potential for Y killed on first passage above a is absolutely continuous
with respect to Lebesgue measure and otherwise it has an atom at zero. A
little thought reveals that the atom in the bounded variation case appears as

a consequence of the accumulation of Lebesgue measure at the maximum of
X; see Theorem [6.71

On a final note, we emphasise that there exists an additional body of
literature, written in Russian and Ukranian by members of the Kiev school of
probability, which considers the type of boundary problems described above
for spectrally one-sided Lévy processes using a so-called “potential method”,
developed in [KorolyuK (1974). For example, Theorem (i) can be found
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for the case that /7 has finite total mass and o = 0 in[Korolyuk (19 JE and
Bratiychuk and Gusak (1991). The reader is also referred to [Korolyuk et al

(1976) and [Korolyuk and Borovskich (1981) and references therein[]

Exercises

8.1. Suppose that X is a spectrally negative Lévy process with Laplace ex-
ponent ¢ such that ¢'(0+) < 0. Show that, for ¢ > 0 and any A in F,

lim P(A|r} < o0) =PFO)(4),

where, as usual, @ is the right inverse of .

8.2. Suppose that X is a spectrally negative stable process with index a €
(1,2) and assume, without loss of generality, that its Laplace exponent is
given by ¥(0) = 0%, for 0 > 0 (cf. Exercise B1).

(i)  Show that, for ¢ > 0 and 3 > ¢'/*,

/ e—BwW(q) (JJ)CL’E _ 1 ) _ Z qn—lﬁ—an—17
0

where W@ (z) = [; WD (y)dy.
(ii)  Conclude that, for z > 0

7() (z) = QHL_
nzzo I'(an+1)

Note that the right-hand side above is also equal to E, 1(gz®) where
Eq,1(+) is the Mittag-Leffler function defined in (&.30)).
(iii) Deduce that, for ¢ > 0,

W (x) = az®'Ef, 4 (qz%),

for z > 0.
(iv)  Show that, for standard Brownian motion,

W@ () = \/gsinh(\/Q—qx) and Z9(z) = cosh(~/2qz),

for x > 0 and ¢ > 0.

4 T am grateful to Professors V.S. Korolyuk and M.S. Bratiychuk for bringing this
literature to my attention.
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(v)  Suppose now that X is a tempered stable spectrally negative Lévy
process, with Laplace exponent given by ¥(6) = (6 4+ ¢)* — ¢*, where
¢>0and « € (1,2). Show that, for ¢ > 0,

W@ (x) = efcxaaro‘flE;)l((q + cY)a®).

8.3. Suppose that X is a spectrally negative Lévy process of bounded vari-
ation such that limyyoo X = oco. For convenience, write X; = §t — S; where
S = {S¢:t >0} is a subordinator with jump measure 7" and no drift.

(i)  Show that, necessarily, 6" [ (y, c0)dy < 1.
(ii)  Show that the scale function, W, satisfies

1
—Bx _
e PPW (dx) = ~
/[O,oo) 6 — fo e_'@yr(ya oo)dy

and deduce that

W(dzx) = % Z v (da),

n>0

where v(dx) = §17 (2, 0c0)dz and, as usual, we understand v*°(dz) =
do(dx).

(iii)  Suppose that S is a compound Poisson process with rate A > 0 and
jump distribution which is exponential, with parameter p > 0. Show
that

1 A -1
—— P T IV E
W (z) 5(1—1-5#_/\(1 e )),

for z > 0.

8.4. It is known that, when X has paths of bounded variation, and accord-
ingly its Laplace exponent is written in the form ([83]), the excursion measure,

n, satisfies
1
n(e>a)= / T(d2)P_o (77, < 1), (8.36)
(70010)

for a > 0. See for example formula (20) of Pistorius (2004).
(i)  Use (B36) to show that

n(E>a)=%H(—oo,—a)+% )H(dx) (1—7

[—a,0

(ii)  Deduce that
€E=a)= E—W(O) —a
e =) = 3ot T{-a)

and hence conclude that W € C(0, 00) if and only if IT has no atoms.



256 8 Exit Problems for Spectrally Negative Processes

(iii) Use part (ii), together with 23), to show further that W ¢
C1(0,0), for all ¢ > 0, if and only if IT has no atoms.

8.5. Let X be any spectrally negative Lévy process with Laplace exponent
.
(i)  Use BI2) and 1) to establish that, for each ¢ > 0,

7(a) (z) q

lim ——— = 1
oo WO (z) — B(q)’

where the right-hand side is understood in the limiting sense when
q = 0. In addition, show that

lim 7W(‘Z)(a —2) = 2@z,
atoo W(Q) (a)

(ii)  Taking account of a possible atom at the origin, write down the Laplace
transform of W@ (dz) on [0, 00) and show that, if X has unbounded
variation, then W(9'(0+) = 2/0?, where o is the Gaussian coefficient
in the Lévy-It6 decomposition and it is understood that 1/0 = co. If,
however, X has bounded variation, then the right derivative of W9
at zero (with an abuse of notation, also written here as W(9’(04)),
satisfies

II(—00,0) +q
02 ’

where § is the drift coefficient and it is understood that the right-hand

side is infinite if IT(—o0,0) =oc.

W(a)/(0+) —

8.6. Suppose that X is a spectrally negative Lévy process. Using the results
of Chap. [ show, with the help of the Wiener—Hopf factorisation and scale
functions, that

2
P(X, =a,7, <o0)= - [W(-a) - HOW(-2))
for all z < 0. As usual, W is the scale function, @ is the inverse of the Laplace

exponent, ¥, of X and o is the Gaussian coefflicient.

8.7. This exercise deals with first hitting of points below zero of spectrally
negative Lévy processes, following the work of (IM) For each x > 0,
define

T(—z) =inf{t > 0: X, = —z},

where X is a spectrally negative Lévy process with Laplace exponent v and
right inverse @.

(i)  Show that, for all ¢ > 0 and ¢ > 0,

De(q) = P(q+9Y(c) —c.
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(ii)  Show, for x > 0, ¢ > 0 and p > ¥ (c) V 0, that

— T:z-'rCX _ +x
E(e P ( - )

N (2) __ 4 (@)
1(T:z<oo)) =€ (Zcq (JJ) @C(q) ch (JJ)) )
where ¢ = p — 1(c). Use analytic extension to justify that the above
identity is in fact valid for all x > 0,¢ > 0 and p > 0.
(ii) By noting that T'(—z) > 7_,, condition on F_- to deduce that, for
pyu =0,
E(e PTCm =T D71 1 L4y <o)
—p7_ +P(ptu)(X_— +z)
=E(e — (zj<oo))'
(iv) By taking a limit as u | 0 in part (iii) and making use of the identity
in part (ii), deduce that

E(e 11 ayoe)) = €207 = 0 (@)W (2)
and hence by taking limits again as x | 0,

1 . c .
—pT(0) _ J1=4"(@(p))5 if X has bounded variation
E (e 1(T(0)<°°)) { 1 if X has unbounded variation,

where 0 is the drift term in the Laplace exponent in the case that X
has bounded variation paths.

8.8. Again relying on m (M), we shall make the following application
of part (iii) of the previous exercise. Suppose that B = {B; : t > 0} is a
Brownian motion. Denote

U:inf{t>OZBt:§t:t}.

(i)  Suppose that X is a descending stable-3 subordinator with upward
unit drift. Show that

P(o < o0) = P(T(0) < o0),

where T'(0) is defined in Exercise B

(i)  Deduce from part (i) that P(c < oo) = 3.

8.9. This exercise is based on the results of (Chiu_and Yin (2005) and Baurdoux

). Suppose that X is any spectrally negative Lévy process with Laplace
exponent 1, satisfying lim;;oc X; = 00. Recall that this necessarily implies
that ¢’(0+) > 0. Define for each z € R,

Ag =sup{t > 0: X; < 0}.
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Here, we work with the definition sup) = 0 so that the event {Ag = 0}
corresponds to the event that X never enters (—oo,0).

(i) Using the almost surely equivalent events {4y < t} = {X; > 0,infs>; X, >
0} and the Markov property, show that for each ¢ > 0 and y € R

Ey(e_qAO) = q/ 6@ (x —y)P (X, > 0)dz,
0

where 8(9) is the ¢g-potential density of X.
(ii)  Hence show that for y <0,

Ey (™) = ¢/ (0-4)®' (¢)e™ Y,
where @ is the right inverse of ¢ and, in particular,

P(Ao = 0) = ¥’'(04)/8 if X has bounded variation with drift §
R ! if X has unbounded variation.

(iii) Suppose now that y > 0. Use again the strong Markov property to
deduce that, for ¢ > 0,

—qry +P()X_—

i ° Ly

Ey(e” "1 (4950)) = ¢'(04)P'()Ey (e <o0))-

(iv) Deduce that, for y > 0 and ¢ > 0,
Ey (e~ 1 (a050)) = ¢ (0+)2 ()™ DY — ¢/ (0+) W (y).

8.10 (Proof of Theorem (ii) with Bounded Variation). Adopt
the setting of Theorem (ii). It may be assumed that o? is a stopping
time with respect to the filtration F (recall that in our standard notation, this
is the filtration generated by the underlying Lévy process X, which satisfies
the usual conditions of completion and right continuity).

(i)  Show that for any x € (0, al,

—qo”® —qTy —ag, —ard
E(e™%a) = Eg (™10 1~ ) E(e” %) + Eg(e™ " 1+ ).

(ii) By taking limits as = tends to zero in part (i), deduce that

Cgo® Z(q)(x)
E(e ﬂI) = Z(Q)(CL),

for all z € [0, a].

Hint: recall that W(@(0) > 0 if X has paths of bounded variation.
(iii) The following application comes from Dube et all (2004). Let W be a

general storage process, as described at the beginning of Chap. @ Now

suppose that this storage process has a limited capacity, say ¢ > 0.
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This means that, when the workload exceeds ¢ units, the excess of
work is removed and dumped. Prove that the Laplace transform (with
parameter ¢ > 0) of the first time for the workload of this storage
process to become zero, when started from 0 < z < ¢, is given by
Z@(c — 2)/ZD(c), where Z(9) is the scale function associated with
the underlying Lévy process driving W.

8.11. Suppose that X is a spectrally negative a-stable process for a € (1,2).
We are interested in establishing the distribution of the overshoot below the
origin when the process, starting from x € (0, 1), first exits this interval from
below. In principle one could attempt to invert the formula given in Exercise
R (ii). However, the following technique, taken from (1979), offers
a more straightforward method. It will be helpful to first review Exercise[T.7l

(i)  Show that

Po(—X,; Syt <) = Pact (£) = Bulrf <175) 201 v),

where @,_1 was defined in Exercise [T.7]
(ii)  Hence, deduce that

Pz(_Xq-g <yito <T11)

: _ Y
= wxa—l(l - 3:)/ =@ D@ 4 1) (4 2) "Lt

™ 0

(iii)  Finally let us consider the problem of first entry into the strip (—1,1);

cf. [Portl (1967). Let
T(fl,l) = lnf{t >0: Xt S (—1, 1)}
Show that the hitting distribution of (—1,1) is given by

sinm(a — 1)

]P)x(XT(—Ll) €dy) = (x — 1)0‘71(1 - y)lia(x - y)ildy

x—1
Ly g
4oy (aySnre—1) / T a2 _pyiea gy
0

™

for z > 1 and y € (—1,1), where d_1(dy) is the Dirac unit point mass
at —1. What is the corresponding formula when x < —17

8.12. Fix a € (0,00] and ¢ > 0. Show that

o dATE AT 7 (@) (me;mg) and e—4UATIATE) 7(a) (XMT;MJ% t>0,

are martingales.






Chapter 9
More on Scale Functions

In the previous chapter, we saw that it is possible to develop many fluctuation
identities for spectrally negative Lévy processes in terms of scale functions.
In this chapter, we continue in this vein and look in greater detail at the
relationship between scale functions and potential measures of subordinators
through the Wiener—Hopf factorisation. This will allow us to extract a number
of additional analytical properties for scale functions as well as to offer a
method for generating many examples of spectrally negative Lévy processes
for which their associated scale functions can be computed explicitly.

9.1 The Wiener—Hopf Factorisation Revisited

Henceforth, we shall assume, as in the previous chapter, that X is a spectrally
negative Lévy process with characteristic triple (a, o, IT) and Laplace expo-
nent 1, whose right inverse function is denoted by @. Suppose temporarily
that we denote its characteristic exponent by ¥. According to (&1]),

P(A) = =¥ (=iN),

for all A > 0. Taking account of Theorem [G.15]and Sect.[6.5.2] it is not difficult
to see that, up to a multiplicative constant, for all 6§ € R,

w(0) = (#(0) - 0)6(i6),

where ¢ is the Laplace exponent of the descending ladder height subordinator.
This leads to the factorisation identity

P(A) = (A = 2(0))p(N), (9-1)

for all A > 0. Note that, in a similar manner to the computations in Exercise
[65 formula @) can also be proved by a direct manipulation of the expres-

261
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sion for the Laplace exponent given in (82]). However, in that case, one may
only identify ¢ as the Laplace exponent of a (possibly-killed) subordinator,
rather than, specifically, as the Laplace exponent of the descending ladder
height process. Either way, the exponent ¢(\) must take the form

d(\) :n+5x+/ (1 — e (dz), (9.2)

(0,00)

where k,0 > 0 and 7 is a measure concentrated on (0,00), which satisfies
f(O,oo)(l A z)Y(dz) < 0.

Lemma 9.1. We have that

T (x,00) = e‘?(O)m/ e PO (—00, —u)du, forx >0, (9.3)

§=0%/2 and k = ' (0+) V0.

Proof. In the case that ¢'(0+) > 0, equivalently ¢(0) = 0, the result may be
easily recovered from Exercise To deal with the case that ¢’(0+) < 0,
equivalently ¢(0) > 0, recall from (80]) that we may write

P(A) = Ya(0) (A — 2(0)),

where A > —@(0). Reviewing (@) in light of the above equality, it follows
that, for A > 0,

P(A) = da(0) (A — 2(0)), (9-4)

where ¢¢ (o) plays the role of ¢ in the Wiener—Hopf factorisation of t¥gqg).
Using obvious notation, we have that

6(N) = Koo + Sato) (A — B(0)) + /( LR

— ooy (—~B(0)) + Say A + /( (e Ty )
0,00

= ¢(0) + 545(0)/\ + /( )(1 - efm)e@(o)mT@(o) (dz),
0,00

for A > 0. This shows, in particular, that § = () = 0?/2 and, by @), k =
#(0) = 0. Next, note that g, o) (0+) = ¢'(€(0)) > 0 and that, from Theorem
BA gy (dx) = e®©2 [7(dz) for x < 0. From the first sentence of this proof,
we know that (@3] holds for the spectrally negative Lévy process with Laplace
exponent ¥g(g). In other words, Yg()(z,00) = f;o I (0)(—00, —u)du, for
x > 0. Hence, combining these facts,
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T(dz) = e? O Yy ) (dx)
= e‘p(o)wﬂq;(o)(—oo, —z)dx
= e?O2 [T (—o0, —z) + $(0)e? )= / e~ PO T (—00, —u)du,

x

for x > 0, where the final equality follows from an integration by parts. This
agrees with the identity given in the statement of the lemma. 0

9.2 Scale Functions and Philanthropy

Suppose we now denote the descending ladder height process associated with
X by H = {H, : t > 0}. In the special case that #(0) = 0, that is to say, the
process X does not drift to —oo and its Wiener—Hopf factorisation takes the
form (X) = AP(A), it can be shown that the scale function, W, describes

the potential measure of H. Indeed, recall that the potential measure of H
is defined by

/ P(H, € dz)dt, for z > 0. (9.5)
0

Calculating its Laplace transform, we get the identity

T eep( e dovdt = [ e—tMtgp L A ,
/O/Oe P(H; € dz)dt /Oe t SO0 = 50 (9.6)

where A > 0. Inverting the Laplace transform on the left-hand side with the
help of [B20), we get the identity

W(x) = /OOO P(H, < z)dt, >0. (9.7)

It can be easily shown in a similar fashion that, when &(0) > 0, the scale
function is related to the potential measure of H by the formula

W(z) = c?©2 / oy / P(H, € dy)dt, =>0.  (9.8)
0 0

This relationship between scale functions and potential measures of sub-
ordinators lies at the heart of the approach we shall describe in this section.
Key to the method is the fact that one can find in the literature several
subordinators for which the potential measure is known explicitly Should
these subordinators turn out to be the descending ladder height process of a
spectrally negative Lévy process which does not drift to —oo, i.e. $(0) = 0,

1 We remind the reader that many examples can be found directly in |Schilling et al
(2010) and, as inverse local times, in [Borodin and Salminen (2002).
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then this would give an exact expression for its scale function. Said another
way, we can build scale functions using the following approach.

Step 1. Choose a subordinator with Laplace exponent ¢, for which one knows
its potential measure, or equivalently, in light of ([@.0]), for which one can
explicitly invert the Laplace transform 1/¢(\).

Step 2. Verify whether the relation
PA) = Ao(A),  A=0,
defines the Laplace exponent of a spectrally negative Lévy process.

Of course, for this method to be useful, we should first provide necessary
and sufficient conditions for a subordinator to be the descending ladder height
process of some spectrally negative Lévy process, or equivalently, a verifica-
tion method for Step 2. Precisely this point is addressed by Vigon’s Theorem
of Philanthropy Indeed, noting that the ascending ladder height of a
spectrally negative Lévy process necessarily takes the form of a (possibly-
killed) linear drift, the aforesaid theorem tells us that one may take any sub-
ordinator with Laplace exponent ¢, so long as the associated Lévy measure
is absolutely continuous with non-increasing density. Moreover, the inclusion
of a killing term in ¢ can only occur when there is no killing for the ascending
ladder height process. More formally, we have the following theorem, taken

from [Hubalek and Kyprianou (lZ_Ql_d), which can also be easily proved directly

from Lemma

Theorem 9.2. Consider a given (killed) subordinator with Lévy triple (k,0,7)
and Laplace exponent given by (@2). Then, for all ¢ > 0, there exists a spec-
trally negative Lévy process, X, henceforth referred to as the parent process,
with Laplace exponent given by

P(A) = (A =)o), (9.9)

for X >0, such that px = 0.

The Lévy triple (a,0,II) of the parent process is uniquely identified as
follows. The Gaussian coefficient is given by o = 26. The Lévy measure is
given by

dr
II(—o00,—x) = T (x,00) + a(z), x> 0. (9.10)
Finally
a= / xIl(dz) — K (9.11)
(700771)

if ¢ =0 and otherwise, when ¢ > 0,

1 1
a=-o’p+ — / (e¥ =1 —2plyys_1y)II(dx). (9.12)
2 ¥ J(—0,0)
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Note that when describing parent processes later on in this text, for practi-
cal reasons, we shall prefer to specify the triple (o, I, ) instead of (a, o, IT).
However both triples provide an equivalent amount of information. It is also
worth making an observation for later reference concerning the path variation
of the process X for a given descending ladder height process.

Corollary 9.3. Given a (killed) subordinator satisfying the conditions of the
previous theorem,

(i)  the parent process has paths of unbounded variation if and only if
7(0,00) =00 ord >0, and
(ii) if T(0,00) = ¢ < 00, then the parent process necessarily decomposes in
the form
X, = (k+c—0p)t+V26B, — S, (9.13)

where B = {By : t > 0} is a Brownian motion, S = {S; : t > 0} is an
independent, driftless subordinator with Lévy measure v, satisfying

dr
v(z,00) = @Y (xz,00) + g (z).

Proof. (i) Recalling the discussion at the beginning of Chap. Bl we know that
a spectrally negative Lévy process has paths of bounded variation if and only
if 0 is irregular for (—oo, 0). This is equivalent to the descending ladder height
process being a driftless compound Poisson subordinator, which is, in turn,
equivalent to either 7°(0,00) = oo or > 0. See, for example, the discussion
preceding Corollary

(ii) Using (@I0), the Laplace exponent of the decomposition (@13 can be
computed as follows, with the help of an integration by parts:

(k+c— )\ +0A% — cp)\/ e MY (2, 00)dx — )\/ ef)‘zg(:v)dx
0 0 dx
2 > -z dr
= (k+7(0,00) — dp) A + N — ¢ (1—e )d—(x)d:v
0 X

> dr
_ -z
A /0 e (x)dx

e dr
=(A—v) (m + oA+ / (1- e”)—(x)d:v) :
0 dx
This agrees with the Laplace exponent (\) = (A — ¢)p(A) of the parent
process constructed in Theorem [3.21 O

Let us illustrate the functionality of the previous two results with some
examples.

Ezample 9.4. Consider a spectrally negative Lévy process which is the parent
process of a (killed) tempered stable process, that is to say, a subordinator
with Laplace exponent given by
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¢(N) =k +cl(—a) (v +A)* =),  A=0,

where a € (—=1,1) \ {0}, v > 0 and ¢ > 0. The associated Lévy measure is
given by
T (dr) = cx™* te 7 "dx, x> 0.

Recall that, for a, 5 > 0 and = € R,

Eqp(z) = ; 7“”2: B (9.14)

denotes the two-parameter Mittag—Leffler function. The following is a well-
known transform for the Mittag—Leffler function:

6=~

/ e " PTIE, s(Aa®)da = (9.15)

o o — X’

where A € R and 6 > |\|'/. Together with the well-known rules for Laplace
transforms concerning primitives and exponential tilting, it is straightforward
to deduce the following expressions for the scale functions associated with the
parent process with Laplace exponent given by (@.9)) such that k¢ = 0.

If 0 < a < 1, then

ePT L B K+ cl(—a)y™
W — (v+e)y, o 1Eaa 2TV e du.
() cl(—a) /0 ¢ 4 ’ cl(—a) 4 4

If -1 < a <0, then
e¥?
W)= ———
(z) K+ cl(—a)y®

CF(—O&)GAPI r —(v4p)y, —a—1 CF(_O‘) —a
K+ cl(—a)y®)? / ¢ 4 Boa-a k+cl(—a vo‘y dy-
0

Ezample 9.5. Let ¢ >0, v >0 and 6 € (0,1) and ¢ be defined by

(v + A) 2> 0

T e M

In Example [£.26] it was shown that ¢ is the Laplace exponent of some sub-
ordinator. Its characteristics are k = 0,9 = 0,

T(x,00) = et (v _ )7L 20

()

It is not difficult to show that 7" has a non-increasing density. It follows from
Theorem [0.2] that there exists an oscillating spectrally negative Lévy process,
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say X, whose Laplace exponent is 1)(\) = Ap(A), A > 0, with o = 0, and Lévy
density given by —d?Y (x, 00)/dx?. Again, referring back to Example[5.26, and
taking account of (@), we may identify its associated scale function as

W= St e AL e UL

An interesting feature of this example is that one may use the fact that ¢ is
a special subordinator to develop a second example. Indeed the computation

in (B38) shows

* R )\ _ F(V + 0) 9 > _ 67)\1 ex(lfv) T
N =25y ey T _9)/0 (1 )@ —prad® A 20

On inspection, we immediately see that the Lévy density of ¢* is non-
increasing and hence

defines the Laplace exponent of a spectrally negative Lévy process. Taking
account of the fact that ¢*(0) > 0, that is to say, the subordinator corre-
sponding to ¢* is killed, it follows that the parent process, corresponding to
¥, drifts to 4-oc0.

Looking again back into Example [5.26] we can quickly deduce from (&.30])
that

* _ C * —z(v+0-1)/,z _ 1\0—1
W*(x) —F(H)/O e (e —1)"""dz.

The method described in this example can be formalised into a general
theory that applies to a large family of subordinators, namely that of special
subordinators.

9.3 Special and Conjugate Scale Functions

Recall from Sect. that the class of Bernstein functions coincides precisely
with the class of Laplace exponents of (possibly-killed) subordinators. That
is to say, a general Bernstein function takes the form (@2). Recall, more-
over, that a given Bernstein function, ¢, is further called a special Bernstein
function if

P(\) = . A0, (9.16)



268 9 More on Scale Functions

where ¢*(\) is another Bernstein function. In that case, ¢* is referred to
as conjugate to ¢. Accordingly, a (possibly-killed) subordinator is called a
special subordinator if its Laplace exponent is a special Bernstein function.
Suppose that we use obvious notation and write (k*,§*,7*) for the Lévy
triple associated with ¢*. Then Theorem offers a very concise relation-
ship between the potential measure associate to ¢ and the triple (k*, §*,7*).
Let us denote by W(dx) the potential measure of ¢. (It will of course prove
to be no coincidence that we have chosen this notation to coincide with the
notation for a scale function.) Then we have that W necessarily satisfies

W(dx) = §*0o(dz) + {k" + T*(z,00)}dz, for z >0, (9.17)

where dp(dz) is the Dirac measure at zero. Naturally, if W* is the potential
measure of ¢* then we may describe it the same way as on the right-hand
side of (@17, using instead the triple (k,0,7).

We are interested in constructing a parent process whose descending ladder
height process is a special subordinator. The following theorem and corollary
are now evident given the above discussion when taken in the light of Theorem
9.2

Theorem 9.6. Suppose that ¢ and ¢* are a conjugate pair of special Bern-
stein functions such that T is absolutely continuous with non-increasing den-
sity. Then there exists a spectrally negative Lévy process that does not drift
to —oo, whose Laplace exponent is described by

)\2
P(A) = = Ap(A), for A >0, 9.18
() = gy =260, f (918)
and whose scale function is a concave function, given by
W(z) =06+ K"z + / T (y, 00)dy. (9.19)
0

The assumptions of the previous theorem only require that both the Lévy
and potential measures associated with ¢ have a non-increasing density in
(0,00). Note, from Theorem 519 that the aforementioned condition on the
potential measure of ¢ is equivalent to insisting that ¢ is a special subor-
dinator. If, in addition, it is assumed that the potential density is a convex
function, that is to say, 7" has a non-increasing density, then, in light of the
representation ([@I9]), we can interchange the roles of ¢ and ¢*, respectively,
in the previous theorem. We thus have the following corollary.

Corollary 9.7. If ¢ and ¢* are a conjugate pair of special Bernstein func-
tions such that both T and 1T* are absolutely continuous with non-increasing
densities, then there exists a pair of scale functions W and W*, such that W
is concave, its first derivative is a convex function, (919) is satisfied, and
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xr
W*(x) =6+ kx + / Y (y,00)dy. (9.20)
0

Moreover, the Laplace exponents of the respective parent processes are given
by (218) and
/\2
P (N) = —— = X" (N), A>0. (9.21)
o(N)

For obvious reasons, we shall henceforth refer to the scale functions W and
W* as conjugate special scale functions. Similarly, we call their respective
parent processes conjugate parent processes. The conjugation of W and W*
through the relation ([@I6) can also be seen via the convolution relation

W« W*(dz) = dx,

for x > 0.

9.4 Tilting and Parent Processes Drifting to —oo

In this section, we present two methods for which, given a scale function and
its associated parent process, it is possible to construct further examples of
scale functions. We use the same notation as in the previous section.

For the first, let ¢ be a special Bernstein function with representation given
by ([@2)). Then it is a straightforward computation, in the spirit of Theorem
B3 to show that, for any 8 > 0, the function ¢g(A) = ¢(A + 5), A > 0,
is again a Bernstein function with killing rate kg = ¢(f), drift coefficient
85 = ¢ and Lévy measure ¥3(dz) = e #*7(dx), > 0. By taking Laplace
transforms, it is also straightforward to verify that the potential measure
associated with ¢g, say Wg, has the same-sized atom at zero as W and a
decreasing density in (0,00) such that Wg(dz) = e #*W'(z)dz, for > 0,
where W’ denotes the density of the potential measure associated with ¢.
This immediately qualifies ¢g as a special subordinator thanks to Theorem
Exercise [0.6] gives an expression for its conjugate, ¢7.

Note that, if 7" has a non-increasing density, then so does 73. Moreover,
if W' is convex (equivalently 7 has a non-increasing density) then W is
convex (equivalently 777 has a non-increasing density). We have the following
lemma.

Lemma 9.8. Fiz f > 0. If conjugate special Bernstein functions ¢ and ¢*
exist such that both T and 1" are absolutely continuous with non-increasing
densities, then there exist conjugate parent processes with Laplace exponents

Pp(A) = App(A) and Y5(A) = Ags(A), A =0,

whose respective scale functions are given by
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Wa(z) = 0% + /Om e PY(T*(y, 00) + K*)dy
= e PTW () + ﬁ/om e P*W(2)dz, x>0, (9.22)
and
Wi(z) =0+ ¢(B)r + /OI (/OO e_BzT(dz)) dy, x > 0. (9.23)
y

where we have used obvious notation.

Proof. Taking account of (@I9) and (@20), all of the statements in this
lemma follow in a straightforward way from the discussion preceding it. We
shall, however, only elaborate on the first equality in (@22). By invoking
the formula in (@.I9) for Wp, it suffices to identify the triple (kj,d5,73)
belonging to ¢j. Note that, on account of (B.26) and the fact that kg =
¢p(0) = #(8) > 0, it follows that the killing rate «j must be identically
zero. Since Ws(dx) = e P*W/(x)dx, we also have from Theorem that
T5(x,00) = e PrW!(x) = e #*(T*(x,00) + £*). Finally, to obtain the value
of 0, note from ExerciseZ T that it suffices to consider the limit of ¢g(A)/A
as A 1 co. One readily deduces that 65 = d*. O

The second procedure builds on the first to construct examples of scale
functions whose parent process may be seen as an auxiliary parent process
conditioned to drift to —oo.

Suppose that ¢ is a Bernstein function such that x = 0 and its associated
Lévy measure, 7', has a non-increasing density. Fix 8 > 0. Theorem [0.2] says
that there exists a parent process, say X, that drifts to —oo, such that its
Laplace exponent, v, can be factorised as

P(A) = (A= B)o(N), A>0.

Necessarily 1 is a convex function with (0) = 0 = ¢(8), so that S is the
largest positive solution to the equation (\) = 0. From previous discussion,
we know that ¢g(A) := ¢(A+0) is a Bernstein function with a non-zero killing
component and Lévy measure with non-increasing density. Hence, Theorem
permits us to conclude that ¥g(X\) := (A + B) = Apg(A), A > 0, is also
the Laplace exponent of a parent process. Note in particular that @[J'B (04) =
Y’'(8) > 0 and hence the aforesaid parent process drifts to +oo.

Now, let W3 be the scale function of the spectrally negative Lévy process
with Laplace exponent 15()). It follows from formula (823)), with ¢ = 0, that
the O-scale function of the process with Laplace exponent 9 is related to Wy
by

W(z) = e®*Wp(x), x> 0.
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The above considerations thus lead to the following result, which allows for
the construction of a scale function of a parent process which drifts to —oo.

Lemma 9.9. Suppose that ¢ is a special Bernstein function such that T is
absolutely continuous with non-increasing density and v = 0. Fiz [ > 0.
Then there exists a parent process with Laplace exponent

PA) = (A =P)e(r), A=0,

whose associated scale function is given by
xT
W(z) = 6% + eﬂ””/ e PY(T* (y, 00) + K*)dy, x>0,
0

where we have used our usual notation.

9.5 Complete Scale Functions

All the results in the previous two sections require that the conjugate pairs
of special Bernstein functions have Lévy measures, 7" and 7, which have
non-increasing densities. We have seen earlier in Sect. that a natural sub-
class of Bernstein function, which respects this requirement, is that of the
complete Bernstein functions. Indeed, all Bernstein functions in the afore-
mentioned class have the defining property that their Lévy densities, and
consequently the Lévy densities of their conjugates, are completely mono-
tone and hence, in particular, non-increasing. We have the following obvious
corollary to Theorem [9.6l

Corollary 9.10. For any conjugate pair of complete Bernstein functions, ¢
and ¢*, the pair

A2 L

defines the Laplace exponents of parent processes with respective scale func-

tions given by (@19) and (T20).

Scale functions which belong to the parent processes of complete Bernstein
functions are, naturally, referred to as complete scale functions. Note that we
can also easily deduce from Corollary[5.24] that complete scale functions have
completely monotone densities. Note also that the scale functions discussed
in Examples and are all complete. Let us conclude this chapter and
section with another example of a family of complete scale functions.

P(N)

= X" (\),  A>0.

Ezxample 9.11. Let 0 < a < 8 <1, a,b > 0 and ¢ be the Bernstein function
defined by
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d(N) = aX? " 1 p\, A >0.

When o < 8 < 1, ¢ is the Laplace exponent of a subordinator which is
obtained as the sum of two independent stable subordinators. One has pa-
rameter 8 — a and the other has parameter 3, so that the killing and drift
term of ¢ are both equal to 0, and its Lévy measure is given by

_(_aB=a) (15w b8 —a 5))
T(dx)_(f’(l—ﬁ—i—a)x + +F(1—ﬁ)x 9 ) dz, x>0.

In the case that 8 = 1, ¢ is the Laplace exponent of a stable subordinator
with parameter 1 — a and a linear drift. In all cases, the Lévy measure 1°
has a density which is completely monotone, and thus its potential density,
or equivalently the density of the associated scale function W, is completely
monotone.

Recall the definition (@I4) of the Mittag—Leffler function E, g(x) and
its associated transformation ([@I5]). With the help of the latter, the scale
function associated with the parent process of ¢ can now be identified via its
density on (0, c0),

1
W'(z) = ExB_IEa,B (—az®/b), x>0, (9.24)

which, by Theorem [£.24] is necessarily a completely monotone function. The
parent process has Laplace exponent

P(A) = Ap(N) = aX? ot L pai+L A >0,

and hence is the independent sum of two spectrally negative stable processes
with stability indices S+ 1 and 1+ 8 — «, respectively. It therefore has paths
of unbounded variation, which implies that W (0) = 0. Integrating (0.24]), we
thus conclude that

Wi(x) = 3/0 P71, p(—at®/b)dt,  x>0.

The respective conjugates to ¢, 1» and W are given by

A A2
* — * — >
TN =D YW grape 220
and
A0 e ——— Lxl_ﬂ, x> 0. (9.25)
r2-pg+a) I'2-p) -

The subordinator with Laplace exponent ¢* has zero killing and drift terms
and its Lévy measure is obtained by taking the derivative of the expression
in (@24)). By Theorem[0.2] the spectrally negative Lévy process with Laplace
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exponent ¥* oscillates, has unbounded variation, has zero Gaussian term and
the density of its Lévy measure is obtained from expression in ([0.24)) together
with ([@I0).

One may mention here that, by letting a | 0, the Continuity Theorem for
Laplace transforms tells us that, for the case ¢(\) = bA?, the associated par-
ent process has the Laplace exponent of a spectrally negative stable process
with stability parameter 1 4 3, and its scale function is given by

__ 1 s
W(x)_bl“(l—kﬂ)x , x > 0.

The associated conjugates are given by

¢*(N) = b7 IALA, YF(N) = b7 IAZA, A >0,

and b
W*z)= ——2' P, z>0.
=7 (2-5)
The Lévy measure of the conjugate parent process is given by
* ﬂ(l - ﬂ) B—2
I (-0, —x) = ——— 2 > 0.
(—o0, —x) I T ) a7, x>

To complete this example, note that we can also consider the construction
in Sect. For, m,a,b > 0,0 < a < B < 1, there exists a parent process
drifting to —oo, with Laplace exponent

PA) = A —m) (e~ +bN), A >0.

It follows, from the previous calculations, that the scale function associated
with the parent process with this Laplace exponent is given by

max

b

e

W(z) = /0 e MHPTIE, s(—at®/b)dt, x> 0.

Exercises

9.1. Suppose we are in the setting of Example[0.4l That is to say, we consider
the case of a spectrally negative Lévy process which is the parent process of
a subordinator with Laplace exponent

d(A) =k +cl'(—a)((v + )" = 7%), A >0,

where k,7 >0, ¢ > 0 and a € (—1,1)\{0}.
(i) Suppose that 0 < o < 1. Show that for all ¢ > 0, as « | 0,
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I~ o xa—l
W@ (z) ~ ~ Tl and W@’ (z) ~ T (a)

(ii)  Suppose that —1 < « < 0. Show that for all ¢ > 0, as = | 0,

1 —a—1
and W@ (z) ~ o

@D () ~ .
W) I E)E

K+ cy*l'(—a)

(iii) Now suppose that k = 0 and « = 1/2. Show that, if the parent process
is oscillating, then

W(z) = 46\%_# [(1 + 2ya)erfe(— AT + 2\/?9,796 - 1] ,

where

2 R
erfe(z) = — e dt
7

is the complementary error function.

9.2. This exercise is based on computations found in [Konstan 1 1
(IM) Consider the spectrally negative Lévy process with Laplace exponent

YA =A=V22+Z+e, A>0,
where ¢ > 0. Show that, for all ¢ > 0,

efczm/2

m — "2

W@ (z) =

(me”f /2 erfe(—m1\/2/2)
2x/2
—n9e T/ erfe(—nq 3:/2)),

where

m=1+V[1 - +2, n=1-1-02+2 (9.26)

9.3. Show that »(\) = Alog(l + A\), A > 0, is the Laplace exponent of a
spectrally negative Lévy process.

(i)  Deduce that its scale function satisfies

W(:v)z/ozey {/000 gu;dt} dy, x> 0.

(ii)  Show that W given above is a complete scale function and its conjugate
scale function is given by

W*(x)::v/ ¢ dz+e™", x> 0.
0

z
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9.4. Suppose that X is a Brownian motion with drift and compound Poisson
jumps which are exponentially distributed. That is to say

N,
Xp=0Bi+put—» &  t>0,

i=1

where &; are i.i.d. random variables which are exponentially distributed with
parameter p > 0 and N = {N; : ¢ > 0} is an independent Poisson process
with intensity a > 0.

(i) Show that the Laplace exponent, v, of X satisfies
2
ol aX
= — - R\{—p}.
vA) = 5 AT+ pA PESY A€ R\{-p}

(ii) By considering the behaviour of ¥(\) as A — 400 and A — p™, verify
that, for every ¢ > 0, the equation ¥(\) = ¢ has exactly three real
solutions —(a, —¢1 and @(q), which satisfy

—(<—p<—(<0<P(q).
(iii) Deduce that, for all ¢ > 0,

@(q)m -1z —Cam
WD (z) = © © © x> 0.

V@) va  ve)) T

(iv)  More generally, suppose that X is a spectrally negative meromorphic
Lévy process. In particular, suppose its Lévy density satisfies

(@) = Lrocoy Y apief”,

j=1
where the coefficients a; and p; are positive, p; increase to +oo as
7 — +o0 and
aj
Z — < 0.
i>1 P
Use Corollary [6.22] to show that, for ¢ > 0,

Pz X G

ve@) vy

Jj=1

WD (z) =

x>0,

where
< =P < =< —p1 < —( <0< P(q)

solve ¥(A) = ¢ on R. What happens as ¢ | 07
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(v)  Suppose that X does not drift to —co. Explain why W is a complete
scale function and write down an expression for its conjugate.

9.5. Suppose that /I is the Lévy measure of a spectrally negative Lévy pro-
cess, X, and define, for all z > 0, II(z) = II(—00, —z). Suppose now that
—1II has a completely monotone density on (0, c0).

(i)  Suppose that ¥'(04) > 0. Show that the scale function, W, of X has
a completely monotone density.

(i)  Now remove the assumption on ¢'(0+). For each ¢ > 0, use the previ-
ous part of the question to show that Wg,), the scale function associ-
ated with (X,P?@), has a completely monotone density.

(ili) Use part (ii) of the question to deduce that, for any given spectrally
negative Lévy process whose Lévy measure has the property that —I7
has a completely monotone density on (0, c0), for each ¢ > 0, W@’ is
a strictly convex function.

9.6. Suppose that ¢(\) is a special Bernstein function. It was shown in Sect.
that, for fixed 8 > 0, ¢g(N) := ¢(A + 5), A > 0 is a special Bernstein
function. Show that its conjugate, ¢, satisfies

G50 = 6" (A + B) — 6°(8) + B / T A=) e W 2y dr, Ao,

9.7. Use ([@8) and ([@I9) to give an alternative proof to Lemma [0.01

9.8. This example may be considered as an extension of Exercise 5.13] see
also [Chazal et all (2012). Fix 8 > 0 and suppose that 1(\), A > 0, is the
Laplace exponent of a spectrally negative Lévy process. Consider the follow-
ing transformation:

Too(\) = ——

= AJrﬂqp(wrﬁ), A>—p.

(i) Suppose that the Lévy process associated with 1) has Gaussian coef-
ficient o and Lévy measure I, concentrated on (—oo,0). Show that
T3 is also the Laplace exponent of a spectrally negative Lévy process
with Gaussian coefficient o. Moreover, its Lévy measure is given by

P (dx) + BT (x)dx on (—00,0),
where 11 (z) = II(—o0, —).

(i)  Suppose that Wy, is the scale function associated with the Laplace
exponent 1. Show that, for z > 0 and 5 > 0,

W () = e P Wy () + B / eI,y (y)dy.



Chapter 10
Ruin Problems and Gerber—Shiu Theory

Recall from Sects.[[L3Tand 27T that a natural generalisation of the classical
Cramér—Lundberg insurance risk model is a spectrally negative Lévy process;
also called a Lévy insurance risk process. In this chapter, we shall return to
the first-passage problem for Lévy processes, which has already been studied
in Chap. [ and look at the role it plays in a family of problems which have
proved to be an extensive topic of research in the actuarial literature. Many of
the problems we shall consider are inspired by the longstanding collaborative
contributions of H.U. Gerber and E.S.W. Shiu, thereby motivating the title
of this chapter.

We shall start by reviewing classical results that have already been treated
implicitly, if not explicitly, earlier in this book. Largely, this concerns the
exact and asymptotic distributions of overshoots and undershoots of the Lévy
insurance risk process at ruin. Thereafter, we shall turn our attention to more
complex models of insurance risk in which dividends or tax are paid out of
the insurance risk process, thereby adjusting its trajectory. In this setting,
a number of identities concerning ruin of the resulting adjusted process, as
well as the dividends or tax paid out until ruin, are investigated.

Throughout this chapter, X will denote an insurance risk process which
will always be assumed to belong to the class of spectrally negative Lévy pro-
cesses. Unless otherwise stated, we shall also assume throughout this chapter
the security loading condition

lim X; = oo, (10.1)
tToo
which is equivalent to the assumption ¥’(0+) > 0 where, as usual, ¢ is the
Laplace exponent of X; see (8I]). Many of the technical features of the theory
of spectrally negative Lévy processes, for example excursion theory and the
theory of scale functions, will inevitably play a central role in our analysis.
Accordingly, we shall adopt the same notation as in Chap.

277
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10.1 Review of Distributional Properties at Ruin

As alluded to earlier, the ruin problem for the process X is one and the same
as the first-passage problem, which has already been studied extensively in
Chap. [ (for the case of —X). Let us therefore spend some time in this
section gathering together some of the facts that we have already established
in previous chapters, for the special setting of a Lévy insurance risk process.
To this end, we start by recalling that the ruin time is written as

7, =inf{t >0:X; <0},

in which case the so-called deficit at ruin may be identified as —XT(; and the
wealth prior to rwin is identified as XTfo.

The probability of ruin. Recall that, for each spectrally negative Lévy pro-
cess, we can define its scale function, W, through the Laplace transform
in ([B). The probability of ruin, when the initial surplus is valued at
x >0, is given in Theorem BT] (ii) by

P,(ry <o00)=1—¢"(04+)W ().
When X has paths of bounded variation, recall that we may write
Xy =0t — S, t>0, (10.2)

where 6 > 0, {S; : t > 0} is a driftless subordinator and the Lévy
measure of which we shall denote by 7". Note that this class includes
the Cramér-Lundberg model by taking 7'(-) = AF(:), where X is the
rate of arrival of claims and F(-) is the claim distribution on (0, c0).
Using Exercise B3] one can recover easily the Pollaczek—Khintchine
formula

P.(ry =o00) = ¥(0+) Z v (z), x>0,

)
n>0

where v(dx) = 617 (2, 00)dz on (0, 00) and we understand v*°(dz) =

Cramér’s estimate of ruin. Recall that the Laplace exponent, ¥, of X is a
convex function on (0,00). Theorem tells us that, if there exists
an « > 0 such that ¢¥(—a) = 0 (the so-called Cramér condition) then,
under mild additional conditions, the ruin probability P, (75 < o0)
should decay exponentially as a function of x with rate a. To be pre-
cise, if we assume that the Lévy measure IT of X does not have lattice
support when IT(—00,0) < oo, then one easily checks from the state-
ment of Theorem [7.6] with the help of (G.33]), that
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lim e**P, (75 < 00) = w

atoo ¢ (=)

Note in particular that, thanks to the convexity of the Laplace expo-
nent ¢ and the fact that ¢ (—«) = ¥(0) = 0, it follows that ¢’ (—«a) < 0.

Heavy-tailed estimates of ruin. Cramér’s estimate of ruin requires the ex-
istence of an > 0 such that E(e=***) = 1 for all ¢ > 0. Hence, it
follows from Theorem B.6] that

/ e~ “II(dz) < oo,
(_007_1)

showing the existence of exponential moments in the Lévy measure.
Theorem (i) shows us that when the Cramér condition fails, then
radically different asymptotics of the ruin probability can occur. In-
deed, whenever IT(—oco, —z), © > 0, is regularly varying at infinity
with index —(a+ 1), for a > 0, then

1 o0
P, (15 < o0) ~ W/ II(—o0, —y)dy,

as x 1T oo.

Deficit at ruwin. As noted above, the deficit at ruin is nothing other than
—XT(; . However, in the proof of Theorem[(.8] we saw that this quantity,

under P,., x > 0, can also be identified as flﬁ, where I := {fAIt 1t >0}

is the descending ladder height process of X and fw = inf{t > 0 :
H, > z}. Recall that H is a killed subordinator, where the killing is
a consequence of the security loading condition (I0]). If we denote

its potential measure by U , then, recalling that the security loading
condition (IO is in force, we have, from the discussion in Sect. [0.2]

that ﬁ(dz) = W (dx). Here W is the scale function associated with X.
Moreover, from Corollary [[.9}, the Lévy measure of H, say II5(dz) on
x > 0, satisfies

I5(x,00) = / II(z,00)dz, x> 0.

In that case, we may appeal to Theorem .6 to deduce that, for u > 0
and z > 0,

]P’m(—XT(; edu, 7y <o0)= W (d2)II(x + u — z,00)du.
[0,2]

Ruin by creeping. We know that any spectrally negative Lévy process
creeps downwards if and only if it has a Gaussian component; see
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the discussion in Sect. Bl as well as Exercise [[.6l In that case, if o is
the Gaussian coefficient such that o2 > 0, then in light of the com-
ments concerning deficit at ruin given earlier, we may also write the
probability of ruin by creeping in terms of the probability that the
descending ladder height process creeps over a level. Indeed, recalling
from Exercise 65 that the descending ladder height process has a drift
if and only if 02 > 0, in which case it is equal to 02/2, we may infer
from Theorem [5.9] that, for all z > 0,

2
Po(—X,- =0, 75 <00) = %W’(m). (10.3)

See also Exercise Note that the existence of a first derivative of
the scale function W is guaranteed by the fact that the underlying
Lévy process has paths of unbounded variation; cf. Lemma and
the comments thereafter.

With these observations in mind, we may dig deeper into some of the other
results in earlier parts of this book and extract similarly relevant statements.
One may consider for example the relevance of Theorem (.7, Exercise
and Theorem (ii) to the asymptotic deficit at ruin as = T co. In the
next section, we address a topic which is well represented in the actuarial
literature. This is the time-penalised joint law of the deficit at ruin and wealth
immediately prior to ruin.

10.2 The Gerber—Shiu Measure

Within the setting of the classical Cramér—Lundberg model, Gerber and Shiu
(1997, 1998) introduced the expected discounted penalty function as follows.
If we imagine that f : [0,00)? — [0,00) is a measurable function such that
f(—XTDf,XTfo) reflects the economic cost to the insurer at the moment of
ruin, then taking account of a discounting force of interest, say ¢ > 0, the
penalty function is given by

E, (™" f(-X, X, )i <o), (10.4)

where the initial surplus of the insurance company is x > 0. More commonly,
([IO4) is referred to as the Gerber—Shiu penalty function.

Since its introduction into the actuarial literature, there has been an
arms race of publications studying the penalty function in settings of ever-
increasing generality. Although far from exhaustive, on account of the extent
of the relevant literature, a list of key papers includes Dickson (1992, 1993),
Gerber and Landry (1998), Lin and Willmot (1999), Cai and Dickson (2002),
Cai (2004), Garrido and Morales (2006), Morales (2007) and Yin and Wang
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(2009). To some extent, until recently, this literature has evolved disjointly
from parallel developments in the theory of Lévy processes. However, Zhou
(2005) makes the important observation, from the point of view of Lévy
insurance risk processes, that the penalty function can be expressed in a
straightforward way in terms of scale functions. Moreover, within the same
setting, Biffis and Morales (2010) make the observation that a more general
version of the Gerber—Shiu penalty function, which allows the cost function f
to take account of the last minimum before ruin, that is X oo = inf <ry Xs,
can be derived from the quintuple law given in Theorem [[.7] again in terms
of scale functions.

Let f : R® — [0,00) be a bounded measurable function such that
f£(0,-,-) =0 and z,¢q > 0. The generalised discounted penalty function asso-
ciated with f and g > 0 is given by

dr(x,q) = Ey (e_qﬂ; f(—XT[;, XT(;_, KT(;_); T, < oo) . (10.5)

Note that the requirement f(0, -, -) = 0 simply ensures that the penalty func-
tion has no contribution from the event of creeping when downward creeping
is possible for X (that is, the case that there is a Gaussian component). The
case of creeping at ruin will shortly be developed separately.

It is more convenient to write the penalty function (I0.H) in the form

d)f('rv Q) = \/(< )3 l(va)f(ua v, y) Kéq) (duv dva dy)v
0,00

where, for ¢,z >0, u <0, v>0and 0 <y <wv Az, we define

K9 (du, dv, dy)
= Em(e_qTJ;XTJ €du, X - €dv, X - €dy, 75 <o)

to be the Gerber—Shiu measure.

Theorem 10.1. The Gerber-Shiu measure for a Lévy insurance risk process
satisfies

K (du, dv, dy)
= e~ P@E= @ (1 — ) — B(q)W D (2 — y) T (du — v)dydo, (10.6)

forq>0,2>0,u<0,v>0and0<y<vAzx.

It is worth mentioning that although the first derivative of W (@ is only
defined almost everywhere in general, we use W@’ in (IILG) as the density
with respect to Lebesgue measure. Unless otherwise stated, this convention
will be applied throughout the remainder of this chapter. Note also that this
result does not cover the case that = 0. This is of no consequence when X
has paths of unbounded variation as ruin is instantaneous. However, when
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X has paths of bounded variation, we recall that 0 is irregular for (—oo,0),
in which case one should expect a non-trivial expression for the Gerber—Shiu
measure. This is left to the reader in Exercise [[0.2]

Proof (of Theorem[I0]). According to the quintuple law in Theorem [7] we
have, for u < 0,v>0and 0 <y <vAuz,

Px(XT(; € du, XT(;7 € dv, 17_077 edy, 7, < o0)
=kW'(z — y)II(du — v)dydv, (10.7)

where W is the scale function associated with X and k is a strictly positive
constant, which depends on the normalisation of the local time of X at its
supremum.

We claim that the constant k is unity. Indeed, on the one hand, we have
from ([B3H) that, for u <0, v > 0,

]P)z(XTJ c€du, X - cdv, 7y < 00)
={W(x) — W(z —v)HI(du — v)dv. (10.8)

On the other hand, integrating out y in ([I0.7), we get the same expression
as on the right-hand side of (I0.8)), albeit for the factor k. We are thus forced
to conclude that & = 1.

To complete the proof, we need to develop the expression (I0.7) so that
it incorporates exponential discounting at rate ¢ > 0. However, this can be
done by considering (I08) under the measure P?(@  where we recall that
D(q) = sup{f > 0 : () = ¢} and P?@ is defined through the exponential
change of measure described in ([83). Note in particular that, under P®(@),
the process X is still a Lévy insurance risk process, but now with Laplace
exponent Vg gy (0) = (0 + P(q)) — ¢, 6 > 0, which still respects the security
loading condition, ¢é§(q) (04) = ¢'(P(q)) > 0. Moreover, the scale function of

X under P?@ | written Wa(q) (2), is related to W (@ | the g-scale function of
X under P, via the relation

W (z) = "D Wy, (), (10.9)

for x € R; see Lemma [R4
Revisiting the identity (I0.7) with & = 1 but under the law P?() instead,
we now have

Ez(e*qfo’;XTD, € du, XTJ* € dw, 17-0*7 edy, i, <o0)
_ eq)(Q)(m—“)Pf(‘Z)(XTJ €du, X - €dv, X - €dy, 1, <o)
_ eqﬁ(q)(z*u)Wé(q) (x — y)Hé(q) (du — v)dydv, (10.10)
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where Ilg(, is the Lévy measure associated with (X, P?(@). From Theo-
rem 3.9 we know that I1g ) (dr) = e®@= [T (dz) on (—o0,0). Moreover, the
almost-everywhere derivative of (I0.9) gives us, for x € R,

W (z) — B(q)WD () = P DTW (). (10.11)
Plugging this back into (I0I0), we get

]Ez(e—qTJ;XTJ € du, XT(T* € dw, 17_077 edy, 7, <o)

= o PO f W@ (g — ) — DWW (z — y) } T (du — v)dyde,

where ©v < 0, v > 0 and 0 < y < v A z. Note in particular when ¢ = 0,
recalling that ¢(0) = 0 as the process X drifts to co, we see agreement with
the formula (I07) and the proof is complete. O

It is a straightforward computation to marginalise the kernel K. @ (du, dv, dy)
in y to give the bivariate Gerber—Shiu measure specifying the joint distribu-
tion of the deficit at ruin and wealth prior to ruin, the classical quantities
of interest. With a slight abuse of notation, let us refer to this measure as

K9 (du, dv).

Corollary 10.2. Within the setting of Theorem IO 1], we have, for ¢ > 0,
x>0,v>0andu <0,

K9 (du, dv) = {e " ?@DW D (g) - WD (2 — v)} T (du — v)do.

Note that, when ¢ = 0, the measure K (9 (du, dv,dy), and hence the mea-
sure K (9 (du,dv), is not necessarily a probability measure on account of
the fact that we have excluded consideration of ruin by creeping in its def-
inition. It was remarked earlier that ruin by creeping occurs if and only if
02 > 0, in which case the probability of this event is given by ([[0.3)). Exer-
cise [I0.1] gives an identity for the penalised probability of ruin by creeping
E (e X, =X =X_ =0).

0 0 0

10.3 Reflection Strategies

An adaptation of the classical ruin problem was introduced by de Finetti
(1957) in which dividends are paid out to shareholders up to the moment
of ruin. De Finetti was interested in finding a way of paying out dividends
such as to optimise the expected present value of the total income of the
shareholders from time zero until ruin. De Finetti’s dividend problem amounts
to solving a control problem which we reproduce here, albeit in the framework
of a general Lévy insurance risk process.
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Let £ = {& : t > 0} be a dividend strategy consisting of a process with
initial value zero, which has paths that are left-continuous, non-negative, non-
decreasing and adapted to the filtration of X. The quantity & thus represents
the cumulative dividends paid out up to time ¢ > 0 by the insurance company,
whose risk-process is modelled by X. The aggregate, or controlled, value of
the risk process, when taking account of dividend strategy &, is thus U¢ =
{Uf :t > 0}, where U = X, — &, t > 0. An additional constraint on ¢ is
that &4 — & < max{Uf, 0} for ¢ > 0 (i.e. lump sum dividend payments are
always smaller than the available reserves).

Let = be the family of dividend strategies, as outlined in the previous
paragraph, and, for each ¢ € =, write 0 = inf{t > 0 : UF < 0} for the time
at which ruin occurs for the controlled risk process. The expected present
value, with discounting at rate ¢ > 0, associated with the dividend policy &

is given by
of
ve(z) = E, (/ eqtd&) ;
0

where the risk process has initial capital > 0. De Finetti’s dividend problem
consists of solving the stochastic control problem

v*(z) = sup ve (), x> 0. (10.12)
{ex
That is to say, if it exists, to establish a strategy, £* € =, such that v* = vg-.

This problem was considered by ), @ (1972) and by
Azcue and Muled (2005) for the Cramér-Lundberg model. Thereafter, a
string of articles, each one successively improving on the previous, treated
the case of a general Lévy insurance risk process; see [Ayram et all (lZDD_ﬂ),
[Loeffer| (2008), Kyprianou et al.| (2010) and Loeffen and Renaud (2010). We
shall refrain from giving a complete account of their findings other than to
say that under appropriate conditions on the underlying Lévy measure of X,
the optimal strategy consists of a so-called reflection strategy. Specifically,
there exists an a* € [0, 00) such that the optimal strategy, £* = {¢ : t > 0},
satisfies {5 = 0 and

&=a"VvXi—a t>0.

In that case, the £*-controlled risk process, say U* = {U; : t > 0}, is identical
to the process {a* — Y; : t > 0} under P,, where

Y, = (a* vV Xy) - Xy, t >0,

and X; = sup,., X, is the running supremum of the Lévy insurance risk
process. Note that Y has earlier been identified as the process X reflected in
its supremum, cf. Sect. B3] which motivates the name of the strategy £*. For
x € (0,a*), we may now write
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U*(‘T) =E, <‘/OU eqtd&k) s

where o* = inf{t > 0: U} < 0} = inf{t > 0:Y; > a*}. From Loeffen (2008),
we know that sufficient (but not necessary) conditions that ensure the reflec-
tion strategy is optimal are that the g-scale function, W (%), associated with
X is sufficiently smooth and has a convex first derivative. Here, sufficiently
smooth means that it is continuously differentiabld] on (0,00) when X has
bounded variation paths and, otherwise, it is twice continuously differentiable
in (0,00). In that case, the optimal threshold is given by

a* =sup{c>0: W' (c) < WD (z) for all > 0}.

Exercise shows that the above sufficient conditions are met when the
function x — IT(—o0, —x), x > 0, is completely monotone.

Understanding distributional properties of the random variable fog* e atder,
that is, the present value of the optimal dividend strategy paid until ruin,
is our main focus of interest in this section. Theorem [I0.3] below pertains to
the work of [Gerberl (1972), Dickson and Waters (2004), Kyprianou and Pal-
mowski (2007) and Renaud and Zhou (2007). See also |Albrecher and Gerber

). Specifically, it gives a closed-form expression for the optimal value
function below the optimal threshold,

w (2 ()

U*($) = Wiq)/(a*)

, x<a”, (10.13)

where, for all ¢ > 0, Wiq)/ is the right derivative of the scale function.
Theorem 10.3. Let a > 0 and define the process £ = {&* : t > 0} by
&=avX,—a t>0.

Forn=1,2,... and 0 < z < a, we have
o " n n k
E, / eides | | = V) II W)
0 Wi (a) = Wi (a)

o =inf{t >0:aV X, —X; >a}.

where

Proof. We begin by noting that it suffices to prove the result when z = a.
Indeed, since £ increases on the set of times that the reflected process Y is

1 Recall from the discussion following Lemma that W(9) is continuously differ-
entiable when X has paths of unbounded variation and otherwise it is continuously
differentiable if and only if the Lévy measure of X has no atoms.
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equal to zero, equivalently, the set of times at which U¢" is equal to a, the
strong Markov property for a — Y implies that

(/0 Efqtdﬁf) </T+ e_qtd§f> 1(T;<TO)1

a

— n‘r+ o — a
:]Ez (e g a1(7j<7'07))]E¢1 [(/0 € qtd§t> ]

P am) () " e
- 7W(q")(a)Ea [(/O e d§t> 1 , (10.14)

where we recall that the stopping times 7,7 and 7, for X are given by (8.1
and where the final equality is a consequence of Theorem (iii).

To deal with the expectation on the right-hand side of (I0I4), let us start
by identifying the integral foaa e 9'd&P in terms of the process of excursions
of X from its supremum, introduced in Sect. To start with, note that,
under P,, the random variable foga e~ gy is equal in law to [ e ?'dX,
under P, where 7, = inf{t > 0: X; — X; > a}. In the notation of Chap. [G]
recall that, under P, the local time of X at its maximum, L, may be taken as

equal to X. Hence, after the change of variable t — L ! we are interested
in the distribution of the random variable

Ew = Ew

00 i
/ 1(sups<t gsga)e_q ¢t dt
o <

under P, where {(¢,¢;) : t > 0 and t # 0} is the process of excursions of X
from its maximum, indexed by local time, as described in Sect. Recall,

moreover, that €; is the supremum of the excursion indexed by local time s.
Next, define

oo
Y
i :/ et 1(Sups<u€sﬁa)du'
' <

Since,
d Jr = Jnfl 7qL;11
& t — —NdJdy S (supsStESSa)v
we obtain .
Jg’ — le :’I’L‘/O e_qL;11(Sup55ugs§a)J3_ldu' (1015)

Recall from Lemma that L; ' is a stopping time. Hence, by the strong
Markov property (cf. Theorem[B]) and the fact that the process of excursions
of X from the maximum, indexed by local time, forms a Poisson point process
(cf. Theorem [G.14]), we can write for each t > 0,

-1
_ ~—qL *
Ji=e ¢ l(supsSt Esga)JOa
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where J is independent of F, -1 and has the same distribution as Jy. In
t

conclusion, if we let
v, =E(Jy),

then

t
O (1B Ly, 7,20)) = nwn,l/o E(e " Ligup, . 2. <))l

(10.16)
Recalling again that L, ! is a stopping time and appealing to the exponential
change of measure in (8H), we have that

E(e_q"Lgll(supsQ Esﬁa)) = e_é(q")t}?q)(qn) (Supgs = a> . (10.17)
= s<t

The process (X, P?™) is still a spectrally negative Lévy process which drifts
to +00. (See for example the discussion at the beginning of Sect. Bl) Ap-
pealing again to Theorem [6.14] we have, for ¢ > 0, that

s<t

where ng(,q) is the excursion measure of the Poisson point process of excur-
sions; cf. Sect.
Considering (826) and ([I0IT)) it is straightforward to show that

Wiqn)/(a)

N (nq) (E > a) =

see (B24).
Plugging (I0.17), (I0I8) and ([I0I9) back into (I0I6), we now see the

iteration (@)
wian
w, — nwn_li(qn),(“) ,
W (a)
which yields the desired result. O

10.4 Refraction Strategies

An adaptation of the optimal control problem ([0.I2) studied by Jeanblanc
and Shiryaev (1995), Asmussen and Taksar (1997), Gerber and Shiu (2006)
and Kyprianou et al. (2012), in the setting of (Lévy) insurance risk processes
deals with the case that optimality is sought in a subclass, say =, of the
admissible strategies =, where a > 0 is a fixed parameter. Specifically, =,
denotes the set of dividend strategies £ € = such that
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t
&t =/ lsds, t>0,
0

where ¢ = {{; : t > 0} is uniformly bounded by «. That is to say, =,
consists of dividend strategies which are absolutely continuous with uniformly
bounded density.

Again, we refrain from going into the details of their findings, other than
to say that, under appropriate conditions, the optimal strategy, £& = {&* :
t > 0}, in =, turns out to satisfy

t
f? = CY/ 1(U5>b)d87 tZ 0,
0

for some b > 0, where U = {U; : t > 0} is the controlled Lévy risk process
X — &%, Each element of the pair (U, &%) cannot be expressed autonomously
and we are forced to work within the confines of the stochastic differential
equation (SDE)

t
Ut = Xt - Oé/ 1(U5>b)d57 t Z O, (1020)
0

also written as
dUt = dXt - al(Ut>b)dta t Z 0.

For reasons that we shall elaborate on later, the process in ([0.20) is called

a refracted Lévy process. It will be the main focus of our attention for the

remainder of this section. We are guided largely by [Kyprianou and Loeffen
) in our presentation.

The very first issue we are confronted with when studying ([I0.20) is
whether a solution to this SDE exists. In order to keep our exposition as
mathematically convenient as possible, we shall henceforth make the follow-
ing assumption.

For the remainder of this section, we restrict ourselves to the case that X
s a bounded variation spectrally negative Lévy process and 0 < « < §, where
0 is the drift appearing in the decomposition (I0.2).

Theorem 10.4. The SDE [{I0:20) has a unique pathwise solution.

Proof. Start by recalling that all spectrally negative Lévy processes of
bounded variation have the property that 0 is irregular for (—oo,0) and,
moreover, that they do not creep downwards. This means that, as 0 < o < 6,
the process U, when issued from a point in [b, 00), behaves as the spectrally
negative Lévy process {X; — ot : t > 0} until the first moment that it passes
below b, which it does by a jump. On the other hand, in (—o0,b), U behaves
like the process X until it first passes above b, which it does continuously.
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Define the times T,, and S,, recursively as follows. We set Sy = 0 and, for
n=1,2,..., on the events that {S,,—1 < co} and {7, < oo} respectively, put

n—1
T,=inf{t > S,—1: X —« Z(Sl —T;) > b},
i=1
n—1
Sp=f{t>Ty: X, —a» (S;—Ti) —a(t—T,) < b}.
i=1
As usual we use the convention that inf() = oo. Since 0 is irregular for
(—00,0), the difference between the two consecutive times T, and S, is
strictly positive. Moreover, both sequences T, and S,, increase to infinity
almost surely.

Now we construct a solution to (I020), U = {U; : t > 0}, as follows. The
process is issued from Xy = = and

U = Xy —ay (S —Ty), for t € [Sp, Tyy1) and n > 0,
X - eSS~ T — at — T,), fort € [Ty, S,) and n > 1.

Note that, for n = 1,2,..., on the events {S,_; < oo} and {T,, < oo}, the
times T, and S,, can then be identified as

T, =inf{t > S,_1:U, > b}, S,=if{t>T,: U, <b}.

Hence

t
Ut = Xt - Oé/ 1{U5>b}d57 t Z 0.
0

For uniqueness of this solution, suppose that {Ut(l) :t > 0} and {Ut@) :
t > 0} are two pathwise solutions to (I0:20). Then, writing

ds,

t
1 2
A = Ut( ) _ Ut( ) = —a/o (1{U§1)>b} — 1{U§2)>b})

it follows from integration by parts that

t
At2 = —2a/0 AS(l{U§1)>b} — 1{U§2)>b})ds'

Thanks to the fact that 1;,~;) is an increasing function, it follows from the
above representation, that, for all + > 0, A? < 0 and hence A; = 0 almost
surely. This concludes the proof of existence and uniqueness amongst the
class of pathwise solutions. O

Let us momentarily return to the reason why U is referred to as a refracted
Lévy processes. A simple sketch of a realisation of the path of U in the case
that X is a Cramér-Lundberg process (see for example Fig. [[0]) gives the
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Fig. 10.1 A sample path of U when the driving Lévy process is a Cramér—Lundberg
process. Its trajectory “refracts” as it passes continuously above the horizontal dashed
line at level b.

impression that the trajectory of U “refracts” each time it passes continuously
from (—o0,b] into (b, 00), much as a beam of light does when passing from
one medium to another

The construction of the unique pathwise solution described above clearly
shows that U is adapted to the natural filtration F = {F, : ¢ > 0} of X.
Conversely, since, for all t > 0, X; = U; +« fg 1y, >pds, it is also clear that
X is adapted to the natural filtration of U. We can use this observation to
reason that U is a strong Markov process.

To this end, suppose that 7" is a stopping time with respect to F. Then
define a process U whose dynamics are those of {U; : ¢ < T} issued from
x € R and, given Fr, on the event that {T' < oo}, it continues to evolve on
the time horizon [T, 00) as the unique solution, say U, to (I0.20) driven by
the Lévy process X = {X714s—X7 : s> 0} and issued from Ur. Note that by
construction, on {T < oo}, the dependence of {U; : t > T} on {U; : t < T}
occurs only through the value ﬁT = Uyp. Note also that for ¢ > 0,

2 See for example the discussion on p.80 of |[Gerber and Shiu dﬁm@) which also
makes reference to “refraction” in the case of compound Poisson jumps. The article
Gerber and Shid dﬁm@) also uses the terminology “refraction” for the case that X
is a linear Brownian motion.
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ﬁTth = ﬁt
t
=Ur+ X; — a/ 1{ﬁs>b}ds
0
T t
=+ Xr— a/ 1{U3>b}d5 + (XTth — XT) — Oé/ 1{5T+s>b}d5
0 0
T+t
=x+ X7ryy — a/ 1{(73>b}d3=
0

thereby showing that U solves ([[020) issued from z. Since (I0.20) has a
unique pathwise solution, this solution must be U and therefore possesses
the strong Markov property.

Let us now introduce the stopping times for U,
ki =inf{t > 0:U; > a} and kg :=inf{t > 0: U; < 0},
where a > 0. We are interested in studying the ruin probability
Pu(ky < 00), (10.21)

as well as the expected present value of dividends paid until ruin,

Ko
alE, (/ eqtl{Ut>b}dt> . (10.22)
0

Not unlike our treatment of the analogous objects for X in Theorem Bl it
turns out to be more convenient to first study the seemingly more complex
two-sided exit problem. To this end, let Y = {Y; : t > 0}, where V; = X; — at
and denote by P, the law of the process Y when issued from z (with E, as
the associated expectation operator). For each ¢ > 0, W@ and Z(@ denote,
as usual, the g-scale functions associated with X . We shall write W(® for the
g-scale function associated with Y. For convenience, we will write

w'D (z;y) = WD (z —y) + al(z>p) / W (2 — )W (2 — y)dz,
b

for z,y € R and ¢ > 0. We have two main results concerning the two-sided
exit problem, from which more can be said about the quantities (I0.2T]) and

2.

Theorem 10.5. For ¢ > 0 and 0 < x,b < a, we have

(@ (2:0
—qrt _w (2;0)
B (07" 1)) = D)’ (10.23)

Theorem 10.6. For ¢ >0 and 0 < x,y,b < a,
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/ e "P, (U, € dy, t < kg Ark))dt
0

w(@ z:0
= 1{y€[b,a]} {WW(Q) (a — y) — W(q) (;[; — y)} dy
@ (z:0
w\Y (x;
+Hlyepn) {w(q) Ea'0§ @(a;y) — w'? (x;y)} dy. (10.24)

Although appealing to relatively straightforward methods, the proofs are
quite long, requiring a little patience.

Proof (of Theorem[I0H). Write p(z, a) = By (e~ 1{nj<n;})' Suppose that
x < b. Then, by conditioning on F_+, we have
b

ot W@ (g
oz, a) = E, (e ar; 1{70,>Tb+}) p(b, @) = WT)((b))p(b, a), (10.25)

where in the last equality, we have used Theorem [B] (iii). Suppose now that
b < x < a. Using, respectively, that 0 is irregular for (—oo, 0) for Y, Theorem
R.11(iii), the strong Markov property (I0.2H) and the identity in Exercise[I0.6]
we have

p(r, )
—grt
=E; (6 i7a 1{T;>T;}) + Eq ( T 1{7’ <Tq }p(U ))
W@ (2 — b) (b @) are
—qT (q)
= W@(a—b) " W@y (e 1 oy WO Y,)
_ W9 (z -0 ( @)
h(a,b 10.26
(q)(a_b) + ( ) (CL, 7‘r)7 ( )
where
h(a,b, x)

a—b
/ / b+y+9)
o0, y)

W@ (2 — b)WD (g — b —y)
[ W@ (a — b)

X — WD (2 —b—y)| II(d)dy

By setting = b in (I026) and recalling that W@ (0) = 1/(§ — a), we can
now solve for p(b, ). Indeed, we have
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p(b,a) = W (b){(5 — )W (q — b)W D (p)

-1
/ b/ Db+y+0OWD(a—b—y)Il (do)dy} . (10.27)

Next, we want to simplify the term involving the double integral in the above
expression.

To this end, noting that for a = 0 (the case that there is no refraction),
we have, by Theorem [BT] (iii), that, for all x > 0,

W(‘Z)(b)
— —qT; —
p(b,0) = E, (e 1{Tg>7a+}) = WO (10.28)

It follows, by comparing (I027) (for o = 0) with (I028)), that

/a b/ W (b4 y+ )W (a — b— y)IT(d6)dy
0 00,
= WD BYWD(a —b) — W D(a). (10.29)

As a > b is taken arbitrarily, we may take Laplace transforms in a on the
interval (b, 00) of both 81des of the above expression. Denote by L; the op-
erator which satisfies £, f[A] := [~ e f(z)dz and let A > &(q). For the
left-hand side of ([0.:29)), we get with the help of Fubini’s Theorem

/ oA / / WD b +y+0OW D (z —b—y)dyll(dd)dz
b 0 00,~Yy)

TS
e — e~ MWW D (b 4y + 0)11(dh)d
N —alo S (b+y +0)I1(df)dy

For the right-hand side of (I0:29), we get

/b T (W(‘I) (z — bW (b) — W@ (:17)) da

e—)\b

_ " sw@om _ [ e rep@
1/)(/\)—Q5W (b) /b e~ MW (z)de,

and so
/ / | MW@ (b 4y + 6)TT(d6)dy
0 00,—Y
= WD () — (Y(\) — @) LW D[N, (10.30)

for A > ®(q). Our objective is now to use (I0.30) to show that for ¢ > 0 and
x > b, we have
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/O h /( | Wb+ y + )W (& — b— ) IT(d6)dy
- = -—WD(z)+ (6 — )WD(B)WD (z —b)
—a/bw W (2 — )W (y)dy. (10.31)
We will do this by taking Laplace transforms of (I031]) on both sides in z on

(b, 00). To this end note that, by ([I030), it follows, with the help of Fubini’s
Theorem, that the Laplace transform of the left-hand side of (I0.31]) equals

—Xb
_ @ (p) — —q)e? (@) 10.32
SO —ar—g (W) — () — ML D), (1032)
where A > ¢(q) and, for ¢ > 0, ¢(q) = sup{f > 0 : ¥(0) — 50 = q}. (Note
that ¢ is the right inverse of the Laplace exponent of Y.) Since

/ e N / / WD (b+y+ )W (x — b — y)I1(d)dyd
b 0 (—o0,—y)
e

c ( / - y)g(y)dy) N = (Lo )N (Lag) N

and, for A > &(q),
LW DN = AL,W D[N — e oW (@ (1)

(which follows from integration by parts), we have that the Laplace transform
of the right-hand side of (I03T]) is equal to the right-hand side of (I032]), for
all sufficiently large A. Hence (I0.31]) holds for almost every & > b. Because
both sides of ([[031)) are continuous in z, we finally conclude that (I0.3T])
holds for all z > b.

To complete the proof, it suffices to plug (I031)) and the expression for
h(a,b,z) into (I020) and the desired identity follows after straightforward
algebra. O

In anticipation of the proof of Theorem[I0.6] we shall note here a particular
identity which follows easily from (I0.31)). That is, for v > u > m > 0,
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/ / WD (246 +m)
0 (—o00,—2)

(Q)v—m—z
Ty ) WO )| 1
_ W) () 4o [ WO (@ ()
- ) (W (v) + /mw (v - 2)W ()d)

W@ () +a/ W@ (y — )W (2)dz. (10.33)

m

Proof (of Theorem[10.6]). Define for Borel B C [0,a] and z,q > 0,
V@ (z,a,B) = / e P (Us € B, t < kg Ar)dt.
0

For z < b, by the strong Markov property, Theorem (iii) and Theorem
B we have

N
Ty

V@ (z,a, B) = E, </ eqtl{UteBi“IMU}dt)
0

%)
—qt
+E1 <‘/Jr e 1 1{U¢€B,t<na+/\n0,7'b+<7'0}dt>
-

b

ATy
b 0
= I, </ e_qtl{XteB}dt>
0

gt
WD (b —y)
_ T I ywr(a) _w D, _
_A(LW%)W (@) W(wy0®
W(‘Z)(x)

2 \Wy(a)
+W(q)(b)v (b,a, B). (10.34)

Moreover, for b < z < a, we have, using similar arguments,
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V@ (g, B)

h

e P, (Y€ BN[bal,t <7, A7))dt

+E; ( frr<rye VIOV a B))

a—z)
= W@)x—b—w@x—z)dz
/Bm[b,a] (W(Q) (a—b) ( ) ( )

e W@ (b —y) . ,
+/0 /oo,_z {/B[WW()(2+9+b)—W”(z+0+b—y)}dy
V@ (ba,B)
+WW()(Z+9+b)}

[W@ (a—b—2)

W@ (a — b) W (2 —b) — WD (z—b— 2)} I1(d6)dz

where in the first equality, we have used the strong Markov property and
in the second equality, we have used the identity in Exercise Next, we
shall apply the identity (I0.33) twice in order to simplify the expression for
V@ (z a,B), a >z >b. We use it once by setting m = b, v = z, v = a and
once by setting m =b—y and u =z —y, v = a — y for y € [0,b]. We obtain

V@ (z,a, B)

(@) (x —b) — W@ (z — z)) dz

W
+/ W@ (b —y) ( _ W@ (z — b) W (a;0) + w@ (z; 0))
BN[0,b) W9 (b) W@ (a —b) ) ;

_ W@_b;w@ (a;9) + w@ (z; y)) }dy

V@ (b, a, B) W@ (2 — b)
W@ (b) ( - W@ (a—b)

w'? (a;0) + w'@ (x; 0)>. (10.35)

Setting z = b in ([0.37), we get an expression for V(@ (b, a, B) in terms of
itself. Solving this and then putting the resulting expression for V(9 (b, a, B)

back in (I0.34)) and (I035) leads to (I0.24]) which completes the proof. [

The two expressions we are interested in, namely the ruin probability and
the expected present value of dividends paid until ruin, can both be extracted
from the identity for the potential measure of U on [0, c0),

/ P.(U; € B,t < ky )dt = liTm V(z,a,B),
0 a’ oo
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where B is any Borel set in [0, 00). Note that the limit is justified by monotone
convergence. In order to describe this potential measure, let us introduce some
more notation. Recall that ¢ was defined as the right inverse of the Laplace
exponent of Y, so that

©(q) = sup{# > 0: 9(0) — ab = ¢}.
Corollary 10.7. For z,y,b >0 and ¢ > 0
/ e P, (U € dy, t < Kk )dt
0

w@ (z;0)
= ’ —e(@y _ WD (p —
l{ye[b,oo)} {afboo efgp(q)zw(q)/(z)dze (I y) dy

* e @2 W (@ (5 — g)dz
+lyepy =
yelb fboo e*‘P(Q)ZW(Q)/(z)dZ

w'D (z;0) — w® (z; y)}dy (10.36)

Proof. Assume that g > 0. We begin by recalling from Exercise that for
all x,q > 0,
. W@(aq—2x)
W@ (a)
Note that, for each ¢ > 0, ¢(¢) > @(q) and hence, appealing to ([I0.9), it also
follows that, for all ¢, x > 0,

— e vl@z

lim W -0
aToo W(q) (CL)

For ¢ > 0, the result we are after is obtained by dividing the numerator
and denominator of each of the first terms in the curly brackets of (I024) by
W () and taking limits as a T co, making use of the above two observations.
The case that ¢ = 0 is handled by taking limits as ¢ | 0 in (I0.36)). O

Now we are in a position to derive expressions for (I021)) and ([I022).

Corollary 10.8. For z > 0, if E(X1) < « then P, (k, < c0) = 1. Otheruwise,
when E(X1) > a, we have

Py (ky < o0)

E(Xl) —

R ) (W(w) + al(sz)/b Wz — y)W'(y)dy) . (10.37)

Proof. Let U, = infs<; U, and, as usual, e; denotes an independent and
exponentially distributed random variable with mean 1/¢. Note that for ¢ >
0,
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E, (e*‘wo 1%@0}) ~ 1-P,(U,, >0)

1oy / e~IP, (U € [0,00), 1 < #y ).
0

Computing the integral above from (I0.36) is relatively straightforward and
gives us, for x,b > 0 and ¢ > 0,

E, (e %0 1{H;<OO})
quoo e Py (9 (y)dy
B fboo e*‘P(Q)yW(Q)/(y)dy

T b
+q/ W (2 — 2)dz + q/ WD (z - 2)dz
b 0

= 2D (z) w(@ (z;0)

—q/ W@ (2)dz — qa/ WD (z — 2)WD(z—b)dz,  (10.38)
0 b

2D (z) = 2D (z) + aq/ W (2 — 2)WD(2)dz, r€e€R,¢>0.
b

The details of the computation are left to the reader.

Although it is not immediately obvious, it turns out that the last four
terms in ([[0:38)) sum to zero. Indeed, in the case that 2 < b, this observation is
straightforward, noting that the two integrals from b to = are identically zero
and the second integral may be replaced by [' W@ (z—2z)dz = [ WD (z)dz
on account of the fact that W% is identically zero on (—o0,0). In the case
that = > b, the last four terms of (I0.38]) can be easily rearranged to be equal
to h(x — b), where h : [0,00) — [0, 00) is the continuous function

h(u) = q/ W@ (2)dz — q/ W@ (2)dz — qa/ W ()W (4 — 2)dz.
0 0 0

Taking Laplace transforms of h and using (B8], we easily verify that h is
identically zero.
In conclusion, we have that, for x,b > 0 and ¢ > 0,

) quoo efap(q)yW(q) (y)dyw(q) (:Z?O)
fboo e~y (@) (y)dy .

E, (e~ %0 1{;<g<oo}) — z(q)(x)

The expression for the ruin probability in ([I0.37) is obtained by taking
limits on the left- and right-hand side above as ¢ | 0. On the left-hand
side, thanks to monotone convergence, the limit is equal to P,(r, < 00).
Computing the limits on the right-hand side is relatively straightforward,
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taking account of the fact that

o 1
/ e P2 WD (2)dz = (10.39)
0 p(q)a
and the fact that
a0 ©(q)  qlo e(q)
The details are again left to the reader. O

Corollary 10.9. For x > 0,

Ko
Ew (/ e_qtal{Ut>b}dt>
0

x W@ 1., WD (1 — )W (D (4))d
_ _a/ WO (2 — p)de 4 V0@ F ol Jy W@ — )W (y)dy
b

©(q) fo°° e— 2@y () (y 4 b)dy

Proof. The proof is a simple exercise in integrating the potential measure

([I034) over (b, c0). O

For the sake of completeness, let us finish this section by returning to
the discussion at the beginning of the section, concerning the optimal control
problem (IL.T2)), and by describing the optimal strategy in a little more detail.
We have already indicated that the optimal strategy is one that makes the
controlled process a refracted Lévy process, where refraction occurs at some
threshold b > 0. The value function of this “refraction strategy”, henceforth
denoted by v, is given in the previous corollary. If we now let

A(b) = o(q) / e DUy (@ (4 4 b)du,
0

then we have

for x <b.

The familiarity of the above identity when compared to (I0I3) is also
mirrored by the description of the optimal value of b, denoted by b*.
[Kyprianou et al! (2012) show that, when —II(—o0, —z), x > 0 has a com-
pletely monotone density, b* is the largest argument at which A attains its
minimum. That is to say,

b* =sup{b > 0: A(b) < A(x) for all x > 0}.

It is also shown in [Kyprianou et al! (2012) that b* < a*, where we recall that

a* is the optimal threshold for the reflection strategy discussed in Sect. [10.3]
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10.5 Perturbed Processes and Tax

In the setting of the classical Cramér—Lundberg risk insurance model, |Albrecher and Hipp
) introduced the idea of tax payments. More precisely, if X = {X; :

t > 0} represents the Cramér-Lundberg process and, for all t > 0, X; =

Sup,<; Xs, then the aforementioned authors study the process

Xt - Wyta t Z 07

where v € (0,1) is the rate at which tax is paid. Intuitively speaking, since
the process X increases whenever X increases, it follows that the Cramér—
Lundberg process is taxed only when it generates new maxima. This is similar
to the case of paying dividends according to a reflection strategy, but the
requirement that v € (0,1) ensures that, in principle, the tax paid does
not stop the aggregate process from exploring arbitrarily large values with
positive probability.
The above tax model was quickly generalised to the setting that X is a
general spectrally negative Lévy process by [Albrecher et al. | (12_0_08 ). Finally,
) and Kyprianou and Ott (2012) extended this
model further by allowing the rate at which tax is paid with respect to the
process X to vary as a function of the current value of X. Specifically, they
consider the so-called perturbed spectrally negative Lévy process,

U =X, — / v(X,)dX,, >0, (10.40)
(0,4]

where 7 : [0,00) — [0, 00) satisfies appropriate conditions. The presentation
we shall give here follows the last two references.

We distinguish two regimes, light- and heavy-perturbation regimes. The
first corresponds to the case that v : [0,00) — [0,1) and the second to the
case that v : [0,00) — (1,00). As alluded to previously, the light-perturbation
regime has a similar flavour to paying dividends at a weaker rate than a re-
flection strategy. In contrast, the heavy-perturbation regime is equivalent to
paying dividends at a much stronger rate than a reflection strategy. (The con-
nection with the original motivation to model tax payments is arguably lost.)
A little thought reveals that the dividing case v = 1 corresponds precisely
to a reflection strategy. In principle, it is also possible to consider the more
general case that v : [0, 00) — [0, 00) without the aforementioned restrictions,
but this is mathematically less convenient than the two main regimes we have
already identified.

The key observation, which, with the help of excursion theory, leads to all
of the forthcoming results, is that we may write U in the form

U =4 -X,-X,), t>0, (10.41)
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where the process A = {A4; : t > 0} is given by

A =X, — / V(X)) dX ., t>0. (10.42)
(0,1]
Assuming that X, = x, we may write 4; = 7,(X;), where
Ya(s) =5 = / Vy)dy =z +/ (1=7)dy, s=w.

Noting that A; = f(o,t](l — (X,))dXs, t > 0, we see that, in the light-
perturbation (resp. heavy-perturbation) regime, the process A has monotone
increasing (resp. decreasing) paths. Let the set A consist of the points of
increase (resp. decrease) times of A. We have that A is contained in the
support of the measure dX. If we write B for the countable union of open
intervals of time which correspond to the epochs that the process X — X
spends away from zero, then AN B = (). As a consequence, we may interpret
([I0AT) as a path decomposition in which excursions of X from its maximum
(equivalently excursions of X — X away from zero) are “hung” off the trajec-
tory of A between its increment (resp. decrement) times. See Fig. for a
symbolic representation when X is a Cramér—Lundberg process and there is
heavy-perturbation.

It is also worth commenting that, in the light-perturbation regime, the
process A coincides with {sup,«; Us : t > 0}; cf. Exericse [0.9l Hence, unless
it is assumed that B

/ T (1= y(s))ds = oo, (10.43)

in the light-perturbation regime, the perturbed process U will have an almost
surely finite global maximum. In contrast, in the heavy-perturbation regime,
the process A coincides with {sup,~,Us : t > 0} (see again Exercise [[0.9)
and hence the process U is always bounded by its initial value z.
Let
Ty :==inf{t >0 : U, <0},

where we understand, as usual, inf () := oco. We shall also use the stopping
time o
rh=inf{t >0:X; >a} =inf{t >0 : X; >al.

a

Note that in the light-perturbation case, the function 7, is increasing and
hence it has a well-defined inverse, say 7, '. In that case, we may write for
all values b in the range of 7,,

+ _ 7t
i =T (10.44)

where T,F = inf{t > 0: U; > b}.
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\

Fig. 10.2 A symbolic representation of the path of U in the case of heavy-
perturbation. At times when X is increasing, the process U follows the path of 7.
During the open intervals of time that X executes an excursion away from its previous
maximum, the process U undertakes the same excursion, but away from the current
value of A = 7,(X).

Theorem 10.10. Fiz z > 0 and assume ([{I0.43) in the case of the light-
perturbation regime. In the case of the heavy-perturbation regime, noting that,
Yz s monotone decreasing, define

s*(x) = 1inf{s >z : 3,(s) < 0}.

Then, for any ¢ > 0, and 0 < x < a in the case of light-perturbation, resp.
0 <z <a<s*(x) in the case of heavy-perturbation, we have

V)

N @ w5,
Ex [equa 1{7j<TJ}] = exp ( — /z ﬁ dS) . (1045)

Taking account of the equivalence (I0.44) in the light-perturbation regime,
(I043) can be more conveniently written as

Y2 @) (@) (5
T} _ _ W' (3 (s))
E,. [e 1{TJ<T;}] = exp ( /x @5, (5) ds ).

Proof (of Theorem [I0I0). The proof does not distinguish between the two
different regimes of light- and heavy-perturbation. All that is required in
what follows is that ¥, '(a) < oc.

Recall from Chap. [0l that {(¢,e;) : t > 0 and €; # O} is the Poisson point
process of excursions on [0,00) x € with intensity d¢ x dn, indexed by local
time. For > 0, the connection between local time at zero of {Yt - X t>
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0}, denoted by {L; : t > 0}, and real time under PP, is given by L; = X; — ,
t > 0. Note in particular that, again under P,, 7.7 = L;_lw. Write € for the

a

height of the canonical excursion ¢ € &; see Definition [6.13] Note that, in
terms of excursions, the event {77 < T, } corresponds precisely to the event

{&s <Au(x + ) forall 0 < s < a — x}.

Using similar reasoning to that found in the computation [&2I]), it follows,
with the help of the exponential change of measure ([8X) applied at the stop-
ping time L', and the identity (I0IJ), that for z > 0,

—qr — —qL;!
Eole™ " 14 py] = Eo[e™ == Lie, <5, (as) for all 0<s<a—a}]

= e (@) DpPD (e, <7, (x +5) forall 0 < s < a—x)
— ¢~ (a=0)2(9) oy ( - / N (q) (€ > Yz (T + s))ds)
0

o [TV G s
- p( /0 W<‘1>(~‘yz(x+s>>d)' (10-46)

The required identity follows after a straightforward change of variables in
the final integral. O

Theorem [10.I0] motivates some interesting observations concerning the
event of ruin, {7, < oo}. First, suppose that we are in the heavy-perturbation
regime and s*(z) < oo. In that case

P.(T, <o0) > ]P)z(rst(m) < 00) VP,(1y < 00).

Indeed, on the event {Tst(m) < oo}, we have X + — X + =0 and hence
% (z) % (2)

U+ =A+ =7(s"(x)) = 0. Moreover, since U; < X, for all ¢ > 0,

TS* xT TS* xT
it fo(llé)ws that ({)7'(; < oo} C {Ty < oo}. In the event that limsup,;., X¢ =
T;(I) < 00) = 1. Otherwise, it follows that
P.(1y < oo) = 1. Either way, P, (T, < o0) =1.
Remaining in the heavy-perturbation regime, suppose that s*(z) = oo.
Then from ([04H), by taking limits as a 1T oo, we get an expression for the

ruin probability,

P, (T, <o0)=1—exp < - /OO % ds>. (10.47)

However, the right-hand side above turns out to be equal to 1. Recalling
that W' (x)/W(z) = n(€ > z) for almost every x > 0, since n(e > x) is
non-increasing on (0, 00) and 7, (s) < z for all s > 0, the claim follows.

oo almost surely, we have P, (
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Finally, in the light-perturbation regime, where necessarily s*(x) = oo, the
reasoning that leads to (I0.47) still applies. Exercise shows that this
probability need not be unity.

Although the perturbed process is almost surely ruined in the heavy-
perturbation regime, it is interesting to note that, unlike regular spectrally
negative Lévy processes, there are three different ways to become ruined. The
first two, i.e. by a jump or creeping downwards (in the presence of a Gaussian
component), are properties inherited from the underlying Lévy process. The
third way of becoming ruined, which we refer to as type II creeping, is the
result of continuously passing the origin at the moment in time that an in-
crement in X brings U along the curve 7, just as it intersects the origin. Said
another way, type II creeping corresponds to the event that {Tst(z) =T, },

in which case, as remarked upon above, U_+ = 0. This can only happen
5 ()
with positive probability if s*(x) < oc.
The following result is a corollary to Theorem [[0.10] on account of the fact
that its proof is identical, albeit that one replaces a by s*(z).

Corollary 10.11. Fiz x > 0, and suppose that v : [0,00) — (1,00) such that
s*(x) < oo. Then, for all ¢ >0,

) @) @) (5,(
o B N W (7(5)
E,[e~% 1{TJ:T$(I)}} = eXP( /m W@ (7,(s)) ds ).

The above corollary tells us that, under mild conditions, the probability
of type II creeping is strictly positive if and only if

/S*(””) W' (3(s))
o W((s))

One easily sees that type II creeping may occur in the case that X is a
Cramér—Lundberg process. Indeed, if the first jump of X occurs after the
time it takes X to climb to a height s*(z) from the initial position = > 0,
then type II creeping will trivially occur. One may easily elaborate on this
reasoning to deduce that, for all n € N, type II creeping may occur with
positive probability between the n-th and (n + 1)-th jumps.

Exercise[I0.11] deals with a number of scenarios where type II creeping can
happen. In particular, under relatively mild assumptions, there will be type
IT creeping if and only if X has paths of bounded variation.

ds < .

In the spirit of the Gerber—Shiu-type results presented in the previous sec-
tions, our final theorem for perturbed processes (with either light- or heavy-
perturbation) considers the present value of dividends (or tax, as appropriate
with the interpretation of the perturbation) paid until ruin.

Theorem 10.12. Fiz x > 0 and assume (10.43) in the case of the light-
perturbation regime. Then, for g > 0,
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Ty o s*(z) W@ (5,(s))
E, Ty (X ) dX, | = — — VY t) dt.
o) = [ e (- [ W (7,(5)) )t

Proof. Appealing to a straightforward change of variables and Fubini’s The-
orem, we have

s*(x) .
/0 1(u<TO)eq“7(Xu)qu]

+ (@) N
/ Loperpe Ma(t)dt

5" () N
= / E, [e_q” 1(TJ<TJ)} ~(t)dt.

The proof is completed by taking advantage of the identity in (I0.45]). O

Exercises

10.1. Using an exponential change of measure together with (I0.3]), show
that, for z,q > 0,

Eo(e™"0 X, =0)=Es(e™" ;X - =X__=X_-=0

(WO @) -2l (@)},

02

2

where the right-hand side is understood to be zero when o = 0.

10.2. Find an expression for the Gerber—Shiu measure in Theorem [0 for
the case that X has paths of bounded variation and xz = 0.

10.3. The following exercise is based on results found in[Huzak et all (20041).
Suppose that X is a Lévy insurance risk process. In particular, we will as-
sume that X = 31" | X where each of the XV are independent spectrally
negative Lévy processes with respective Lévy measures, IT(?) concentrated
on (—00,0). One may think of them as competing risk processes.

(i) With the help of the compensation formula, show that, for z > 0,y >
O,bu<Oandi=1,...,n,

Py(X,- €du, X edy, AX - = AX))
To
= r(a,y) TV (—y + du)dy,

where r(x,y) is the potential density of the process killed on first pas-
sage into (—oo,0) given in Corollary B8
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(ii)  Suppose now that z = 0 and each of the processes X is of bounded
variation. Recall that any such spectrally negative Lévy process is the
difference of a linear drift and a driftless subordinator. Let d be the
drift of X. Show that for y > 0,u < 0,

P(X, €du, X, edy, AX = AXY)
To

To

= %H(i)(—y + du)dy.

(iii) For each i = 1,...,n, let §; be the drift of X (). Note that, necessarily,
§ = > 6. Suppose further that for each i = 1,...,n, p; := §; —
E(Xl(z)) < oco. Show that the probability that ruin occurs as a result
of a claim from the i-th process when x = 0 is equal to p;/d.

10.4. Suppose that S = {S; : t > 0} is a subordinator, with Laplace exponent
&(q) =t 'logE(exp{—¢S;}), t > 0, and e, is an independent exponentially
distributed random variable with rate x > 0.

(i)  Use the ideas in the proof of Theorem [[0.3]to deduce that

E [(/Oe e—qStdt>n} - n!kﬁlm.

(ii)  Explain how part (i) above can be used to rephrase the proof of The-
orem

10.5. Suppose that X is a Cramér—Lundberg process with premium rate
¢ > 0, compound Poisson arrival rate A > 0 and claim distribution F' with
mean value p. In the notation of Theorem [[0.3] define

/ e 1'del| .
0

(i) By conditioning on the first jump of X, show that

V. =E,

c A W@ (a —y)

= + V.
Atgq Atgq (0,a] W (a) (a)

Va F(dy).

(i)  Show by means of taking Laplace transforms that, for all ¢ > 0 and
a >0,

W@) = A+ W D(a) =2 | WO —y)F(Ay).
0,a

(iii) Use parts (i) and (ii) to prove Theorem [[03in the case that n = 1.
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10.6. Use reasoning similar to that of the proof of (834) to deduce the fol-
lowing result. Let a > 0, z € [0,a], ¢ > 0 and f, g be positive, bounded
measurable functions. Further suppose that either X has no Gaussian com-
ponent or it has a Gaussian component and f(0)g(0) = 0. Then

By (e™0 f(X,-)9(X s e crty)

B a w (@) (x)W(Q) (a—y) .
= /0 /(_OO)_U) fly+0)g(y) { W@ (a) ~ WD (zx — y)} 11(d6)dy.

10.7. Show that, for ¢ > 0 and 0 < z,b < a, we have for the refracted process
(0.zm,
w(@ (z;0)

—qKg () _ @ _ 7
Ew(eq()l{,{ +}>—zq(x) Zq(a)w(‘J)(a;O)'

0 <Ka
10.8. Suppose that X is a spectrally negative Lévy process with bounded
variation paths satisfying ([I0.I]). Write, as usual, ¢ for its Laplace exponent
and @ for the right inverse of . Thinking of X as a Lévy insurance risk
process, we may have the following adjusted definition of ruin. Every time the
process X becomes negative, an independent and exponentially distributed
clock is started with parameter ¢ > 0. If the process X recovers and enters
(0,00) before this clock rings, then the insurance company may continue
without becoming ruined. If, however, the process X spends longer below
zero than it takes the associated exponential clock to ring, then the process
is declared ruined.

(i)  Explain why the probability of ruin (according to the new definition)
may now be written 1 — V where

VimE (et hT et >0,
(ii)  Show that

where, for x <0, g(x) = Em(ef‘”&). Hence deduce that

V=4 (O—i-)&.
q
(iii) Now suppose that the drift term of X is denoted ¢ as in (I0.2) and
let U be the associated refracted process as in Sect. [0L4] where the
threshold for refraction is b and « is the rate of refraction. Using ideas
similar to those found in the previous parts of this question, show that,

when ¢/ (0+) > « and ¢ > 0,
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E, (e*q I5e 1{Us<b}d5) _ (1/)’(2‘?6;15‘(3‘(;)43@)

10.9. Consider the perturbed spectrally negative Lévy process ([I0.40). Sup-
pose that we write ﬁt = sup,<, Us, t > 0, in the light-perturbation regime

and ﬁt = supy>, Us, t > 0, in the heavy-perturbation regime. Show that
both of these processes agree with the definition of the process A in (I0.42).

10.10. This exercise reproduces the results of|Albrecher and Hipp (2007) and
Albrecher et al. (IZO_O_Q) for the case of constant light-perturbation. Suppose
that U is a perturbed spectrally negative Lévy process with constant tax rate

€ (0,1). Show that, for all a > z,

ot W(q) (I’) 1/(17’)')
By [ 1 | = (LE)
a 0 W(q)(a)

and give an expression for the probability of ruin. Show also that

Ty 00 (q) 1/(1=7)
(T g W (z)

E. Ty(Xy)dX | = d
et =25 [ ()
and derive an expression for the last expectation in the case that v is a
constant in (1, c0).

10.11. This exercise is based on computations found in [Kyprianou and Ot
). Consider the perturbed process U for the heavy-perturbation regime

with Uy = 2 > 0. Assume that s*(z) < co.

(i) Suppose that v is a continuous function. Show that U exhibits type II
creeping under P, if and only if X has paths of bounded variation.
(i)  Fix ¢ > 0. Define for s € [0, ¢],

2
—
VA
N~—
Il
—
+
|
—
o
|
VA
N~—
|
=

Show that there exists an # > 0 such that ¥, (s) = z— [ v(y)dy = (c—
5)'/2 with s*(x) = c. Let U be the associated perturbed process such
that the underlying Lévy process has a non-zero Gaussian component
and Uy = x. Show that type II creeping can occur.



Chapter 11

Applications to Optimal Stopping
Problems

The aim of this chapter is to show how some of the established fluctuation
identities for (reflected) Lévy processes can be used to solve quite specific, but
nonetheless exemplary, optimal stopping problems. To some extent, this will
be done in an unsatisfactory way, without first giving a thorough account of
the general theory of optimal stopping. However, we shall give rigorous proofs
relying on the method of “guess and verify”. That is to say, our proofs will
start with a candidate solution, the choice of which is inspired by intuition,
and then we shall prove that this candidate verifies sufficient conditions in or-
der to confirm its status as the actual solution. For a more complete overview
of the theory of optimal stopping the reader is referred to the main three texts,

Chow et, al! El%fl E, hir (1978) and [Peskir and Shiryaevl (2006); see also
Chap. 10 of ) and Chap. 2 of [Oksendal and Sulem (2004), as

well as the foundational work of [Snell (1952) and Dynkinl (1963).

The optimal stopping problems we consider in this chapter will be of the
form

v(z) = sup E,y(e” 1" G(X,)), z € R, (11.1)

TET
or variants thereof, where X = {X; : ¢ > 0} is a Lévy process. Further, G
is a non-negative measurable function, ¢ > 0 and 7T is a family of stopping
times with respect to the filtration F. Note that, when talking of a solution to
(11D, it is understood that we want to characterise the function v as well as
finding a stopping time 7* such that v(z) = E,(e~97 G(X,-)), for all 2 € R.

11.1 Sufficient Conditions for Optimality
Here, we give sufficient conditions under which one may verify that a candi-

date solution, i.e. a pair (v*,7*), solves the optimal stopping problem (IT.T]).

Lemma 11.1. Consider the optimal stopping problem ({I11l) for ¢ > 0 under
the assumption that, for all x € R,

309
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P, (there exists lime 7G(X;) < o0) = 1. (11.2)

tToo

Suppose that T € T is a candidate optimal strategy for the optimal stopping
problem ([II1) and let v*(x) = Ey(e™97 G(X,~)), = € R. Then the pair
(v*,7*) is a solution if

(i)  v*(z) > G(x) for all z € R,

(ii)  the process {e” T v*(Xy) : t > 0} is a right-continuous supermartingale.

Proof. The definition of v* implies that

sup E, (e " G(X;)) > v*(x),
TET

for all z € R. On the other hand, property (ii) together with Doob’s Optional
Sampling Theorend] imply that, forallt >0,z € Rand o € T,

v*(x) > B (710" (Xyn,)),

and hence, by property (i), Fatou’s Lemma, the non-negativity of G and
assumption (IT2)), we have

v*(x) > liminfieo By (671 G(X 00 )
> E, (liminf 1o0e "9 G( X po))
= E.(e"G(X,)).

As o € T is arbitrary, it follows that, for all z € R,

v*(@) > sup Eo (e~ G(X,)).
TeT

In conclusion, it must hold that

v*(x) = sup E,(e " G(X,))
TET

for all x € R. O

Note that, when T contains only almost surely finite stopping times, a brief
review of the above proof shows that the condition (I1.2]) is unnecessary.

When G is a monotone function and g > 0, a reasonable class of candidate
solutions that one may consider in conjunction with the previous lemma is
those based on first-passage times over a specified threshold. That is, either
first passage above a given constant in the case that GG is monotone increas-
ing or first passage below a given constant in the case that GG is monotone
decreasing. A heuristic justification may be given as follows.

1 Right-continuity of paths is implicitly used here.
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Suppose that G is monotone increasing. In order to optimise the value
G(X;), one should stop at some time 7 for which X is large. On the other
hand, this should not happen after too much time on account of the exponen-
tial discounting. This suggests that there is a threshold, which may depend
on time, over which one should stop X in order to maximise the expected
discounted gain. Suppose that by time ¢ > 0 one has not reached this thresh-
old. Then, by the Markov property, given X; = x, any stopping time 7 which
depends only on the continuation of the path of X from the space-time point
(z,t) would yield an expected gain e”9'E, (e~ 9" G(X,)). The optimisation of
this expression over the aforementioned class of stopping times is essentially
the same procedure as in the original problem ([I]). Note that, since X
is a Markov process, there is nothing to be gained by considering stopping
times which take account of the history of the process {X; : s < t}. These
arguments suggest that the threshold should not vary with time, and hence
a candidate for the optimal strategy takes the form

™ =inf{t > 0: X; € A},

where A = [y, 00) or (y, 00) for some y € R. Similar heuristic reasoning applies
when G is monotone decreasing. The reader should be warned, however, that
if one were to try and make these arguments rigorous, one would need to
impose more conditions on G than just monotonicity.

When g = 0 and G is monotone increasing, it may be optimal to never stop.
To avoid this case, we impose the added assumption that lim sup,., X; < 00
almost surely. In that case, we may again expect to describe the optimal
stopping strategy as first passage above a threshold. The reason for this is
that we cannot use a stopping time to stop when the Lévy process is at its
all-time maximumP Again, the threshold should be time-invariant due to the
Markov property. If ¢ = 0 and G is monotone decreasing, then, in light of
the aforementioned, we may impose the condition that liminf;.c X; > —o0
almost surely and expect to see an optimal strategy consisting of first passage
below a time-invariant threshold.

11.2 The McKean Optimal Stopping Problem

This optimal stopping problem is given by

v(z) = sup B, (e I (K — 7)), z €R, (11.3)
TET

2 See, however, [Baurdoux and van Schaill (2012) who investigate the problem of stop-

ping as “close” the the maximum as possible in an appropriate sense.
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where 7T is the set of all F-stopping times, K > 0 and, in the current context,
we consider the two cases:

qg>0 or g =0 and gm X: = o0 as. (11.4)

The solution to this optimal stopping problem was considered first by
(M) for the case that X is linear Brownian motion. The original
motivation for this problem comes from the valuation of the so-called perpet-
ual American put option. This is a financial derivative which gives the holder
the right, but not the obligation, to sell a risky asset (here modelled by an
exponential Lévy process) for a fixed price K, at any time in the future. It
turns out that the valuation of this contract boils down to solving (IT3).

In Darling et all (1972), a solution to a discrete-time analogue of ([L3)
was obtained. In that case, the process X is replaced by a random walk. Some
years later, and again within the context of the optimal time to sell a risky
asset (the pricing of an American put), a number of authors dealt with the
solution to (I3 for a variety of special classes of Lévy processesﬁ Below, we
give the solution to (II3) as presented in Mordecki (2002). The proof we shall
give here comes from Alili and Kyprianou (2005) and remains close in nature

to the random walk proofs of Darling et all (1972). More recently,

) offers an interesting alternative perspective on our presentation.

Theorem 11.2. The solution to (I1.3) under the assumption (I1.7) is given

| () )
E (eieq)

and an optimal stopping time is given by

v(x) =

™ =inf{t >0: X; < 2"}

where
¥ =log KE (eéeq) .

Here, as usual, e, denotes a 1/g-mean, independent and exponentially dis-
tributed random variable, with the understanding that, when ¢ = 0, this vari-
able takes the value infinity with probability one. Further, X, = inf,<; X.
Note that in the case that ¢ = 0, as we have assumed that lim;o, X; = 00,
by Theorem [T}, we know that |X | < co almost surely.

3 |Gerber and Shid (1994) dealt with the case of bounded variation spectrally posi-
tive Lévy processes; Boyarchenko and Levendorskii (2002) handled a class of tem-
pered stable processes; @) covers the case of spectrally negative pro-
cesses; [Avram et al! (2002, 2004) deal with spectrally negative Lévy processes again;
Asmussen et all (2004) look at Lévy processes which have phase-type jumps and
[Chesney and Jeanbland (2004) again for the spectrally negative case.
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Proof (of Theorem[I1.2). We begin by noting that the assumption (IT.2)) is
trivially satisfied. In view of the remarks following Lemma [IT.1] let us define
the bounded functions

vy(z) = Eq (e*%’ (K —¢ 7 )+) . zyeR (11.5)

We shall show that the solution to (I1.3]) is of the form (II.)), for a suitable
choice of y < log K, by using Lemma [IT.1]
According to the conclusion of Exercise (i), we have that

e E(efXea1 _ )
ar, -l-,@XT17 _ Bz (—X,, >z—y)
E, (e l(Ty<OO)> = E(eﬁiea) , (11.6)
for a, > 0 and = — y > 0, and hence it follows that, for all x,y € R,
E ((K]E(eﬁeq) _ ew‘f‘ieq)l(_ﬁe >m—y))
vy(x) = < . . (11.7)

E(e™ea)

Lower bound (i). The lower bound v, (z) > (K —e*)", z € R, is respected
if and only if v, (z) > 0 and vy(z) > (K —€”), for all z € R. From ([T,
we see that vy (z) > 0 always holds, for all 2,y € R. On the other hand, a
straightforward manipulation shows that

E ((em+§eq — KE(eﬁeq))l(,éeq Sﬂcfy))
E(eﬁeq) '

vy(z) = (K —e”) + (11.8)

From (IT.8), we see that a sufficient condition on y which ensures that v, (z) >
(K —e") is
¥ > KE(e2eq). (11.9)

Supermartingale property (ii). On the event {t < ey} the identity X, =

X, A (X¢ + 1) holds, where conditionally on F3, I has the same distribution
as X, . In particular, it follows that, on {t <e;}, X, <X, + 1. 1If

¥ < KE(e*eq), (11.10)
then for xz € R

E (Ly<enE (KB o) = e X1 iy
E(eéeq)

7))

vy(z) >

> E (e vy (z + Xy))
=E, (e7"vy(Xy)) .
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Note that the first inequality follows by virtue of the fact that the part of the
outer expectation in (IT.7) taken over the event {e, < t} is positive, thanks
to (LII0). Appealing to stationary independent increments, we can now see
that, for 0 < s <t < o0,

E(e 0, (X0)1F) = ¢ "Ex (e 0, (X)) S ¢y, (X)), (1111)

showing that {e”%v,(X;) : ¢t > 0} is a P,-supermartingale. Right-continuity
of its paths follows from the right-continuity of the paths of X and right-
continuity of vy, the latter of which can be seen from (IL.S]).

To conclude, we see that it would be sufficient to take y=log KIE(eKeq) in
order to satisfy conditions (i) and (ii) of Lemma[IT1] and, thereby, establish
a solution to (TL3)). O

The case that X is a compound Poisson process offers us the possibility to
see that the optimal stopping time is not necessarily unique. Assume further
that there are two-sided jumps whose distribution has no atoms (this excludes
the possibility that X can jump exactly onto a prescribed point). For this
class of compound Poisson processes, we note that

inf{t >0: X; <y} =inf{t >0: X; <y}

P,-almost surely, unless y = z. In that case, the stopping time on the left is
strictly positive P, -almost surely whereas the stopping time on the right is
zero P -almost surely. In other words, for all z,y € R, the optimal stopping
time on the left is P,-almost surely greater than or equal to (as opposed to
just equal to) the optimal stopping time on the right. Suppose we redefine
7, = inf{t > 0: X; <y} and take 7. (under this new definition) to be the
candidate optimal stopping time to the McKean optimal stopping problem,
instead of the one given in Theorem Revisiting the proof of Theorem
[IT2] we find easily that the value function is the same with this new stopping
time. In showing this, one needs to start by making the strict inequality in
([ITE) a weak inequality and working the consequence of this change through
the computations.

With either the old or the new definition of 7., the value function emerges
as the same. We therefore see that, although there is a unique value for
the solution to the optimal stopping problem, the optimal strategy is not
necessarily unique. Indeed, we have found, at least in the case of compound
Poisson jumps, that there is another optimal stopping time which can be
almost surely smaller than the optimal stopping time found in the proof of
Theorem [[1.2] depending on the value of .

In the case that X is spectrally negative, the solution may be expressed
in terms of the scale functions. This was shown by [Avram et all (2002) and
(2004).
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Corollary 11.3. Suppose that X is spectrally negative. Then
v(x) = KZ@D(z — 2%) — * 2P (2 — 2*), r €R,

where p = q — (1) and

v op (1 2@ -1
! ‘1g<K¢<q>q—w<1>>'

Here, we understand the right-hand side above in the limiting sense when
q=(1). That is to say, z* = log(K(1)/¢'(1)).

Recall that @1 is the right inverse of 11, which in turn is the Laplace exponent
of X under the measure P'. Note that we have

P1(A) = (A +1) —9(1),

for all A > —1. Hence, as &(q) — 1 >—1,

V1(2(q) — 1) =g — (1) = p,

and this implies that &1(p) = ®(q) — 1, where for negative values of p, we
understand

?1(p) = sup{\ > —1:¢1(\) =p}.

The subscripts on the functions Wl(p ) and Zl(p ) indicate that they are the
scale functions associated with the measure P!.

Proof (of Corollary [I1.3). We know from Theorem [IT.2 that v = v,, for
y = z*. Hence, from (ITH) and the conclusion of Exercise B7] (ii), we may
write the given expression for v as

v(z) =K (Z(q)(x — ) =W (z - x*)%)

—e® <Z§P> (z—2*) - WP (z - x*)%) .

Next, note that the general form of z* given in Theorem [[T.2] together with
the expression for one of the Wiener—Hopf factors in (84]), allows us to deduce

that
em* — L Q(q) -1
P(q) g — (1)

From (R30), we have that e””Wl(p) (z) = W@ (). Hence taking into account
the definition of @1 (p), two of the terms in the expression for v given above
cancel to give the identity in the statement of the corollary. O
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11.3 Smooth Fit versus Continuous Fit

It is clear that the solution to (IL3) is bounded from below by the gain
function G, and further, is equal to the gain function on the domain on which
the distribution of X« is concentrated. It turns out that there are different
ways in which the function v “fits” on to the gain function G, according to
certain path properties of the underlying Lévy process. The McKean optimal
stopping problem provides a good example of where a dichotomy appears in
this respect. We say that there is continuous fit at the threshold z* if the left
and right limit points of v at x* exist and are equal. In addition, if the left
and right derivatives of v exist at the boundary x* and are equal, then we
say that there is smooth fit at x*. The remainder of this section is devoted to
explaining the dichotomy of smooth and continuous fit in (ITT3).

Consider again the McKean optimal stopping problem. The following the-
orem is again taken from Alili and Kyprianou (2005).

Theorem 11.4. The function v(logy) is convex in y > 0 and, in particular,
there is continuous fit of v at x*. The right derivative at x* is given by
v (¥ 4) = —e® + KP(X,, =0). Thus, the optimal stopping problem (LL.3)
exhibits smooth fit at x* if and only if 0 is regular for (—oo,0).

Proof. Note that, for a fixed stopping time 7 € T, the expression E(e 97 (K —
e X7)+) is convex in e?, as the same is true of the function (K —ce®)*, where
c > 0 is a constant. Further, since taking the supremum is a subadditive
operation, it can easily be deduced that v(logy) is a convex function in y. In
particular, v is continuous.

Next, we establish necessary and sufficient conditions for smooth fit. Since
v(z) = K — e, for all # < x*, and hence v'(z*—) = —e” , we are required to
show that v'(z*+) = —e® for smooth fit. Starting from ([I7) and recalling
that e?” = KE(eeq), we have

v(z) = —KE ((ew_w*JrKeq - 1)1(*&3 >x7x*))
r—x* X
- _K(e* —1)E (e—"ﬂ(-geqn_m*))
—KE ((eieq - 1)1(—X >m—w*)) ’
X,
From the last equality, we may then write

v(z) — (K — ") wv(z) + K(E(eXed) — 1)
xr —x* r—x*
(e —1) ( x.
Erp—— (e ql(—geqn—w*))
X

E ((e—eq ~ 1)1 x. Sw—w*))
+K 1 )

*

=-K

r—T
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To simplify notations, let us call A, and B, the last two terms, respectively.
It is clear that
lim A, = —KE (eieu(_& >0)) : (11.12)

On the other hand, using integration by parts, we have that
X
E ((e—eq — 1)1(0<—§quw—w*))

r—x*

e " -1

*

B, =K

=K

P(-X,, € dz)

(0z—z*] T =T

m*—w_l
:Kei*]P’(O<—Xe <z-az¥)
T —x B
K r—x*
e P00 < =X, < 2z)dz,
r—x* J a

where in the first equality, we have removed the possible atom at zero from
the expectation by noting that exp{X, } —1=0on {X, = 0}. This leads
to limg .« B, = 0. Using the expression for e®" | we see that v/(z*+) =
—e” + KP(-X, = 0), which equals —e”" if and only if P(-X, = 0) =0,
in other words, there is smooth fit if and only if 0 is regular for (—oc,0). O

Let us now discuss the dichotomy of continuous and smooth fit as a math-
ematical principle. In order to make the arguments more visible, we will
restrict ourselves to the case that X is a spectrally negative Lévy process,
in which case v and z* are given in Corollary We start by looking in
closer detail at the analytic properties of the candidate solution, v,, at its
boundary point y. For convenience, we shall assume that (@) is continuously
differentiable on (0, 00) when X has paths of bounded variation.

Returning to the candidate solutions (vy, 7, ), for y < log K, we have,
again from Exercise B that

”y(x)ZK(Z(q)(x—y)_W(Q)(x_y)L>

o(q)
—e® (pr)(x _ y) _ Wl(P)(x _ zﬁ%@)
= KZ(Q)(;Z; —v) —ezzfp)(x —9) _|_]/V(q)(aj _y)dsfzp) (ey _ qu(lq()l;)) :

where p = ¢— (1), x € R and the second equality follows from the fact that
efwf“ (z) = W@ (z); see (830). Thanks to the analytical properties of scale
functions, we observe that v, is continuous everywhere, except possibly at y.
Indeed, at the point y, we find
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vy(y—) = (K —¢)

and

o)+ W@ ()P (v — qéﬂp))

k) = o) + WO I (- kT
Recall that W@ (0) = 0 if and only if X is of unbounded variation, and
otherwise, W@ (0) = 1/§, where § is the drift in the usual decomposition
of X; see (83) and Lemma B0 As X is spectrally negative, 0 is regular for
(—00,0) if and only if X is of unbounded variation. We see that v, is con-
tinuous whenever 0 is regular for (—oo, 0) and otherwise, with the exception
of one particular value, there is a discontinuity at y. Specifically, if y < z*,
then there is a negative discontinuity at y. If y > 2*, then there is a positive

discontinuity at y and if y = x*, then there is continuity at y.
Next, we compute the derivative of v, as follows. For x < y we have

v, (r) = —e”. For x >y, again using the fact that e””Wl(p) (z) = WD (), we

have

o) (@) = KqW@ (2 — y) — /pW @ (@ — )

et 7P @y oy P (v 101(P)
20 =) 4 W o = gy b (o gD,

We see that
v (y+) = v (y—) + WD(0)(Kq — e¥p)

s ongh (o kU )

Recall from Exercise (ii) that

W@ (1) = {2/02 , %f V(—oo,O):ooora>£)
(v(—00,0) +q)/6* if v(—00,0) < 0o and 0 =0

where o is the Gaussian coefficient, v is the Lévy measure of X and § > 0
is the drift in the case that X has bounded variation. Moreover, we adopt
the understanding that 1/0 = oco. From (II.I4), we note that there is a
discontinuity in the left- and right-derivative of v, with the exception of the
case that y = 2. Indeed, when y > z*, this discontinuity is positive, when
y < z* it is negative and when y = x*, v (y) is well defined.

Figs.IT1l and sketch what we can expect to see for the shape of vy,
by perturbing the value y about x*, for the cases of unbounded variation and
bounded variation with infinite Lévy measure. With these diagrams in mind,
we may now intuitively understand the appearance of smooth or continuous
fit as a principle via the following reasoning.
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Fig. 11.1 A sketch of the functions vy (logx) for different values of y when X is
of bounded variation and v(—o00,0) = co. Curves which do not bound the function
(K —z)T from above correspond to examples of v, (log z) with y < z*. Curves which
are bounded from below by (K —x)% correspond to examples of v, (log z) with y > z*.
The unique curve which bounds the gain from above with continuous fit corresponds
to vz (log ).

e

Fig. 11.2 A sketch of the functions v, (logx) for different values of y when X is of
unbounded variation and o = 0. Curves which do not bound from above the function
(K —z)7 correspond to examples of v, (log ) with y < z*. Curves which are bounded
from below by (K —z)1 correspond to examples of v, (log z) with y > z*. The unique
curve which bounds from above the gain with smooth fit corresponds to v« (log x).

For the case 0 is irregular for (—o00,0) for X. When y < z*, thanks
to the analysis of (IT.13]), we know that the function v, does not bound
the gain function (K —e®)™ from above due to a negative discontinuity
at y. Hence 7,7 is not a good strategy in this regime of y. On the
other hand, from (IL8) and (IT9) if y > z*, v, bounds the gain
function from above. Again from ([TI3]), we see that there is a positive

discontinuity in v, at y when y > z* and continuity when y = z*. By
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bringing y down to x* it turns out that the function v, is pointwise
optimised. Here, we experience a principle of continuous fit and from
([II14) it transpires there is no smooth fit.

For the case 0 is regular for (—o0,0) for X. All curves v, are contin-
uous. When y < 2*, the function v, cannot bound the gain function
(K —e¥)*" from above as v; (y+) < v, (y—). Hence 7,7 is not a good
strategy in this regime of y. As before ify > a*, vy bounds the gain
function from above. Again, from (I]]ﬂZI), we see that there is a discon-
tinuity in v; at y if y > 2™ and, otherwise, it is smooth when y = z*. It
turns out this time that by bringing y down to x* the gradient ’U; (y+)
becomes equal to ’U; (y—) and the function v, is pointwise optimised.
We experience then in this case a principle of smooth fit instead.

Whilst the understanding that smooth fit appears in the solutions of opti-
mal stopping problems as a principle dates back to Mikhalevich 41958), the
idea that continuous fit appears in certain classes of optimal stopping prob-

lems as a principle appeared for the first time only recently in the work of
Peskir and Shiryaev ,[2002).

11.4 The Novikov—Shiryaev Optimal Stopping Problem

The following family of optimal stopping problems was solved by Novikov and Shiry@gﬂ
M), albeit in an analogous random walk settingﬂ Consider

vp(7) = sup E,(e” 77 (X 1)™), z € R, (11.15)
TeT

where T is the set of F-stopping times and it is assumed that X is any
Lévy process, ¢ > 0 and we may choose n to be any strictly positive integer.
We first need to introduce a special class of polynomials based on so-called
cumulants.

Recall that if a non-negative random variable Y has characteristic function
#(0) = E(e!?Y), then its cumulant generating function is defined by log ¢(6).
If Y has up to n moments, then it is possible to make a Taylor expansion of
the cumulant generating function, in the neighbourhood of the origin, up to
order n plus an error term. Specifically,

n

log ¢(0 Z o(|0]") as 6 — 0.

In that case, the coefficients {k1, ..., k, } are called the first n cumulants, and
they may be written in terms of the first n moments. For example,

4 The continuous-time arguments are also given in Kyprianou and Surya (M)

Further work in this direction can be found in [Deligiannidis et al! (2009).
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R1 = M1,
Ko = pia — I3,
K3 = 245 — 31z + pia,
and so on, where p1, ug, p3, ... are the first, second, third, etc. moments of Y.

For a concise overview of cumulant generating functions, the reader is
referred to [Lukacd (1970) and [Kendall and Stuart ).

Definition 11.5 (Appell Polynomials). Suppose that Y is a non-negative
random wvariable and, for n = 1,2,---, its n-th cumulant is given by K.
Define the Appell polynomials of Y iteratively as follows. Take Qo(x) = 1,
x € R and, assuming that |k,| < 0o (equivalently, Y has an n-th moment),

given Qn_1(x), we define Qn(x) via

d

L On(@) =nQua(z),  zeR. (11.16)

This defines @, up to a constant. To pin this constant down, we insist that
E(Qn(Y)) = 0. The first three Appell polynomials are given by

Qo(z) =1, Q1(z) =z — K1, Q2(z) = (. — K1)* — Ko,

Q3(z) = (z — k1)® = 3ka(x — K1) — K3,

under the assumption that k3 < oo. See also Schoutens (2000) for further
details of Appell polynomials.

In the following theorem, we shall work with the Appell polynomials gen-
erated by the random variable Y = X_ where as usual, for each ¢ € [0, 00),
X, = SUP g0, X and e, is an exponentially distributed random variable
with mean 1/¢, which is independent of X.

Theorem 11.6. Fizn € {1,2,...} and assume that
/ 2"v(dz) < oo. (11.17)
(1,00)

Then there exists a largest root, x € [0,00), of the equation Q,(x) = 0. Let
Tr=inf{t >0: X, >}
Then 7 is an optimal strategy to (I1.13). Further,
on(2) = Ew(Qn(yeq)l(quZz;))v r e R.

Similarly to the McKean optimal stopping problem, we can establish a
necessary and sufficient criterion for the occurrence of smooth fit. Once again,
it boils down to the underlying path regularity of X.
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Theorem 11.7. For each n = 1,2, ..., the solution to the optimal stopping
problem in Theorem 9.6 is convex. In particular, there is continuous fit at
xy . Moreover,

v (@5, =) = vy, (25 +) — @, (27)P(Xe, = 0)
Hence, there is smooth fit at x¥ if and only if 0 is regular for (0,00) for X.

The proofs of the last two theorems require some preliminary results, given
in the following lemmas.

Lemma 11.8 (Mean value property). Fizn € {1,2,...} and suppose that
Y is a non-negative random variable satisfying E(Y™) < oo. If Q,, is the n-th
Appell polynomial generated by Y, then

E(@n(z+Y)) =",
for all x € R.

Proof. Note that the result is trivially true for n = 1. Next, suppose the
result is true for @, _1. Then, using dominated convergence, we have from

(LI6) that

%E(Qn(a@ +Y))=E (%Qn(x + Y)) =nE(Qn_1(x+Y)) =na""1.

Solving this differential equation, using E(Q,(Y)) = 0 to pin down the con-
stant, we have the required result. 0

Lemma 11.9 (Fluctuation identity). Fiz n € {1,2,...} and suppose that

/ z"v(dz) < co.
(1,00)

Then, for all a >0 and z € R,
—oT+ vn =
]Em(e qTa 'Xle(Tj<OO)) = ]Ew(Qn(Xeq)l(yeqza)),

where T,F = inf{t > 0: X; > a}.

Proof. On the event {T},” < 4}, equivalently, on the event {X¢, > a}, we
have that qu = X+ +5, where S is independent of F.+ and has the same
distribution as X ,- It follows that

Ez(Qn(qu)l(quzaﬂ}—Tj) = 1(Ta+<eq)h(XTa+)7 €T € R,

where h(z) = E;(Qn(Xe,)) = 2", and the last equality follows from Lemma
I8 with Y = X, .- Note also that, by Exercise[]] the integral condition on
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v implies that E(Yzq) < 00, which has been used in order to apply Lemma
11.8 We see, by taking expectations again in the previous calculation, that

— —oTF wvn
EI(QH(Xeq)]_(quZa)) = Ez(e qTa XT+1(T;><OO))’

a

as required. 0

Lemma 11.10 (Largest positive root). Fiz n € {1,2,...} and suppose

that
/ z"v(dz) < co.
(1,00)

Suppose that Q,, is generated by qu. Then @, has a unique strictly positive
root, say 7, such that Qn(z) is negative on [0, z%) and positive and increasing
on [z, 00).

Proof. We start by noting that the statement of the lemma is clearly true for
Q1 (x) = x — k1. We proceed then by induction and assume that the result is
true for Q,_1.

The first step is to prove that @, (0) < 0. Let

—aTF v
n(a7n> = E(e it XT;r]‘(T;r<oo))

and, for all @ > 0 and n = 1,2, ..., note that n(a,n) > 0. On the other hand
1(a,n) = E(Qu(Xe, 1z, 20)

E(Qn(yeq)l(yeq<a))

P(Xe, < a)Qn(0)

aq

E((Qn(o) - Qn(yeq))l(feqqn)v

for all n = 1,2, ---, where the first equality follows by Lemma [I1.9] and the
second by Lemma [IT.8 Since, by definition,

_|_

Qn(z) = Qn(0) +n/ Qn—1(u)dy, (11.18)
0
for all z > 0, we have the estimate

Eo((Qn(0) = @u(Xe)1(x,, <o) < na sup [Qn-1(4)B(Xe, < a),
Yy ,a

which tends to zero as a | 0. We have, in conclusion, that, as a | 0,
0 < n(a,n) < ~P(Xe, < a)[@n(0) + O(a)],

and hence it follows that @, (0) <0.
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Under the induction hypothesis for @,,—1, we see from ([II8]), together
with the fact that @,,(0) < 0, that @, is negative and decreasing on [0, ) _;).
The point x}, _; is the argument corresponding to the infimum of @,,, thanks
to the positivity and monotonicity of @,—1(s) on & > x*_,. In particular,
Qn(x) increases to infinity from its minimum point, and hence there must be

a unique strictly positive root of the equation @, (x) = 0. O

We are now ready to move to the proofs of the main theorems of this
section. For the first one below, the reader is again referred to
(2019) for an interesting alternative.

Proof (of Theorem[IL0l). Fix n € {1,2,...}. As a consequence of (ITI7), we
have that E(X;) € [-00,0), and hence the Strong Law of Large Numbers,
given in Exercise[[2] implies that (IT2)) is automatically satisfied, since ¢ >
0. Indeed, (X;")™ grows no faster than Ct" for some constant C' > 0.
Define
vi(2) = B (™ (X )" gt o)y TER (11.19)

Again, referring to the discussion following Lemma [IT.Il we consider pairs
(v2,T;F), for a > 0, to be a class of candidate solutions to (IIIH). Our
goal then is to verify, with the help of Lemma [I1.1] that the candidate pair
(v, T;F) solves (IIIH) for some a > 0.

Lower bound (7). We need to prove that v&(z) > (z*)" for all z € R.
Note that this statement is obvious for z € (—00,0) U (a,00), just from the
definition of v%. Otherwise, when = € (0, a), we have from Lemmas and
that, for all z € R,

vp(2) = Em(Qn(Xeq)l(Xqua))
=1" — E(Qn(x + qu)l(ﬁyeq@)). (11.20)
Recall from Lemma [[T.10 that Q,(x) < 0 on (0, z%]. Therefore, provided
a <,
we have in (IT20) that v%(z) > (z1)™, z € R.
Supermartingale property (ii). Provided
a>x,

we have almost surely that
Qn(yeq)l(feq >a) > 0.

On the event that {e;, > t}, we have that X, is equal in distribution to
(X:+9) V X, where S is independent of F; and equal in distribution to X ¢ .
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In particular qu > X; + S. It now follows that

’UZ(I) > Ex(l(eq>t)Qn(qu)1(quZa))
> Em(l(eq>t)ELE(Qn(Xt + S)l(Xt+SZa)|]:t))
B, (e M (X)), 7 € R

From this inequality, together with the Markov property, it is easily shown,
as in the McKean optimal stopping problem, that {e”9v%(X;) : ¢ > 0} is a
P,-supermartingale. Right-continuity follows again from the right-continuity
of the paths of X, together with the right-continuity of v%, which is evident

from (IT20).

We now see that the unique choice ¢ = x}, allows all the conditions of
Lemma [TTT] to be satisfied, thus giving the solution to ([IIHI). O

Note that the case ¢ = 0 can be dealt with in essentially the same manner.
In this regime it is necessary to assume that limsup;;,, X; < oo, and if
working with the gain function (z7)", for n = 1,2, ..., then one needs to
assume that

/ 2"y (dr) < oo.
(1,00)

The power in the above integral is n + 1, and not n as one must now deal
with the n-th moments of X .; see Exercise [T1]

Proof (of Theorem[I1.7). In a similar manner to the proof of Theorem [IT.4]
it is straighforward to prove that v is convex and hence continuous.
To establish when there is smooth fit at «}, we note that, for v < z7;,

v (25) — vp(2™) _ (xf)™ — 2 . Ez(Qn(qu)l(Xeq <1;))

* * *
Tk — Tk — i —

_ )t Eel@(Xe) ~ @ulri) iz, <np)

* —
X, X X, X

)

where the final equality follows because @, (x}) = 0. Clearly,

lim =) (z}+).

zlzy  xF —x

However,



326 11 Applications to Optimal Stopping Problems

Ew((Qn(qu) - Qn($2))1(ieq<z;))

*
Th— T

E.(Qn(Xe,) ~ Qul@) iz, 0n)

Ea((@n(a) ~ Qi <o) (11.21)

*
Tk —

where, in the first term on the right-hand side, we may restrict the expectation
to {x < qu < z}} as, under P, the possible atom of qu at x gives zero
mass to the expectation. Denote by A, and B, the two expressions on the
right-hand side of (IT2I)). We have that

lim B, = —Q;I(:v:;)]P’(qu =0).

xtal

Integration by parts also gives

B Qn(z+y) — Qnlz)  —
A, = /( e P(Xe, € dy)

- WP(Y% € (0,2 —2))
1 [T /
_CL';‘L —x A ]P)(Xeq € (Ovy])Qn(I + y)dy.

Hence, it follows that

lim A, = 0.
zta}
In conclusion, we have that
s Un (‘Trl) — Un (‘T) / * / * Svd
lim ————= = — P(Xe, =0
m%ﬂr}; x:; T Un(‘rn—i_) Qn(‘rn) ( €q )7
which concludes the proof. 0

11.5 The Shepp—Shiryaev Optimal Stopping Problem

Consider the optimal stopping problem

v(z) = sup E(e” 7+ (XVa)y, (11.22)
T€T

where ¢ > 0, 7 is the set of F-stopping times which are almost surely fi-
nite and x > 0. This optimal stopping problem was proposed and solved by



11.5 The Shepp—Shiryaev Optimal Stopping Problem 327

Shepp and Shiryaev (1993), for the case that X is a linear Brownian motion

and ¢ is sufficiently large. Like the McKean optimal stopping problem, (IT.22])
appears in the context of an option pricing problem. Specifically, it addresses
the problem of the optimal time to sell a risky asset for the maximum of
either e” or its running maximum (with discounting) when the risky asset
follows the dynamics of an exponential linear Brownian motion. This lies at
the heart of the pricing problem of so-called Russian options.

In ), a solution was given to ([I1.22]) in the case that
X is a general spectrally negative Lévy process (and ¢ is sufficiently large).
In order to keep to the mathematics that has been covered earlier on in this
text, we give an account of a special case of that solution here. Specifically,
we deal with the case that X has bounded variation, in which case, we shall
write X in the usual form

X, =6t—S8, t>0, (11.23)

where 6 > 0 and S is a driftless subordinator with Lévy measure v (concen-
trated on (0,00)). We shall further assume that v has no atoms. As we shall
use scale functions in our solution, this last condition will ensure that they
are continuously differentiable on (0, 00); see Exercise B4l Our objective is
the theorem below. Note that we use standard notation from Chap.[8l

Theorem 11.11. Suppose that X has paths of bounded variation with Laplace
exponent ¢ satisfying ¢ > ¥ (1). Define

o =inf{z > 0: 29D (z) < WD (2)}, x> 0.
Then for each x > 0, a solution to (I1.22) is given by the pair
v(z) = e*ZD (2" — )

and
" =inf{t > 0:Y" > 2"},

where Y* = {Y* 1t > 0} is the process X reflected in its supremum, when
issued from x >0, so that ;¥ = (x V X¢) — X3.

Before moving to the proof of Theorem IT.11l let us consider the nature
of (IL22) and its solution.

It needs to be pointed out that, due to the involvement of the running
supremum in the formulation of the problem, one may consider (IL22) as
an optimal stopping problem which concerns the three-dimensional Markov
process {(t, X;, X¢) : t > 0}. Nonetheless, it is possible to reduce (IL22) to
an optimal stopping problem driven by the two-dimensional Markov process
{(t,Y") : 1 =0}

The way to do this was noted by [Shepp and Shiryaey (1994) in a follow-

up article to their original contribution. Recalling the method of change of
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measure described in Sects.B3 and Bl (see specifically Corollary BIT]), for
each 7 € T, we may write

E(e_‘”"’(yfvm)) =E! (e_Merf 1r<o0));
where
a=q—P(1).
Hence, our objective is to solve the optimal stopping problem
sup E' (e Y71 ), (11.24)
TET

which is based on the two-dimensional Markov process {(t,Y;*) : ¢ > 0}. Note
that (IT.24]) takes a different form from the type of optimal stopping problems
we have considered earlier, in that it does not conform to the description given
in (IIT]). We shall return to this point shortly. In the meantime, we can note
that arguments along the lines of those in the paragraphs following Lemma
[[T1] suggest that a suitable class of candidate solutions to (IT.24]) is pairs of
the form (ve(x),7%), a > 0, where for each x > 0,

va(@) = BN (e i 1 e o)) = B (7 HV7H) (11.25)

and
oy =inf{t > 0:Y" > a}. (11.26)

Indeed, the times at which Y? is zero correspond to times at which X, and
hence the gain in (IT.22), is increasing. The times at which Y* takes large
values correspond to the times at which X is far from its running supremum.
At such moments, one must wait for the process to return to its maximum
before there is an increase in the gain. Exponential discounting puts a time
penalty on waiting too long, suggesting that we should look for a threshold
strategy in which one should stop if X moves too far from its maximum. Note
from Exercise [[T.T] that the stopping time ([1.26) is P-almost surely finite,
which places it in the class 7. By the same token, it is also P'-almost surely
finite, which explains the removal of the indicator in the second equality of
(IT28). We see at this point that the original problem (IT22)) has now been
reduced to an optimal stopping problem concerning only the one-dimensional
process {Y : t > 0}.

Next, let us consider the optimal threshold x*. Define the function f(z) =
ZD(x) — W @ (z), z > 0. Differentiating, we have, for z > 0,

f'(z) = qWD(2) - W' ()
= qe” D7 (1 = B(9)) Wag) () = W) (@), (11.27)

where in the second equality, we have used [830). We know that W, ()
is monotone increasing (cf. Theorem B.I)). In particular W, () > 0 for
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all x > 0. On the other hand, the assumption that ¢ > (1) implies that
®(q) > 1. Hence, the right-hand side of (II.27) is strictly negative, for all
x > 0. Further, we may check, with the help of Exercise 81 (i), that

lim /(@)

= —1<0.
s W@ (z)  Blg)

From (R30) again, it is clear that the denominator on the left-hand side above
tends to infinity.

Note that f(0+) = 1 —¢W(@(0). Since X has bounded variation, we know
that W@ (0) = =1 If ¢ > §, then f(0+) < 0 and 2* = 0, which corresponds
to stopping immediately. Note that it is already clear that one should stop
immediately for this regime of ¢ as the gain process exp{—qt + (X; V )},
t > 0, is decreasing. When ¢ < §, we have that f(0+) > 0, f'(z) < 0 for all
x > 0 and f(oo) = —oo. It follows that there is a unique solution in (0, c0)
to f(x) = 0, which we denote by x*.

Note also that, as the solution can be expressed in terms of functions whose
analytic properties are sufficiently well-understood, we may easily investigate
the situation with regard to smooth or continuous fit. For each z > 0, the
process Y* has the same small-time path behaviour as — X, and hence P(7% =
0) = 0 as P(r, = 0) = 0. This property is independent of z > 0 (the point
x = 0 needs to be considered as a special case on account of reflection).

Corollary 11.12. When g < §, the value function in (IL.22) is convex and
hence exhibits continuous fit at x*. Further, it satisfies

U/(.I*—) _ U/(.I*—F) _ %61*7
showing that there is no smooth fit at x*.

Proof. The first part follows in a similar manner to the proof of convexity in
the previous two optimal stopping problems. After a straightforward differ-
entiation of the value function of (IT.22)), recalling that W (0+) = 1/4, the
last part of the corollary follows. O

Proof (of Theorem [IL11]). As indicated above, we consider candidate solu-
tions of the form (v,, 7% ). We can develop the right-hand side of v, in terms
of scale functions with the help of Theorem (i). However, before doing
so, let us note, with the help of Lemma [R4] that the analogue of the scale
function Wiql), when working under the measure P', can be calculated as
equal to

W71 (@) = ey ),

However, we also know that 11 (—1) = ¥(1 — 1) — (1) = —1(1), and hence,
applying Lemma [B4] again, we have further that

[Wl(q)]—l(ﬂﬁ) — oo T (@) (z) = W(q)(x).
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We may therefore read out of Theorem [0 (i) the identity

T q q qW(q) (CL) — Z(q) (a)
vo(z) =€ <Z( Na—z) -~ WD (a—z) W@ () W(‘Z)(a)> ;o x>0
(11.28)

It would be convenient at this point if we could apply Lemma [Tl to the
pair (ve,os) for an appropriate choice of a. As alluded to previously, this
lemma is not directly applicable to the optimal stopping problem ([1.24])
on two counts. Firstly, because the process Y* is not a Lévy process and,
secondly, because of the inclusion of the indicator of the event {7 < oo}
in the expected gain. This is not a serious obstruction however. Indeed, we
leave it as an exercise to the reader to show that, following closely the proof
of Lemma [IT.T] the following statement is true. If, for some 7* € T, v*(z) :=
E!(exp{—ar* + Y2 }1 (1o satisfies (i) v*(z) > e* and (i) {e~*v*(Y}") :
t > 0} is a right-continuous supermartingale, then the pair (v*,7*) solves
).

Let us continue then to check the conditions of the aforementioned modi-
fied version of Lemma [Tl for the pair (7%, v,), with an appropriate choice
of a.

Lower bound (i). We need to show that v,(s) > e”. The assumption ¢ >
(1) implies that #(¢) > 1, and hence

W(q)/(a) —w@ (a) > W(q)/(a) _ @(q)W(‘?) (a).
On the other hand, from (830), we may compute
W(‘Z)’(a) _ @(q)W(q) (a) = egb(Q)“W(;(q) (a) >0,

where the inequality is due to 822). Together with the properties of Z() (a)—
qW(@(a) as a function of a, we see that the coefficient

qW @ (a) — 7(a) (a)
W(Q)/(a) — W (a)

is strictly positive when a > 2* and non-positive when a € [0, 2*].
Recalling that Z(@(z) > 1, we conclude that v,(x) > e® when a € [0, z*].
On the other hand, if a > x*, then

qw(q) (a) — 7(a) (a)

wla=) = e = W) e

< et (11.29)

showing that, in order to respect the lower bound, we must take a < z*.

Supermartingale property (ii). We know that the function v, (z) is differen-
tiable with continuous first derivative on (0, a). Further, the right-derivative
at zero exists and is equal to zero. To see this, simply compute
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vl (04) = (Z(q) (a) = W@ (q) qW 9D (a) — Z(q)ia)

W@ () — W (a)
qW(@ (a) — Z(q)(a)>

—gW@ (@)
AW @) + WO W (@)

= 0.

Next, recall from Sect.®1] that, under P!, X remains a Lévy process of
bounded variation with the same drift, but now with exponentially tilted
Lévy measure, so that in the form (IIT23), v(dy) becomes e Yv(dy). Apply-
ing the change of variable formula in the spirit of Exercises and ] we
see that, despite the fact that the first derivative of v, is not well defined at
a, for t >0,

e e (Y;") = va(z) — Oé/oteo‘sva(yf)ds
+ /Ot e **(ve(a—) — va(a+))dLy
—5/ —asy Ym)ds+/t —asy! (YO d(x v X

/ /0 ¢ @V ) () v(dy)ds
(11.30)

P-almost surely, where {L¢ : ¢ > 0} counts the number of crossings of the
process Y* over the level a. Further, for ¢t > 0,

M, = / / e (0 (Y2 +y) — v, (YZ )N (ds x dy)
[0,¢] /(0,00)

[ ) = e s
Ooo)

where N is the counting measure associated with the jumps of S in the
decomposition (TL23) of X under P!. In the fourth integral of (II.30), the
process x V X, increases only when Y* = 0. Since v/,(0+) = 0, the fourth
integral is equal to zero. Note also that it can be proved in a straightforward
way, with the help of the compensation formula in Theorem [£4] that the
process M := {M, : t > 0} is a martingale. In the first and third integrals of
(II30), we can freely interchange the roles of Y* and Y¥ on account of the
set of jump times of X (and hence Y*) having zero Lebesgue measure.

Recalling that P}(5% < oo) = 1, the Markov property and ([L25) imply
that o

E! (efaﬁgnLY;g |]:t) _ efa(ﬁz/\t)va(yﬁzz/\t% t>0.
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In particular, we have a martingale. Hence, considering the left-hand side
of (II30), we deduce that, for all 0 < 2 < a and stopping times 7 for the

process Y7,
To AT
E (/ e—asclua(yg)ds> =0, (11.31)
0

where
Ll (z) = / (va(z+y) —va(z))e Y (dy) — 00, (z) — v, (x) = 0, (11.32)
(0,00)

for all z € (0,a). It is a straightforward exercise to show that = — Llv,(z) is
a continuous function on (0,a). Let us consider the particular the case that,
in (IL3D),

T=inf{t >0:Y" & (u,v)},
for 0 < u <z < v < a, so that 37 A7 = 7. The equality in (II3I) can be
rewritten using the resolvent density, u(®)(-,-,-), described in Theorem &7l
Specifically, using Fubini’s Theorem, we have

E(/ e’asﬁlva@dS)—/ / P(Y? € dy, s < 7)L'va(y)ds
0 0 (u,v)

/ U(a)(v - UV — T,V — y)ﬁlva(y)dy
0.

Since we may choose 0 < u < x < v < a arbitrarily and the density u(®) is
strictly positive, it can be shown that £v,(y) is Lebesgue-almost everywhere
zero on (0, a), and hence, by continuity, £'v,(y) = 0 for all y € (0, a).

Since v, (z) = €” for all > a, we know that the expression on the left-
hand side of (IT32) satisfies

Llvg(z) = ew/ (1—e Yu(dy) — de* — ae®
(0,00)

—e"(¢¥(1) + a)
= —qe” <0,

for z > a. In conclusion, we have shown that £Llv,(x) < 0on z € (0,00)\{a}.
If @ > 2%, then from (II29) v,(a—) — ve(a+) < 0. In the notation of

Theorem B.1T]
/ e~ P(Y € {a})ds = lim Uz, {a}) = 0.
O zZToo

This implies that we can rewrite (IT30) in the form



11.5 The Shepp—Shiryaev Optimal Stopping Problem 333

Fig. 11.3 A sketch of the functions v, (log z) for different values of a, when X is of
bounded variation and v(—o00,0) = co. Curves which do not bound from above the
diagonal correspond to v, (logz) for a > x*. Curves which are bounded from below
by the diagonal correspond to ve(logz) for 0 < a < z*. The unique curve which
bounds from above the diagonal with continuous fit corresponds to v, (logz) with
y=a*.

t
e Y, (V") = va () +/ e Ly, (YF)ds
0
t
—|—/ e (ve(a—) —vg(a+))dLy + My,
0

without having to worry about the value of £'v, at a. It follows that the
process {e”“v,(X;) : t > 0} is the difference of a martingale M and a non-
decreasing adapted process, thus making it a supermartingale. It is also clear
from (IT30) that this supermartingale must be right-continous.

In conclusion, all properties of Lemma [[T.I] are satisfied uniquely when
a = z*, thus concluding the proof. 1

The semi-explicit nature of the functions {v, : a > 0}, once again, gives us
the opportunity to show graphically how continuous fit occurs, by perturbing
the function v, about the value a = z*. See Fig.[11.3]
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Exercises

11.1. Suppose that X is a spectrally negative Lévy process. Consider the
process Y* = {Y;* : t > 0}, where Y;* = 2V X; — X;. Recall the definition

oy =inf{t >0:Y" > a},

for 0 < x < a. Use the Poisson point process of excursions, described in
Theorem [6.14] to show that

P(c¥ = ) = lim Wia - z)

@ exp{—tW'(a)/W(a)},

and hence P(7 < 00) =1, for all 0 < z < a.

11.2. The following exercise is based on [Novikov and Shiryaewv (IZDDAI) Sup-

pose that X is a Lévy process and either:

qg>0 or q=0and }iTthz—oo.

Consider the optimal stopping problem

v(z) = sup Eg(e ™" (1 — e~ X)) zeR, (11.33)
TET

where T is the set of F-stopping times.

(i)  For a > 0, prove the identity

_ye
—qTt =X+ — © ’ <
E, (e “ (1—e Ta)1<T:<oo>) = E, ((“m) 1<Xeq>a>>°

where T, = inf{t > 0: X; > a} and x € R.
(ii)  Show that a solution to (IL33) is given by the pair (v,-,T"), where
v~ () is equal to the left-hand side of the identity in part (i) with

a=z"=— logE(e*qu).

(iii) Show that there is smooth fit at z* if and only if 0 is regular for (0, c0)
for X, and otherwise there is continuous fit.

11.3. This exercise is taken from [Baurdoux (M) and is based on a method
of Beibel and Lerche (ILQSM) Suppose that X is a spectrally negative a-stable
Lévy process, with o € (1,2) and probabilities {P, : © € R}. Let > 0 and
define for, x € R,

H(x):/o e u e =1dy,
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Now suppose that h is a function on R such that there exists some x* satis-
fying
. h(z)
" = argmax, cgp —

(z)
(i)  Show that, for all x € R,

H((t+1)"YX,)
H(z)(t+ 1)

t>0

is a martingale under P,.
(ii)  Use the martingale in part (i) to deduce that, for any stopping time 7,

h((T+1)71X,)

E,
(r+ 1

1(T<oo) < H(I)

(iii) Define
™ =inf{t>0:(1+t)" VX, = 2%}
Assuming that P(7* < c0) =1 for x < 2* [ show that 7* is an optimal
stopping time for
B((r + 1)V X)
T+

V(I) = supEm (r<o0) |

for z < x*, where the supremum is taken over all stopping times for
X. Moreover deduce that V(z) = h(z*)H (x)/H (z*).

5 In fact it is the case that P(7* < co) = 1 thanks to the law of the iterated logarithm
for X, which states that

. Xt
lim sup

t1oo t1/(2loglogt)(e—1)/a = Ca

almost surely, for some constant c, > 0.






Chapter 12
Continuous-State Branching Processes

Our interest in continuous-state branching processes will be in exposing their
intimate relationship with spectrally positive Lévy processes. A flavour for
this has already been given in Sect.[[.3.4] where it was shown that a com-
pound Poisson process killed on exiting (0, 00) can be time changed to obtain
a continuous-time Bienaymé—-Galton—Watson process, and vice versa. The
analogue of this path transformation in greater generality consists of time
changing the path of a spectrally positive Lévy process, killed on exiting
(0,0), to obtain a process equal in law to a Markov process which observes
the so-called branching property (defined in more detail later) and vice versa.
The latter process is what we refer to as the continuous-state branching pro-
cess. The time change binding the two processes together is called the Lam-
perti transform, following the foundational work of [Lamperti (196 Za,b)

Having looked closely at the Lamperti transform, we shall give an account
of a number of observations concerning the long-term behaviour, as well as
conditioning on survival, of continuous-state branching processes. Thanks to
some of the results in Chap.[8 semi-explicit results can be obtained.

12.1 The Lamperti Transform

A [0, o0]-valued strong Markov process Y = {Y; : ¢t > 0} with probabilities
{P; : & > 0} is called a continuous-state branching process if it has paths
that are right-continuous with left limits and its law observes the branching
property given in Definition LI Another way of phrasing the branching
property is that, for all § > 0 and z,y > 0,

EIJFy(e*er) = Ew(efeyt)Ey(efeyt). (12.1)

1 See also [Silversteir (1968).

2 As usual, for > 0, the measure P, satisfies the property P.(Yo =) = 1.

337
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Note from the above equality that, by iterating, we may always write, for
each = > 0,
E (7)) = E, /(e "), (12.2)

showing that Y; is infinitely divisible for each ¢ > 0. If we define for, 6,¢ > 0,
9(t,0,2) = —log E,(e” "),
then (I222) implies that, for any positive integer m,
g(t,0,m) = ng(t,0,m/n) and g(t,0, m) = mg(t,0,1),
showing that for z € QN [0, o0),
g(t,0,2) = zu(0), (12.3)

where u(0) = ¢(t,0,1) > 0. From (I21)), we also see that, for 0 < z < y,
g(t,0,2) < g(t,0,y), which implies that g(¢, 0, x—) exists as a left limit and
is less than or equal to g(t,0,z+), which exists as a right limit. Thanks to
([I23), both left and right limits are the same, so that, for all z > 0

Ey(e™ ) = ¢7ouel0), (12.4)

The Markov property in conjunction with (I24) implies that, for all z > 0
and ¢,s,0 >0,

e vu+s(9) = B (E(e_ey”sw;f)) =L, (e_Y‘“S(‘g)> = e~ vu(us(0))

In other words, the Laplace exponent of Y obeys the semi-group property

Upts(0) = up(us(0)). (12.5)

The first significant glimpse one gets of Lévy processes, in relation to
the above definition of a continuous-state branching process, comes with the
following result, for which we offer no proof on account of the associated
technicalities (see, however, Exercise [[I]] for intuitive motivation or Chap.

IT of Le Gall (1999), [Silverstein (1968), [Caballero et all (2009) for a proof).

Theorem 12.1. For t,0 > 0, suppose that u:(0) is the Laplace functional
given by [I2) of some continuous-state branching process. Then it is differ-
entiable in t and satisfies

3ut

E(G) +1(us(0)) = 0, (12.6)

with initial condition ug(0) = 0, where for A > 0,
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1
Y(\) = —q — a\ + 50'2)\2 + /(0 )(e*“ — 1+ Aelen))I(dz),  (12.7)

with ¢ >0, a € R, 0 > 0 and II is a measure supported in (0,00) satisfying
f(o OO)(l A x?)I(dz) < oco.

Note that, for A > 0, ¥(\) = logE(e *%1), where X is either a spec-
trally positive Lévy procesdd] or a subordinator, killed independently at rate
q > 0, with cemetery state +o00l From Sects.RI] and B respectively, we
know that 1 is convex, infinitely differentiable on (0,00), ¥(0) = ¢ and
' (0+) € [~00,00). Further, if X is a (killed) subordinator, then (c0) < 0
and otherwise, we have that ¢ (o0) = oo.

For each 6 > 0 the solution to (IZ6) can be uniquely identified by the
relation

0L 12.8
_/9 =t (12.8)

This is easily confirmed by elementary differentiation. Note, by letting ¢ | 0,
we notice that ug() = 6.

From the discussion above, we see that if a continuous-state branching
process exists, then it is associated with a particular function 1 : [0,00) — R
given by (IZ7). Formally speaking, we shall refer to all ¢» which respect
the definition (I27) as branching mechanisms. We will now state without
proof the Lamperti transform which, amongst other things, shows that every
branching mechanism ) can be associated with a continuous-state branching
process.

Theorem 12.2 (The Lamperti transform). Let be any given branching
mechanism.

(i)  Suppose that X = {X; : t > 0} is a Lévy process with no negative
Jumps, killed (with cemetery state +00) at an independent and ex-
ponentially distributed time with parameter ¢ > 0. Further, 1(\) =
log E(e=**1). Define, fort > 0,

Yi=X

OrNTS )
where 7, = inf{t > 0: X; < 0} and

du

9t:inf{s>0:/0X—u>t}.

3 Recall that our definition of spectrally positive processes excludes subordinators.
See the discussion following Lemma 2.14]

4 As usual, we understand the process X killed at rate ¢ to mean that it is sent to +oco
after an independent and exponentially distributed time with parameter g. Further
q = 0 means there is no killing.
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Then under P, x >0, Y = {Y; : t > 0} is a continuous-state branch-
ing process with branching mechanism 1 and initial value Yo = x.

(ii))  Conversely, suppose that' Y = {Y; : t > 0} is a conlinuous-state
branching process with branching mechanism 1, such that Yo =z > 0.
Define for t >0,

Xy =Yy,

where

o = inf{s > 0: / Y, du > t}.
0
Then X = {X; :t > 0} is a Lévy process with no negative jumps and
ingtial position Xy = x, which is stopped on first entry into (—oo,0)
and killed (with cemetery state +00) at an independent and exponen-
tially distributed time with parameter ¢ > 0. If P is the law of X
conditional on Xo = 0, then 1¥()\) = logE(e *¥1), A\ > 0.

It can be shown that a general continuous-state branching process ap-
pears as the result of an asymptotic rescaling (in time and space) of the
continuous-time Bienaymé-Galton—Watson process discussed in Sect.[[.3.4L
see [Jirina (m) Roughly speaking, the Lamperti transform for continuous-
state branching processes then follows as a consequence of the analogous
construction being valid for the continuous-time Bienaymé-Galton—Watson
process.

12.2 Long-term Behaviour

For the forthcoming discussion, it will be useful to recall the definition of
a Bienaymé—Galton—Watson process. This process is a discrete-time Markov
chain Z = {Z,, : n = 0,1,2,...} with state space {0,1,2,...}. The quantity
Z, is to be thought of as the size of the n-th generation of some asexually
reproducing population. The process Z has probabilities {P, : =0, 1,2, ...}
such that, under P,, Zy = x and

Zn_1
Zy= > ", (12.9)
i=1

for n = 1,2, ..., where, for each n > 1, {{f") ;i =1,2,...} are independent
and identically distributed on {0, 1,2, ...}.

Without specifying anything further about the common distribution of
the offspring, there are two events which are of immediate concern for the
Markov chain Z, explosion and absorption. In the first case it is not clear
whether or not the event {Z,, = oo} has positive probability for some n > 1
(the latter could happen if, for example, the offspring distribution has no
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moments). When P,(Z, < oo) = 1, for all n > 1, we say the process is
conservative (in other words there is no explosion). In the second case, we
note from the definition of Z that if Z,, = 0 for some n > 1, then Z,1,, =0
for all m > 0, which makes 0 an absorbing state. As Z,, is to be thought of
as the size of the n-th generation of some asexually reproducing population,
the event {Z,, = 0 for some n > 0} is referred to as extinction.

In this section, we consider the analogues of conservative behaviour and
extinction within the setting of continuous-state branching processes. In ad-
dition, we shall examine the laws of the supremum and total progeny process
of continuous-state branching processes. These are the analogues of

sup Z,, and { Z Zk :n >0}

n=0 0<k<n

for the Bienaymé-Galton—Watson process. Note, in the latter case, total
progeny is interpreted as the total number of offspring to date.

12.2.1 Conservative Processes

A continuous-state branching process, Y = {Y; : ¢ > 0}, is said to be con-
servative if, for all ¢ > 0, P(Y; < oo) = 1. The following result is taken from

Greyl (1974).

Theorem 12.3. A continuous-state branching process with branching mech-
anism 1 is conservative if and only if

1
/0+ TG

Therefore, a necessary condition is that 1¥(0) = 0 and a sufficient condition is
that ¥ (0) = 0 and |y’ (04)] < oo (equivalently ¢ = 0 and f[l 00) xIl(dx) < 00).

Proof. From the definition of u:(#), a continuous-state branching process is
conservative if and only if limg o u,(6) = 0, since, for each z > 0,

Po(¥i < o0) = lim Ex(e™"") = exp{—wlimus(0)},
where the limits are justified by monotonicity. However, note from (I2.8)) that

as 0 )0, S S
1 1
— [ —q — 4
t / o*t /w) %

where 0 > 0 is sufficiently small. However, as the left-hand side is independent
of 0, we are forced to conclude that limg o u¢(0) = 0 if and only if
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1
/0+ % =

Note that ¥ () may be negative in the neighbourhood of the origin, and hence
the absolute value is taken in the integral.

If 4 is bounded away from zero in the neighbourhood of the origin, then
1/]#| is locally integrable there. Hence, a necessary condition to be conserva-
tive is that ¢(0) = 0. On the other hand, if ¥(0) = 0 and ¢ is locally linear
in the neighbourhood of the origin, then 1/t is not locally integrable there.
Hence, recalling that 1 is a smooth function on [0, c0), a sufficient condition
to be conservative is that ¢(0) = 0 and |¢/'(0+)| < oc. O

Henceforth, we shall assume that there is no explosion (and in particular
that ¢ =0).

12.2.2 Extinction Probabilities

Thanks to the representation of continuous-state branching processes given
in Theorem (1), it is clear that they observe the fundamental property
that if Y; = 0 for some ¢ > 0, then Y;;s = 0 for s > 0. This can also be seen
from the branching property (I2)). By taking y = 0 in (I2Z1]), we see that
Py must be the measure that assigns probability one to the process which
is identically zero. Hence by the Markov property, once in state zero, the
process remains in state zero.

Let ¢ = inf{t > 0:Y; = 0}. The event {¢ < oo} = {Y; = 0 for some ¢ > 0}
is thus referred to as extinction, in line with the same terminology used for
the Bienaymé—Galton—Watson process.

Note from ([[Z4]) that u:() is continuously differentiable in 6 on (0, 00)
(since, by dominated convergence, the same is true for the left-hand side of
the aforementioned equality). Differentiating (I24) in 0, we find that, for
each 6, z,t > 0,

B, (Yie ™) = x%(@)e_m‘(@). (12.10)
Hence taking limits as 6 | 0, we obtain
3ut

00

so that both sides of the equality are infinite at the same time. Differentiating
(I24) in 6, we also find that, for § > 0,

9 dus
ot 00

8ut

(0) + w’(utw))ﬁ(e) =0.

Standard techniques for first-order differential equations then imply that



12.2 Long-term Behaviour 343

%(6‘) = cexp {— /Ot ¢I(Us(9))d5} , (12.12)

for some constant ¢ > 0. Inspecting (IZ10) as ¢t | 0, we see that ¢ = 1. Now
taking limits as 6 | 0 and recalling that, for each fixed s > 0, us(6) | 0 (thanks
to the exclusion of explosive behaviour), it is straightforward to deduce from

(210) and (IZI2) that
Eo(Yy) = e~ "0, (12.13)

where we understand the left-hand side to be infinite whenever ¢'(04) =
—o0. Note that, from its definition, we know that 1 is convex and v’ (0+) €
[—00,00) (cf. Sects.[55 and BI]). Hence, to obtain (IZI3), we have used
dominated convergence in the integral in (IZI2) when [¢/(0+)| < oo and
monotone convergence when 1’ (0+) = —oo.

This leads to the following classification of continuous-state branching pro-
cesses.

Definition 12.4. A continuous-state branching process with branching mech-
anism 1 is called:

(i)  subcritical, if '(0+) > 0,
(i1)  critical, if ¥'(0+) =0 and
(13i)  supercritical, if ' (0+) < 0.

The use of the terminology “criticality” refers then to whether the process
will, on average, decrease, remain constant or increase. The same terminology
is employed for Bienaymé-Galton—Watson processes where now the three
cases in Definition [[2.4] correspond to the mean of the offspring distribution
being strictly less than, equal to and strictly greater than unity, respectively.
A classic result, attributed to the scientists after which the latter process is
named, states that there is extinction with probability 1 if and only if the
mean offspring size is less than or equal to unity (see Chap. I of Athreya and
Ney (1972) for example). The analogous result for continuous-state branching
processes might therefore say that there is extinction with probability one if
and only if ¢’(0+) > 0. However, here we encounter a subtle difference for
continuous-state branching processes as the following simple example shows.
In the representation given by Theorem [[2.2] take X; = 1 — ¢ corresponding
to Y; = e~t. Clearly ¢(\) = X so that ©/(04+) =1 > 0 and yet Y; > 0 for all
t>0.

Extinction is characterised by the following result, due to@ (@), see
also Binghan (1976).

Theorem 12.5. Suppose that 'Y is a continuous-state branching process with
branching mechanism . For all x > 0, let p(x) = P,(¢ < 00).

(i)  If (o) <0, then for all x > 0, p(z) = 0.
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(ii))  When ¢(00) = o0, p(z) > 0 for some (and then for all) x > 0 if and
only if

<1
/ W@d€<m7 (12.14)

in which case p(x) = e~ 0% where (0) = sup{\A > 0 : () = 0}.
Otherwise p(x) = 0 for all z > 0.

Proof. (i) If () = logE(e™**1), A > 0, where X is a subordinator, then
clearly, from the path representation given in Theorem (i), extinction
occurs with probability zero. From the discussion following Theorem [MI2.1]
the case that X is a subordinator is equivalent to ¢(A) < 0 for all A > 0.
(ii) Since {Y; = 0} C {Yi4s = 0}, for s,t > 0, we have by monotonicity
that, for each x > 0,
PL(Y; = 0) 1 pl) (12.15)

as t T co. Hence p(z) > 0 if and only if P,(Y; = 0) > 0 for some ¢ > 0. Since
P,(Y; = 0) = e~ #%() e see that p(x) > 0 for some (and then all) z > 0 if
and only if us(00) < oo for some ¢ > 0.

Fix ¢ > 0. Taking limits in (IZ8)) as 6 1 co, we see that, if u,(c0) < oo,
then %

/ Sl < (12.16)

Conversely, if the above integral condition holds, then, again taking limits in
[I28) as 0 1 oo, it must necessarily hold that u;(c0) < oc.

Finally, assuming (I2.16]), we have learnt that

*° 1
e =t (12.17)
From ([ZIH) and the fact that ui(occ) = —z llog P.(Y; = 0), we see

that u;(co) decreases as t T oo to the largest constant, ¢ > 0, such that
fcoo 1/9(£)d¢ becomes infinite. Appealing to the convexity and smoothness
of 1, the constant ¢ must necessarily correspond to a root of 4 in [0, 00),
at which point it will behave linearly and thus cause fcoo 1/9(€)d¢ to blow
up. There are at most two such points, and the largest of these is described
precisely by ¢ = ®(0) € [0,00) (see Sect.BT). In conclusion,

—zug(c0) _ ef';b(O)z

p(z) lim e :

as required. 0

On account of the convexity of 1, we also recover the following corollary
to part (ii) of the above theorem.

Corollary 12.6. For a continuous-state branching process with branching
mechanism 1 satisfying 1 (c0) = oo and
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/ —d§<oo

we have p(x) < 1 for some (and then for all) x > 0 if and only if /' (0+) < 0.

To summarise the conclusions of Theorem 2.5 and Corollary[I2.6] we have
the following cases for the extinction probability p(x):

Condition p(x)
P(o00) <0 0

W(00) = 00, [*(§)71dE = o0 0

(o0) = o0, ¥'(0+) < 0 [ 4(€)~1de < oo e 207 ¢ (0,1)
(00) =00, ¥'(0+) >0, [~ 1/1(5) g < oo 1

Let us return to the example that ¢)(\) = A, resulting in a continuous-state
branching process Y; = e~* for ¢ > 0. We see that, in the above table, this
example falls into the second category. Despite the fact that this is a process
which does not become extinct, it does become extinguished. That is to say,
lim;y0 Y3 = 0 with positive probability; in fact with probability one.

What is not clear from the above table is whether, like the aforesaid ex-
ample, all continuous-state branching processes which fall into the second
category necessarily become extinguished. Exercises [2.1] and explore
this eventuality in more detail. Despite the fact that extinction is impossi-
ble within the second category, the probability of becoming extinguished is
again related to the largest root of the branching mechanism. Specifically,
the following result is established in the aforementioned exercises.

Theorem 12.7. Suppose that ¥(co) = co. Then for all x > 0,

P (lim i = 0) = e (0,

This means that (sub)critical processes which do not become extinct nec-
essarily become extinguished with probability one. Moreover, supercritical
processes which do not become extinct can still become extinguished with
positive probability. The only exception in the latter case is if the underlying
Lévy process is a subordinator, in which case there is neither extinction nor
the possibility of becoming extinguished.

12.2.3 Total Progeny and the Supremum

Thinking of a continuous-state branching process, {Y; : ¢t > 0}, as the
continuous-time, continuous-state analogue of the Bienaymé—Galton—Watson
process, it is reasonable to refer to
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t
Jt :z/ Y, du
0

as the total progeny until time ¢ > 0.
In this section our main goal, given in the theorem below, is to provide
distributional identities for Jij where

T.) =inf{t >0:Y; > a},

and sup, . Y. To facilitate the statement of the main result, let us first recall
the following notation. As remarked above, for any branching mechanism 1,
when 1(00) = oo (in other words when the Lévy process associated with 1) is
not a subordinator), we have that ¢ is the Laplace exponent of a spectrally
negative Lévy process. Let &(q) = sup{f > 0 : ¥(0) = ¢} (cf. Sect.BI).
Associated with 1 are the scale functions W@ and Z(@ (cf. Sect.B2). In
particular,
T e O () de = ——
/0 e PPW (z)da B =g for 8 > @(q),

and Z@(z) = 1 + aly W@ (y)dy. Following the notational protocol of
Chap.B we write W in place of W),

Theorem 12.8. Let Y = {Y; : t > 0} be a continuous-state branching process
with branching mechanism 1 satisfying 1 (c0) = co.

(i) For each a > x>0 and g > 0,

7(a) (a)

N
—q fy @ Yads — @y oy @Dy 2
Em(e 4o 1(Ta+<C)) =27z (a JJ) W (a ,T) W(‘Z)(a)

(i)  For each a > x>0 and ¢ > 0,

Proof. Suppose now that X is the Lévy process mentioned in Theorem [12.2
(ii). Write in the usual way 7,7 = inf{t > 0: X; > a} and 7, = inf{t > 0 :
X: < 0}. Then the Lamperti transform implies that

Tr ¢
T :/ Yds and 7 :/ Yids. (12.18)
0 0

The proof is now completed by invoking Theorem [R] (iii) for the process X.
Note that X is a spectrally positive Lévy process and, hence, to implement
the aforementioned result, which applies to spectrally negative processes, one
must consider the problem of two-sided exit from [0,a] of —X with initial
condition Xy = a — . [l
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We conclude this section by noting the following two corollaries of Theorem
12.8 which, in their original form, are due to M)

Corollary 12.9. Under the assumptions of Theorem [IZ.8, we have for each
a>x>0,

W(a —x)
P.(supY; <a)= ———=.
e == Ty
In particular,
P(sup Y, < 00) = e~ #(0, x>0,

s>0

and the right-hand side is equal to unity if and only if Y is not supercritical.

Proof. The first part is obvious by taking limits as ¢ | 0 in Theorem T2 (i).
The second part follows by taking limits as a T co and making use of Exercise
(i). Recall that @(0) > 0 if and only if ¢'(0+) < 0. O

Corollary 12.10. Under the assumptions of Theorem[12.8, we have for each
x>0 andq>0,
Ew(e—q foc sts) _ e—@(q);ﬂ'

Proof. The proof is, again, a straightforward consequence of Theorem [I2.8
(i) by taking limits as a T oo and then applying the conclusion of Exercise

(i). O

12.3 Conditioned Processes and Immigration

In the classical theory of Bienaymé-Galton—Watson processes where the off-
spring distribution is assumed to have finite mean, it is well understood that
by taking a critical or subcritical process (for which extinction occurs with
probability one) and conditioning it in the long term to remain positive, one
uncovers a beautiful relationship between a martingale change of measure

and processes with immigration; cf. /Athreya and Ney (IlQ_Zﬂ) and [Lyons et all

Let us be a little more specific. A Bienaymé-Galton—Watson process with
immigration is defined as the Markov chain Z* = {Z* : n = 0,1, ...} where
Zp =2€{0,1,2,..} and, for n=1,2, ...,

Zy=Zy+ Y 2V, (12.19)
k=1

where now, Z = {Z,, : n > 0} has law P,, Moreover, for each k = 1,2, ..., n,

Zfzk_)k is independent and equal in distribution to numbers in the (n — k)-
th generation of (Z, P,,), where it is assumed that the initial numbers, 7,
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are, independently of everything else, randomly distributed according to the
probabilities {p; : ¢ = 0,1,2,...}. Intuitively speaking, one may see the pro-
cess Z* as a variant of the Bienaymé-Galton—Watson process, Z, in which,
from the first and subsequent generations, there is a stream of immigrants,
{m, na, ...} each of whom initiates an independent copy of (Z, P;).

Suppose now that Z is a Bienaymé-Galton—Watson process with proba-
bilities { P, : # = 1,2, ...} as described above. For any event A which belongs
to the sigma-algebra generated by the first n generations, it turns out that
for each x =0,1,2, ...,

Py(A) = 7711111‘20 P,(A|Zk >0 for k=0,1,...,n+m)

is well defined, and further,
PI(A) = E,(14M,),

where M,, = m~"Z,,/Zy and m = E1(Z;), which is assumed to be finite. It
is not difficult to show, using the iteration (IZ9)), that E,(Z,) = am™ and
that {M,, : n > 0} is a martingale. What is perhaps more intriguing is that
the new process, (Z, P¥), can be identified in two different ways:

1. The process {Z, — 1 : n > 0} under P} can be shown to have the same
law as a Bienaymé-Galton—Watson process with immigration having x —1
initial ancestors. The immigration probabilities satisfy p; = (i+1)p;+1/m,
for i = 0,1,2,..., where {p; : i = 0,1,2,...} is the offspring distribution
of the original Bienaymé—Galton—Watson process. Moreover, immigrants
initiate independent copies of Z.

2. The process Z under P has the same law as « — 1 initial individuals, each
one independently initiating a Bienaymé-Galton—Watson process with law
Py, together with one individual initiating an independent immortal ge-
nealogical line of descent, the spine, along which individuals reproduce with
the tilted distribution {ip;/m :i =1,2,...}. The siblings of individuals on
the spine initiate copies of a Bienaymé—-Galton—Watson process under P .
By subtracting individuals on the spine from the aggregate population,
one observes a Bienaymé—Galton—Watson process with immigration as de-
scribed above.

Taking the second interpretation above, one sees that the change of measure
has adjusted the statistics on just one genealogical line of descent to ensure
that it, and hence the whole process itself, is immortal. See Fig.[[2.1]

Our aim in this section is to establish the analogue of these ideas for
critical or subcritical continuous-state branching processes. This is done in
Sect.[2Z.3.21 However, we first address the issue of how to condition a spec-
trally positive Lévy process to stay positive. Apart from being a useful com-
parison for the case of conditioning a continuous-state branching process,
there are reasons to believe that the two classes of conditioned processes
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BGW

BGW

Fig. 12.1 Nodes shaded in black initiate Bienaymé—Galton—Watson processes under
P;. Nodes in white are individuals belonging to the immortal genealogical line of
descent known as the spine. Nodes shaded in grey represent the offspring of individuals
on the spine who are not themselves members of the spine. These individuals may
also be considered as “immigrants”.

might be connected through a Lamperti-type transform because of the re-
lationship given in Theorem [I2.2] This is the very last point we address in
Sect[12.3.2

12.3.1 Conditioning a Spectrally Positive Lévy Process
to Stay Positive

It is possible to talk of conditioning any Lévy process to stay positive and this
is now a well-documented phenomenon (also for the case of random walks).
See Bertoin (1993), Bertoin and Doney (1994H), (Chaumont! (1994, 1996),
[Konstantopoulos and Richardson (2002), Duquesnd (2003), Bryn-Jones and Doney
(2006) and IChaumont and Doneyl (2003), to name but some of the most re-

cent additions to the literature; see also (M) who considers con-
ditioning a spectrally negative Lévy process to stay in a strip. We restrict our
attention to the case of conditioning a spectrally positive Lévy process to stay
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positive, since this is what is required for the forthcoming discussion. This
also facilitates the mathematics. A more general treatment of conditioning a
Lévy process to stay positive is given in Chap.

Suppose that X = {X; : ¢ > 0} is a spectrally positive Lévy process with
Laplace exponent 1(\) = logE(e™*%1), A > 0. First recall from Theorem
B12 that, for all z > 0,

E,(e”70 1 = e POz (12.20)

(7 <00)

where, as usual, 7,7 = inf{t > 0 : X; < 0} and & is the right inverse of
. In particular, when ¢'(0+) < 0, so that lim;ec X; = 00, we have that
@(0) > 0 and P,(7, = 00) = 1 — e 27 In that case, for any A € Fy, we
may simply apply the formula for conditional probability and the Markov
property, respectively, to deduce that, for all x > 0,

Pl (A) == P, (Alry = o0)
E; (1(A,t<TJ)P(T(; = 00|ft))
Pe(ry = 00)

1— e*Q(O)Xt
=E;(1 o
( (At<my) 1 — —2(0) ) '

thus giving sense to “conditioning X to stay positive”. If, however, ¢/ (0+) >
0, i.e. liminfyoo Xy = —oo0, then the above calculation is not possible as
®(0) = 0. Moreover, it is less clear what it means to condition the process
to stay positive, in particular, since the event we are conditioning on has
zero mass. The sense in which this may be understood is given in m
(1994) and [Chaumont (1996). The basic idea is to consider the trajectories
of X with a killing time ¢ at which the process is sent to a cemetery state.
For all x > 0, one randomises ¢ according to an independent exponential
distribution with rate ¢ > 0 under P,. Conditioning to stay positive (an
event which now has positive probability) is then performed up to this killing
time, followed by taking limits as ¢ | 0.

Theorem 12.11.[ Suppose that e, is an exponentially distributed random
variable, with parameter q, that is independent of X. Suppose that ' (04) >
0. For all z,t > 0 and A € Fy,

Pl(At <¢):= liﬁ)le(A,t <eglty >ey) (12.21)
q

5 Here and later on, we make an abuse of notation in working with the independent
and exponentially distributed random variables e,4. In taking limits as ¢ | O in, for
example, (IZ2I]), we appear to be working with an uncountable sequence of indepen-
dent exponential random variables on the same probability space. This is possible,
on account of the fact that, for each ¢ > 0, we may write e, = ¢~ le;.
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exists and satisfies

X
PI(At <) = o (L4 pars)—)-

Proof. Appealing to the formula for conditional probability, the Markov prop-
erty, the lack-of-memory property and (I2:20), we have

P.(A, t<eq, Ty >€q)
Po(rg > eq)
Ee (L4 <o nm) Bl > eq| 1))
E.(1—e 90 )

P.(At < eqlry >eq) =

gt 1 — e_é(Q)Xt
—E, (1<A,t<70)e e ) . (12.22)

Under the assumption ¥’(0+) > 0, we know that @(0) = 0 and, hence, by
I’Hopital’s Rule

. 1— ef'@(Q)Xt Xt

T ey 3 (12.23)

Note also that, for all ¢ sufficiently small,

_ o P(9)X:
l—e < P(q) Xy < C&
1— e_é(Q)w 1— e_é(Q)w T ’

where C' > 1 is a constant. The condition 1'(04+) > 0 also implies that, for
all t > 0, E(]X,|) < oo (see Sect.BI)) and hence, by dominated convergence,
we may take limits in (IZ22) as ¢ | 0 and then apply (I2Z23) to deduce the
result. (]

When ¢/(0+) < 0, for each > 0, P! is a probability measure. This is
not necessarily the case when 1’(0+) > 0. The following lemma gives a more
precise account.

Lemma 12.12. Fiz # > 0. When ¢/(0+) = 0, P! is a probability measure
and when ' (0+) > 0, P! is a sub-probability measure.

Proof. All that is required to be shown is that, for each t > 0, Em(l(KT[;)Xt) =

x for Pl to be a probability measure, and Em(l(KT(;)Xt) < z for it to be a

sub-probability measure. To this end, recall from the proof of Theorem [2.11]
that
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Xy . _
L <1(t<70)7) = lqlﬁ)lpr(t <eglry > eq)

=1-1limP,(eq < tl1y > )
ql0

t —qu
(6}
=1-—1lim 4

— P (7, d
i ), T e e@e (o > wdu

t
=1-1 e "P.(1y > u)d
i gy, © Pl > i
/ O t
=1-lim ¥(0+) / e Py (1, > u)du.
ql0 x 0

When ¢’ (0+) = 0, it is clear that the right-hand side above is equal to unity
and, otherwise, it is strictly less than unity, thereby distinguishing the case
of a probability measure from a sub-probability measure. 0

Note that when Ew(l(t<r(j)
property implies that {1(t <T[;)Xt /x :t > 0} is a unit mean P,-martingale,

X:) = x, an easy application of the Markov

so that P! is obtained by a martingale change of measure. Similarly, when
Em(l(KTg)Xt) <u, {1(t<r(;)Xt/33 :t > 0} is a supermartingale.

On a final note, the reader may be curious as to how one characterises
spectrally positive Lévy processes (and indeed a general Lévy process) con-
ditioned to stay positive when the initial value = 0. In general, this is a
non-trivial issue, but possible by considering the weak limit of PI as a mea-
sure on the space of paths that are right-continuous with left limits. The

interested reader should consult |[Chaumont and Doneyl (2005) for the most

recent account as well as the commentary in Chap. I3

12.3.2 Conditioning a (sub)Critical Continuous-State
Branching Process to Stay Positive

Let us now progress to the issue of conditioning continuous-state branching
processes to stay positive, following closely Chap.3 of Lambert M) and

). We continue to adopt the notation of Sect.[[2I] Our interest
is restricted to the case that there is extinction with probability one, for
all initial values x > 0. According to Corollary 2.6, this corresponds to
(00) = 00, ¥/ (0+) > 0 and

<1
/ wd§<00,

and, henceforth, we assume that these conditions are in force. For notational
convenience, we also set

p=1'(0+).
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Theorem 12.13. Suppose that Y = {Y; : t > 0} is a continuous-state
branching process with branching mechanism 1 satisfying the above condi-
tions. For each event A € o(Ys: s <t) and x > 0,

PI(A) = lirrn P, (Al >t+5s)

1s well defined as a probability measure and satisfies

Pl(A) = Em(lAeptE).

x

In particular, P} (¢ < o0) =0 and {e”'Y; : t > 0} is a P.-martingale.

Proof. From the proof of Theorem [[2.5] we have seen that, for x > 0,
Po(¢ <t) = Py(Y; = 0) = e "),

where u;(0) satisfies (IZI7T). Crucial to the proof will be the convergence

lim —42(%)_ _ ot (12.24)
sTo0 ’U,H_S(OO)

for each ¢ > 0, and hence, we first show that this result holds.
To this end, note from ([I2I7) that

/us(oo) 1
—d¢ =t.
Wty s (00) 1/}(5)
On the other hand, recall from the proof of Theorem that wus(o0) is

decreasing to $(0) = 0, as ¢t | 0. Hence, since limg o 1(£)/§ = ¢/ (0+) = p, it
follows that

us (00) ws (00)
1 us(00) _ Lae = @Ld
o8 Ut5(00) /Ut+s(00) £ ¢ /ut+s(00) £ ¥(E) con

as s T 0o, thus proving the claim.
With (IZ24)) in hand, we may now proceed to note that

—Yius (oo
g L)W
stoo 1 — e~ Tut+s(20) x

In addition, for s sufficiently large,

—Yius (oo
1—e (00) < Yius(oo) < Cﬁept
1 — e—@utts(00) 1 — e—2ut+s(00) x

)

for some C' > 1. Hence, we may now apply the Markov property and then
the Dominated Convergence Theorem to deduce that
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Py, (¢ > s)
AR (C>t+ )

. 1 — e Yrus(0)
= lim FE, (1(A,C>t) 1 >

sToo — efzut+s(oo)
Y

= Ew(l(A,c>t);€

liTm P.(AI >t+s) = liTm E, (1(

pt)'

Note that we may remove the requirement that {t < ¢} from the indicator
on the right-hand side above, as Y; = 0 on {t > (}. To show that P] is
a probability measure, it suffices to show that, for each x,t > 0, E,(Y;) =
e~ Ptx. However, this was already proved in (I213]). A direct consequence of
this is that Pl (¢ > t) = 1, for all ¢+ > 0, which implies that P]({ < co) = 0.

The fact that {e”'Y; : t > 0} is a martingale follows in the usual way
from the necessary consistency of Radon—Nikodym densities. Alternatively,
it follows directly from (I2I3) by applying the Markov property as follows.
For 0 < s <t

Eo(e”'Yy|o(Yy : u < 5)) = e”* By, (e?079)Y,_,) = eP*Y,,
which establishes the martingale property. O

In older literature, the process (Y, PJ) is called the Q-process. See for
example [Athreya and Ney 41912) It is also straightforward to show that
(Y, Pl) is a Markov process, using the formula for conditional expectation
under change of measure.

We have thus far seen that conditioning a (sub)critical continuous-state
branching process to stay positive can be performed mathematically in a sim-
ilar way to conditioning a spectrally positive Lévy processes to stay positive.
Our next objective is to show that, in an analogous sense to what has been
discussed for Bienaymé—Galton—Watson processes, the conditioned process
has the same law as a continuous-state branching process with immigration.
Let us spend a little time to give a mathematical description of the latter.

In general, we define a Markov process Y* = {Y,* : ¢ > 0}, with probabili-
ties {P, : © > 0}, to be a continuous-state branching process with branching
mechanism ¢ and immigration mechanism ¢ if the following hold: It is [0, co)-
valued, has paths that are right-continuous with left limits and, for all x,¢ > 0
and 6 > 0,

Bo(e ) = expl-ou () - [ oui(0)ds),  (1225)
0

where u:(0) is the unique solution to (I2.6]) and ¢ is the Laplace exponent of
any subordinator. Specifically, for 8 > 0,

B(0) = 56 + / (1 —e "7 (dz),

(0,00)
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where 7" is a measure concentrated on (0, o) satisfying f(o,oo)(l Ax)T(dx) <
0.

It is possible to see how the above definition plays an analogous role to
(I219) by considering the following sample calculations (which also show the
existence of continuous-state branching processes with immigration). Suppose
that S = {S; : ¢ > 0}, under P, is a pure jump subordinatod with Laplace
exponent ¢(f) (hence ¢ = 0). Now define a process

Yy =yW +/ / V") N(ds x dz), t >0,
[0,t] /(0,00)

where N is the Poisson random measure associated with the jumps of S,
{Yt(y) : t > 0} is a continuous-state branching process with initial value
y > 0 and, for each (s, z) in the support of N, Yt(f; is an independent copy of
the process (Y, P,) at time ¢ — s. Note that, since S has a countable number
of jumps, the integral above is well defined. Moreover, for the forthcoming
calculations, it will be more convenient to write the expression for Y,* in the
form
Y;* _ th(y) + Zy'tgsu), t> 0’
u<t

where AS,, := S, — Su—, so that AS,, = 0 at all but a countable number of
u € [0,¢]. We immediately see that Y* = {Y;* : t > 0} is a natural analogue
of (IZI9), where now the subordinator S; plays the role of Y, ;, the total
number of immigrants in Z* up to and including generation n. It is also
straightforward to see, from its pathwise definition, that Y* is Markovian.
Indeed Y/, = v 4 D tcu<its }Q(ﬁﬁg, where Y% is an independent copy

of Ys(y), showing that the only dependency on {Y;* : u < t} comes through
Y/*, in the first term on the right-hand side of the last equality.

Let us proceed further to compute the Laplace exponent of Y*. If P, is the
law of Y* when Yy = Yy = «, then, with E, as the associated expectation
operator, for all § > 0,

B, ) =B, (e ™ [[BE 1) |
v<t

where the interchange of the product and the conditional expectation is a
consequence of monotone convergenceﬂ Continuing this calculation, we have

6 Examples of such processes when ¢(\) = cA® for a € (0, 1) and ¢ > 0 are considered

by [Etheridge and Williams M)

7 Note that for each € > 0, the Lévy-Ité6 decomposition tells us that

oy (A5w oy (A5W
E(1- H Lias,>ee Ve |8) =1 - H Lias, > BE(e™?Ymu"|5)

u<t u<t
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B, (=% = By(e~"")E H Eas, (e %)

v<t

—mur ( —ASvuf »(0)

o Tt ASvur- v(o))

—mur

_zur (e fo 1] f(o o) TUt—s (0 )N(dsxd1)>
= eXp{ TU (9 / / _ e—wut,s(e))dST(dx)}
[0,¢] J/(0,00)

— exp{—aus(6) — / Hue_+(0))ds},

where the penultimate equality follows from Theorem 27 (ii).

Allowing a drift component in ¢ introduces some lack of clarity with re-
gard to a path-wise construction of Y* in the manner shown above. Intu-
itively speaking, if § is the drift of the underlying subordinator, then the
term 0 fg ut—s(0)ds, which appears in the Laplace exponent of (I2:25), may
be thought of as due to a “continuum immigration” where, with rate ¢, in
each dt an independent copy of (Y, P.) immigrates with infinitesimally small
initial value. The problem with this heuristic is that there is an uncount-
able number of immigrating processes, which creates measurability problems.
Nonetheless, Lambert (2002), [Kyprianou et all (2012) and
(@) all give different pathwise constructions, using techniques that go be-
yond the scope of this text. Returning to the relationship between processes
with immigration and conditioned processes, we see that the existence of a
process Y* with an immigration mechanism containing drift can otherwise
be seen from the following lemma.

Lemma 12.14. Fiz xz > 0. Suppose that (Y, P,) is a continuous-state branch-
ing process with branching mechanism 1 such that p > 0. Then (Y, P}) has
the same law as a continuous-state branching process with branching mecha-
nism ¢ and immigration mechanism ¢, where for 6 > 0,

¢(6) = v'(0) — p.

Proof. Fix z > 0. Clearly (Y, P]) has paths that are right-continuous with
left limits as, for each ¢ > 0, when restricted to o(Y; : s < t), we have
P! < P,. Next, we compute the Laplace exponent of Y; under P, making

use of (124):

due to there being a finite number of independent jumps greater than €. Now take
limits as € | 0 and apply monotone convergence.
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El(e”) = E, <e”tﬁe_‘9Yt)
x

e’ 9 oy,
= ———E t
zaglee )
pt
_ _e_ 0 efmut(G)
x 00
ou
= ePle—ru(0) 2L (), 12.26
ertemr () 2 () (12.26)
Recall from (I2ZI2) that
Ot oy _ o= [ (a(0)ds _ o [ ' (we o (6)ds

)

5g 0 =
in which case, we may identify with the help of (I21),

9(6) = v'(6) — p
=020 1 —e )11 (dx).
+/(Ooo)< )l (d)

The latter is the Laplace exponent of a subordinator with drift 02 and Lévy
measure xII(dz), x > 0. O

Looking again to the analogy with conditioned Bienaymé—Galton—Watson
processes, it is natural to ask whether there is any way to decompose the
conditioned process in some way so as to identify the analogue of the ge-
nealogical line of descent, earlier referred to as the spine, along which copies
of the original process immigrate. This is possible, but again somewhat be—
yond the scope of this text. We refer the reader instead to
[Duquesne and Winkel (2007), [Lambert (2002) and [Kyprianou et al) (lZQlﬂ

Finally, as promised earlier, we show the connection between (X,Pl) and
(Y, Pl) for each z > 0. We are only able to make a statement for the case
that ¢/(0+) = 0.

Lemma 12.15. Suppose that Y = {Y; : t > 0} is a continuous-state
branching process with branching mechanism . Suppose further that X =
{X; : t > 0} is a spectrally positive Lévy process with Laplace exponent
P(0) = logE(e %), for @ > 0. Fiz > 0. If ¢'(0+) = 0 and

<1
/ wd§<00,

then
(i) the process { Xy, : t > 0} under P} has the same law as (Y, P}), where

. !
6‘t :1nf{s >0 Z/O X—udu > t},
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(i) the process {Y,, : t > 0} under P] has the same law as (X,PL), where
p, =1inf{s >0: / Y, du > t}.
0

Proof. Note that the condition ¥’(0+) = 0 necessarily excludes the case that
X is a subordinator.

(i) Tt is easy to show that 6; is a stopping time with respect to the filtration
{F,:t >0} of X. Using Theorem[I2.ITland the Lamperti transform, we have
that, if F(Xg, : s < t) is a non-negative measurable functional of X, then,
for each = > 0,

Xo,
T

Y,
- Ez(jF(Ys 5 <)1peo)

]El(F(XGS 18 < 1)1(g,<o00)) = Eaf F(Xp, :s< t)1(9t<r[;))

= ENF(Y,:5<t)).

(ii) The proof of the second part is a similar argument and left to the
reader. (]

12.4 Concluding Remarks

It would be impossible to complete this chapter without mentioning that the
material presented above is but the tip of the iceberg of a much grander
theory of branching processes. If in the continuous-time Bienaymé-Galton—
Watson process we allowed individuals to independently move around ac-
cording to some Markov process, then we would have an example of a spatial
Markov branching particle process. If continuous-state branching processes are
the continuous-state analogue of continuous-time Bienaymé-Galton—Watson
processes, then what is the analogue of a spatial Markov branching parti-
cle process? The answer to this question opens the door to the world of
measure-valued processes, or superprocesses. Apart from their implicit prob-
abilistic and mathematical interest, superprocesses have many applications
from the point of view of mathematical biology, genetics, statistical physics
and PDE theory. The interested reader is referred to the monographs of
(2000), Le Gall (1999), Duquesne and Le Gall (2002) and
(@: for an introduction. In the direction of genetics, the extended article
of

) gives an excellent overview.
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Exercises

12.1.0 Suppose that Y = {Y; : t > 0} is a continuous-state branching process
with branching mechanism

V() = ch — (1—e")A\F(dz), 6>0,
(0,00)

where ¢, A\ > 0 and F' is a probability distribution concentrated on (0, c0).
Assume further that ¢'(04) > 0 (hence Y is subcritical).

(i)  Show that Y does not become extinct with probability one.
(i)  Show that for all ¢ sufficiently large, ¥; = e~ A where A is a positive
random variable.

12.2. Fix & > 0. Suppose that (Y, P,) is a non-explosive continuous-state
branching process with branching mechanism . Write, as usual, X for the
Lévy process associated with Y.

(i)  Use the Kella-Whitt martingald] for X (described in Sect. 4] and
the Lamperti transformation to show that, for z > 0 and A > 0,

t
M) = e Mt — ¢(A)/ Yie Meds,  t>0,
0

is a Py-martinagle.

(ii)  Recall from TheoremIZdlthat, for z > 0, E,(e”*?) = e=*“(N) where
u¢(0) solves ([IZG]). Use the above facts to deduce directly (without
using the Kella-Whitt martingale) that E,(M}) = e=** for all z,¢ >
0. Hence, using the Markov property, give a different proof that { M} :
t > 0} is a martingale.

12.3 (Proof of Theorem [I2.7]). This exercise elaborates further on the
phenomena exposed in Exercise [I2.1] with the help of the martingale in Ex-
ercise In doing so, it provides the proof of Theorem [2.71 We suppose
that (Y, P;) is a continuous-state branching process, issued from z > 0, with
branching mechanism 1) which satisfies ¥ (c0) = oo and

/m@dﬁ_oo.

(i)  Using (I218) and the long-term behaviour of X, show that if ¢’ (0+) >
0, then, for all x > 0,

8 This exercise is due to Prof. A.G. Pakes.

9 In Theorem A7} the Kella-~Whitt martingale was only introduced for Lévy processes
with bounded variation paths. Thereafter it was noted that, in fact, the conclusion of
this theorem is still valid when the Lévy process has paths of unbounded variation.
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P,(limY; = 0) = 1.

tToo

(i) Now suppose that ¢'(0+) < 0, so that ¢(0) > 0. Note from part (i)
of Exercise [2.2] that {e~?(®)Y : ¢ > 0} is a martingale. For all z > 0,
show that

Pm(ggloyt €{0,00}) =1,

and, moreover, that

Pm(gm Y, =0) = e 202

(iii)  Show that all supercritical branching mechanisms ¢» which correspond
to spectrally positive Lévy processes with bounded variation paths
survive with probability one, but become extinguished with positive
probability.

12.4. Suppose that v is a branching mechanism associated with the continuous-
state branching process (Y, P,), where x > 0. Assume that ¢'(0+) < 0 and
1(00) = 00. Define a new probability measure, P*, that satisfies

PI(4) = Po(Allim Y; = 0)

for each A € o(Yy, 1 u <t).
(i)  Show that (Y, P¥) is a Markov process and, for all 6,¢ > 0,
E; (eert) _ efz(ut(GJr@(O))f@(O)).

(ii)  Using (I26), show that (Y, P¥) is a continuous-state branching process
with branching mechanism

Pr(A) = (A +2(0), A =0,
explaining, in particular, why ¥* agrees with the definition of a branch-
ing mechanism.

12.5. This exercise is based in part on|Chaumont! (ILQM) Suppose that X is a
spectrally positive Lévy process with Laplace exponent (f) = log E(e=9X1),
for 6 > 0. Assume that ¢’(0+) > 0.

(i) Show, using the Wiener—Hopf factorisation, that, for each x, ¢ > 0 and
continuous, compactly supported f : [0, 00) — [0, 00),

E! </OOO eqtf(Xt)dt>

b > 5
_ (9) / dy e ®@Dv1, / P(Xe, € dz) - f(z+z—y)(z+2—y).
qar Jo [0,00)
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(i)  Hence, show the following identity holds for the potential density of
the process conditioned to stay positive:

/Ooo dt - PL(X; € dy) = %{W(y) ~W(y—2)tdy, y=0,

where W is the scale function defined in Theorem 11
(ili) Show that when %'(0+) = 0 (in which case it follows from Lemma
that P! is a probability measure for each 2 > 0), we have

y Wz —y)
P (rf <7,/)= 1_Em7

where 0 <y < 2 < z < 0o and
=inf{t >0: Xy >z} and 7, =inf{t > 0: X; <y}.
Hence deduce that, for all > 0,

]P’I(h?% inf X; = 00) = 1.

12.6. This exercise is taken from [Lambert M) Suppose that Y is a conser-
vative continuous-state branching process with branching mechanism i (we
shall adopt the same notation as the main text in this chapter). Suppose that
1(00) = oo (and hence the underlying Lévy process is not a subordinator),

foo w(f)ildf < oo and p:= 1//(0_|_) > 0.
(i) Using (I2Z8) show that one may write, for each ¢,z > 0 and 6 > 0,
- - 0))
El(e ) =e $Ut(9)+ptM7
( : Y(0)

which is a slightly different representation from (TZ23]).
(i)  Assume that p = 0. Show that, for each z > 0,

Pl(limY; = 00) = 1.

tToo

Hint: you may use the conclusion of Exercise 2.5 (iii).
(iii) Now assume that p > 0 so that the convexity of 1) implies, in addition,
that p < co and hence f(l,oo) zlI(dx) < oo (cf. Sect.BI]). Show that

Ox - _
0 </ WO — e 1 29+/ xH(da:)~/ <$> dX.
(0,00) 0 A

Hence, using the fact that ¢ (€) ~ p€ as € | 0, show that
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/ zlogzll(dx) < oo

o< (o)

(iv) Keeping with the assumption that p > 0 and 2 > 0, show that

if and only if

pT
Y; SoocastT oo

if [*xlogzll(dz) = oo and, otherwise, Y; converges in distribution
under P ast 1 co to a non-negative random variable, Y, with Laplace
transform

s el (o))

12.7. This exercise deals with the so-called Seneta—Heyde norming for continuous-
state branching processes and is based on (Iﬁyﬂ) Suppose that v is

a branching mechanism for the continuous-state branching process (Y, P,),
where & > 0. Assume that p :=v’(0+) € (—00,0).

(i)  Fix ¢t > 0. Show that, as a function of 6, u,(0) is strictly increasing
from 0 to ¢ := —log P1(Y; = 0). Hence, deduce that its inverse, say
N 2 [0,q) — [0, 00) satisfies

A
— —— de =
/m(,\) Y(€) c=h

for A € [0, ¢:), and, moreover, that

Ne(Ns(N) = Mers(A),

for A € [0, gi45)-
(ii)  Show that g is either equal to co for all ¢ > 0 or it decreases to ¢(0).
(i) Now fix A € (0,9(0)). Show that

{emm Y2 g > 0}

is a P,-martingale, which converges almost surely and in mean. Deduce
accordingly that
=:=1 Y,
Jlim Nt (A)Ys
exists almost surely and is valued in [0, 00).
(iv)  Suppose that, for 6 > 0, we write ¢(f) = — log E1(exp{—0=}). Show
that
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up(0n:(A) 1 One(N) 1
——d¢ = —d¢,
J wo® /mm wo®

?(0) 1
_df = —logh.
/A o=,

By taking limits as 6 tends to 0 and oo respectively, deduce that for
all z > 0, P,(5 < o0) =1 and {Z = 0} = {limyec Z; = 0} Pp-almost
surely['

and show that

12.8. In contrast to the previous exercise, note that
{e’Y; 1t >0}

is also a non-negative P,-martingale, and hence has an almost sure limit,
which is not guaranteed to be non-trivial, however. Our aim in this exercise is
to establish when the aforesaid martingale limit agrees, up to a multiplicative
constant, with the random variable = in the previous exercise. Assume, as
before, that p := ¢’(0+) € (—00,0) and fix X € (0,9(0)).

(i)  Use an argument similar to the one used to derive (I2:24) to prove
that \
lim Ni+s(A) — Pt
sToo 7’]5()\)
for all ¢ > 0. Note that, as a consequence, there exists a slowly varying
function at zero, say L, such that

)

Z = lime” L(e”)Y;
tToo

P,-almost surely.
(i)  We are interested to find out when L may be asymptotically replaced
by a constant in (0, c0). To this end, prove that

oo Gt 6= 3 (M5).

(iii) Show that 7:()\) is decreasing to zero as t 1 oco. Hence n;(\)e ** is
increasing and has a finite limit if and only if

10 There is a minor error in[Greyl (1974). In the current setting, Theorem 3 (ii) of this
paper states that P; (5 = 0) = P1(¢{ < o0), which cannot be true for all supercritical
continuous-state branching processes. Indeed, suppose that f°° 1/4(&§)d¢ = oo, so
that P1(¢ < co) = 0. In that case, Theorem [I27] tells us that P;(limitoo Y = 0) =
exp{—®(0)}. However, since A € (0,2(0)), n:(A) — 0 as ¢ T co and we see that
7¢(A)Y: — 0 on {lim¢ 4o Yz = 0}. This also implies that exp{—®(0)} < P1(Z = 0),
which is a contradition. The error occurs on line 11 of p.675 where it is claimed that
“¢(8) — —log g (which may be +o00) as 6§ — c0”.
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A
1 1
— — —— | d¢ < .
/0 <p£ (§)>
(iv)  Finally, appealing to analysis that is similar in spirit to part (iii) of Ex-

ercise [IZ.6] prove that L may be asymptotically replaced by a strictly
positive constant in (0, c0) if and only if

/ zlogzll(dx) < oo.



Chapter 13
Positive Self-Similar Markov Processes

In this chapter, our objective is to explore in detail the general class of so-
called positive self-similar Markov processes. Emphasis will be placed on the
bijection between this class and the class of Lévy processes which are killed at
an independent and exponentially distributed time. This bijection, which can
be expressed through a straightforward space-time transformation, is due to
m (@) Somewhat confusingly, on account of the theory presented
in Sect. [21] for continuous-state branching processes, is also known as the
Lamperti transform. To distinguish the two cases, we therefore refer to the
bijection discussed in this chapter as the second Lamperti transform.

Through the second Lamperti transform, we are able to explore a number
of specific examples of positive self-similar Markov processes which illuminate
a variety of explicit and semi-explicit fluctuation identities for Lévy processes.
Our first such family of examples will be positive self-similar Markov processes
that are obtained when considering path transformations of stable processes
and conditioned stable processes. Here, the underlying associated Lévy pro-
cesses are known as Lamperti-stable processes. Known properties of stable
processes, when transferred through the second Lamperti transform, will give
us explicit fluctuation identities for Lamperti-stable processes; in particular,
we will obtain their Wiener—Hopf factorisation. Another family of examples
we will consider is continuous-state branching processes and continuous-state
branching processes with immigration, which are also self-similar. (Note that
they are automatically Markovian and positive.) Here, we shall see an inter-
esting interplay between the first Lamperti transform, described in Chap. 12
and the second Lamperti transform.

Whilst our exposition of general positive self-similar Markov processes
will, in the beginning, insist that their initial value lies in (0, 00), we will
also look at the more complicated case that the point of issue is the origin.
This discussion leads us to the concept of recurrent extensions of positive

1 What we call here “positive self-similar Markov processes”, (@) called
“semi-stable Markov processes”.

365
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self-similar Markov processes. With this theory in hand, we will conclude the
chapter by looking at elements of fluctuation theory for positive self-similar
Markov processes associated with spectrally negative Lévy processes.

13.1 Definition and Examples

A [0, 00)-valued strong Markov process X = {X; : ¢ > 0} which has paths
that are almost surely right-continuous and quasi-left—continuousg is called
a positive self-similar Markov process if there exists a constant o > 0 such
that, for any > 0 and ¢ > 0,

the law of {¢X.-a; : t > 0} under P, is P, (13.1)

where P, is the law of X when issued from 2z In that case, we refer to
« as the index of self-similarity. Let us turn immediately to some examples
that are easily found through path transformations of a familiar class of Lévy
processes.

13.1.1 Stable Subordinators

With an eye on the definition above, recall that the class of a-stable processes
defined in Sect. enjoys the scaling property ([I3.)), for « € (0, 2], as well
as being Markovian with the desired path properties. We understand the
extreme parameter value a = 2 as corresponding to the case of Brownian
motion. Not all a-stable processes are positive, however. If o € (0,1) and
we agree to restrict ourselves to the case of subordinators, then positivity
is guaranteed and we find our first examples of positive self-similar Markov
processes.

Although a-stable processes for « € [1,2] fail to meet the definition given
above, we shall use them extensively to construct other examples of positive
self-similar Markov processes by considering appropriate path transforma-
tions.

2 Recall that X is quasi-left-continuous if it has the following property: For each F-
stopping time T, if there exists an increasing sequence of F-stopping times, {T}: n >
1}, satisfying limy, 400 T = T almost surely, then lim, +o X7, = X7 almost surely
on {T < oo}.

3 It is important to note that our definition of a positive self-similar Markov process
differs slightly from what one normally finds in the literature. Where we have assumed
that it is a strong Markov process with right-continuous and quasi-left-continuous
paths, a more usual assumption would be that it is a Markov process that satisfies
the so-called Feller property. The latter assumption implies the former assumption.
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13.1.2 Modulus of a Symmetric Stable Process

We wish to consider |Y] := {|Yi| : ¢ > 0}, where YV := {Y; : ¢t > 0} is
a symmetric a-stable process with a € (0,2]. Note that when a = 1, in
definition (LI3)) for the characteristic exponent of Y, we must necessarily
have n = 0. We understand the word “symmetric” here to mean that the
constants ¢; and cg, in the definition of its Lévy measure (ILIT]), are equal
if & € (0,2). Equivalently, we can say that we require the parameter § in
(CI3) to be equal to zero. When o = 2, then Y is a Brownian motion which
is clearly symmetric. In all cases, symmetry implies that Y has the same law
as —Y.

It is clear that the process |Y| is positive, as well as inheriting from Y the
property that its paths are right-continuous and quasi-left-continuous. We
must establish that it is both a strong Markov process as well as respecting
the self-similar scaling property. To this end, rather than indicating the initial

3

value of Y through its law, let us enhance our notation so that Yt(m) is now
understood as the position of Y at time ¢ > 0 when issued from z € R. The
process Y (%) .= {Yt(w) :t > 0} is thus a symmetric stable process issued from
x € R. The scaling property (I3.]) for symmetric, and indeed non-symmetric,
stable processes may now be written

(Y@ ct>0 2yt >0}, >0,

where < means equality in distribution. With our new notation, the Markov
property for stable processes can also be phrased as follows. For s,¢ > 0 and
z € R,
~ (x)
v Ly,

where, for each y € R, YW = {)N/S(y) : 5> 0} is an independent copy of Y(¥),
A little thought now reveals that in the symmetric case, thanks to the fact
that Y(*) has the same law as —Y (%) we additionally have

z), d | Yr(z)
i S e,

which is the Markov property for |[Y(®)|. Tt is now not difficult to derive the
strong Markov property for |Y(*)| in the spirit of Exercise B2l Moreover, for
c>0and z € R,

(v e =00 L {1t > 0},

@ |

In conclusion [V (®)] is a positive self-similar Markov process with index a.
These processes have been studied in more detail in |Caballero et all (2011).
In particular, the aforementioned paper more generally considers the radial
part of an isotropic R%-valued a-stable process.
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13.1.3 Bessel Processes

In the spirit of the previous example, suppose we take the radial part of an
n-dimensional Brownian motion. In a similar spirit to the previous example,
its radial part is also a strong Markov process thanks to radial symmetry.
Clearly the radial part has continuous paths. Moreover, the scaling property
of n-dimensional Brownian motion, together with symmetry considerations,
can be used to show that the radial part is self-similar with stability index
equal to 2.

In conclusion, the radial part of an n-dimensional Brownian motion is a
positive self-similar Markov process. Indeed, the resulting diffusion belongs to
the family of so-called Bessel processes. The general class of Bessel processes
are continuous-path strong Markov processes on [0, c0), parameterised by a
constant, d € (0,00), known as its dimension, having transition semi-group
density (with respect to Lebesgue measure) given by

1 ry\v % 492 Ty
Vt,, :—(_) - Jv_a
Pt =1 (2) vew { -T2 L)

for ¢,z,y > 0, where J, is the Bessel function of the first kindd with index
v:=d4/2—1, and

2
P’ (t,0,y) =277t~ Py 4 1)1y exp {—%} .

To be precise, the radial part of an n-dimensional Brownian motion is a Bessel
process of dimension d = n.

It is straightforward to verify, from the expressions given above for their
transition semigroup densities, that Bessel processes of all dimensions d €
(0, 00) respect the scaling property (I31)) with o = 2, and hence are positive
self-similar Markov processes. Indeed, one easily verifies that

1
p(t,C.I,y) = Ep(c 2t,$,y/0),

for all ,y,t > 0 and ¢ > 0, which is equivalent to (I31).

If we denote by R = {R; : t > 0} a d-dimensional Bessel process, then it
is also the case that, for any ¢ > 0, the process {(R;)? : t > 0} is a positive
strong Markov process which also possesses the scaling property (I3.]).

The detailed justification of all of the above facts concerning Bessel

processes can be found in Chapter XI of [Revuz and XQﬂ (IZDD_4| See also
IPitman and Yor (1981)). Alternatively, see Exercise [3.10.

4 See [Lebeden (1979) for further background on Bessel functions.
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13.1.4 Reflected Stable Processes

Keeping with the notational convention of Sect. I3.1.2] let us look at the
(not necessarily symmetric) a-stable process Y := Y9 started from zero.
Consider the process

Zt(w) =(xVYy) Y, x,t >0,

where, as usual, Y; := Supg<; Ys. This is the reflection of Y in its supremum.

As we have seen at earlier stages of this book, the process Z(®) := {Zt(z) :
t > 0} is a [0, 00)-valued strong Markov process (cf. Exercise B2), with paths
that are right-continuous. Quasi-left continuity is inherited from the paths
of Y. To check that it respects the scaling property (I3.), note that, for all
c >0,

€Y p—ay CSUDPgc oy Ys SUP,,<; CYe—ay
_ s<c _ (SWPus t>0. (132
(CYcat> < Yooy Yooy 7 N (13.2)
Using the scaling property of the a-stable process Y, the last pair in (I32),

as a process, are equal in law to {(Y,Y;) : t > 0}. In that case, we have, for
z,t > 0and ¢ >0,

ch(gth =(cx VY oay) — Yooy, t >0,

which is equal in law to the process {(cxVY;)—Y; : t > 0}, that is to say, the
process {Z\) : t > 0}. Tt follows that {Z\*) : ¢ > 0} is a positive self-similar
Markov process.

13.1.5 Killed Stable Processes

Excluding the case of subordinators, a general a-stable process is not a
positive-valued process (albeit strong Markov and self-similar). However, by
absorbing an a-stable process at the origin as it enters (—o0,0), we can pre-
serve the strong Markov and self-similarity properties whilst introducing the
property of positivity. Again appealing to our previous notation, let us define,
for z,t > 0,
() _ (@)
X =Y Ly sy

Taking account of a similar computation to (I3:2), it is now straightforward
to see that, for x,c > 0,

X, =™ t>0,

()
', 20
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and as a process, this is equal in law to

(cx) _ y(ex)
Y, I(chm)zo) =X, 7, t>0.
As with previous examples, the requirement that paths are right-continuous
and quasi-left-continuous is trivially fulfilled.

13.2 Conditioned Processes and Self-similarity

Another family of positive self-similar Markov processes consists of condi-
tioned stable processes. In order to describe them in detail, it is worth spend-
ing a little time investigating the type of conditioning we are interested in
for the setting of general Lévy processes.

13.2.1 Lévy Processes Conditioned to Stay Positive

Recall that in Sect. I2.3.1] we introduced spectrally positive Lévy processes
conditioned to stay positive. It is possible to treat the general class of Lévy
processes with this kind of conditioning. In this respect, we briefly outline
the work of [Chaumont (1994, 1996) and |Chaumont and Doney (2005).

Let us start with a simple fluctuation identity. In order to state it, we
need to recall some notation. In what follows, we shall understand X to be a
general Lévy process. In Chap. [Gl it was shown that there exists a local time
process, L, for X — X at zero. We defined H; = _XE;I, when t < L, and

otherwise H; := cc. It turned out that the pair (Z‘l, ﬁ), also known as the
descending ladder process, has the law of a (possibly-killed) two-dimensional
subordinator whose range corresponds precisely to the time-space points of

increase of —X. The Laplace exponent of this bivariate subordinator was
defined by

- 1 ol l_gH
k(a, B) = —glogE(e oL, AHt) a, B,t > 0.

The exponent % also appears in the expression for the Laplace exponent
of the running infimum sampled at e;, an independent and exponentially
distributed time with rate ¢ > 0,

=)

(¢,0)
k(q, 8)’

E(e"Xeq) = B>0. (13.3)

If we define the potential function
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U,(z) =E [/ e—qifll(ﬁtq)dt . qz>0, (13.4)
; <

then a straightforward computation shows that

=82 (dz) = . .
/[o,oo>e Oifdn) =z A20 (13.5)

Using ([3.3) and ([I3.5), and noting that Py(r,” > e4) = P(—X, < ), we
can easily deduce the following useful fluctuation identity. For ¢ > 0 and
x>0, N

P.(1y > eq) = Uy(x)R(g,0), (13.6)

where, as usual, 7, = inf{t > 0 : X; < 0}. We will use (I3.0) to show
the existence of a martingale change of measure for stable processes, which,
in turn, will lead to the law of a new strong Markov process that can be
identified as positive self-similar.

To this end, let us start by remarking that, from (I3.0)), the ratio P, (7, >
e,)/k(¢,0) is monotone decreasing in ¢g. Moreover, its limit is clearly identifi-
able as U(z) = Up(x), the potential function for the descending ladder height
process H. We may now appeal to monotone convergence, together with the
Markov property and the lack-of-memory property, to deduce that

Eo(0(X0)1(cr)

— limE, wl -
(I\LO KJ(Q7 0) ( <T[) )

1
—lim ——P, (1o >t
al0 7(,0) (0 > t+e)

= lim ———P, (r; > egle, >
i g0 (70 > ealeq > 1)

1 t
=1 @, (1 — qt/ PP, (1 d
al0 7(g,0) {e (15> &) —e 0 (ry > ) ds
U li g t »P d 13.7
=U(x) — lim — e PP,(1, > s)ds. .
( ) q10 I{(Qa O) /O ( 0 ) ( )

Note that ®/(0+,0) = limgyo #(g,0)/q exists and is equal to E(Efl) € (0, 00].
We claim that %'(0+,0) < oo if and only if limeo X; = —o0. To see why,
recall from (G30) that, up to a multiplicative constant, ¢ = x(q,0)%(g,0).
Hence, when lim sup,;., X = 0o, we have £(0,0) = 0 and, since

1 = lim x(q, 0) “(‘z’ 0 (13.8)

q40
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it follows that %’'(0+,0) = oc. On the other hand, if limsup, ., X; < oo,
equivalently limyo Xt = —o0, then x(0,0) > 0 and (I3.8) forces us to con-
clude that ®'(0+,0) < oco.

We may now return to (I3.7) and observe that if lim sup;;,, X; = 0o, then,
for all z,t > 0,

~

B (U(Xi)1e, ) = Ul). (13.9)

Hence, again thanks to the Markov property, we have that, for all x,s,¢ > 0,

B0 Ko )70 = B0 )] e

U(Xt)].(t<_r0—),
showing that {ﬁ(Xt)l(KT[;) : t > 0} is a martingale. Here, {F; : ¢ > 0}
denotes the usual filtration associated with X. In the case that limsoc Xt =
—00, the equality in (I39) is replaced by

B, (U(X0)14<rr)) < Uw), (13.10)

and we get that {ﬁ(Xt)l(to—g) :t > 0} is a supermartingale.

We may now use the above (super)martingale to define a change of mea-
sure to a (sub-)probability measure. To accommodate for the case that
{U(Xt)l(t<7(;) :t > 0} is a supermartingale but not a martingale, the change
of measure must take place on the space of processes which are killed at some
time, say ¢, and sent to a cemetery state. For each x > 0, under P, the time
¢ is randomised according to the stopping time 7, . In that case, we have on
{t <¢} R

U(X

= ﬁl(mj, t>0, (13.11)
7 Ul ’
for all x > 0. It is a straightforward exercise to check that X, together with
the new family of probabilities {P! : > 0}, defines a Markov process (which
is killed in the case that the change of measure induces a sub-probability
measure). Indeed, for all non-negative, measurable f and s,t,z > 0,

fs>
U(Xy)
= 1(t<§) Ey <f(Xt) [7
() J1],—x.

= IE; (f(Xe)]y=x, ons <, (13.12)

dp?

X

dP,

U(Xets)
El(f(Xt+S)1(t+s<§)|]:t) = 1(s<§)Em <f(Xt+S)TZ;1(t+S<TO)

where El denotes expectation with respect to PI. When lim SUPytoo Xt = 00,
we have PI(t < ¢) = 1 and the final qualification on the right-hand side of
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(@312 is unnecessary. With a little further work, it can also be shown that
under the change of measure (I3I1)), the process X remains in the class of
strong Markov processes. We omit the details for the sake of brevity.

The choice of notation P] was already used in Sect. [Z3.1lto denote the law
of a class of spectrally positive Lévy processes conditioned to stay positive.
However, there is no conflict with the use of this notation here. Indeed, we
can also show that the change of measure (I3I1]) corresponds to the same
conditioning of the process X to stay positive as found in Theorem [2.11] To
see why, note that, for each A € F; and z,t > 0, we have

PI(A t <) = 11%1]1%(14, t<eqlry >e€q)
q

PXt(TO_ > eq))
P.(1y > eq)
ﬁq<Xt>>

=IlmE, |1 -\ =
10 < (An{t<e ATy }) 0,(z)

U(X¢)
=E, <1(Am{t<70}) — . (13.13)

In the third equality, we have used (I3:6) and in the final equality, we have
used that, from (3], qu(x) + U(z) as ¢ | 0 and that ﬁq(Xt) < U(Xy), so
that thanks to (I39) or (I3I0), as appropriate, we may apply dominated
convergence. When X is a spectrally positive Lévy process with Laplace
exponent ¥()\) = logE(e™*X1), X\ > 0, its descending ladder height process
is a unit rate linear drift that is killed at rate @(0), where @ is the right
inverse of ¢. If #(0) > 0, equivalently ¢/(0+) < 0, then this gives us U(z) =
(1 —e=2O) /¢(0). If $(0) = 0, equivalently ¥’'(0+) > 0, then U(z) = .

Note further that P! is a probability measure if and only if lim SUDppoo Xt =
oo. Otherwise, it is a sub-probability measure. In the case that X is a stable
process, we know from Sect. that its ascending ladder height is a stable
subordinator and hence the condition limsup., X; = oo is automatically
satisfied.

On a final note, when considering {P] : # > 0} as a family of probability
laws on an appropriate measurable space, (12_(105) show

= lqiﬂJlEm (1(Aﬂ{t<eq/\7'0})

that, in an appropriate sense of weak convergence, the limiting law ]P)g =
lim, o P! exists. The details are complicated and we refrain from giving them

here as ]P’g does not appear in any of our computations below.
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13.2.2 Conditioned Stable Processes

Let us return to the objective at hand, which is to illustrate another family
of positive self-similar Markov processes. In the case that X is equal to Y,
an a-stable process, we know from ([6.37) that x(0,8) o *, where p =
P(Y; > 0) € (0,1). In other words, the ascending ladder height process is
a stable subordinator (and in particular has no killing) which implies that
lim sup,4, ¥; = oo. Hence, we may apply the change of measure (I3.11)) to
generate the positive strong Markov process, which we can now identify as
the a-stable process conditioned to stay positive. Moreover, thanks to (G.31),
we can compute U(z) o< 2*(1=¢) for 2 > 0; see for example Exercise B8] (ii).

With regard to self-similarity, we note the following. For ¢,z > 0, ¢t > 0
and appropriately bounded, measurable and non-negative f, we can write,
with the help of ([I31]),

(z) . c—«
PV s <) =Sy Ly, s0)

—a =

ELf({cYeas:s<t})] =E

(Y(ﬁ) )a(lfp) ]

(c@)\a(1—p)
(cx) . (S i
fUY s <t} (cx)(1=p) 1(X§CI)>0)‘|

=EL[f({Ys:s <t})). (13.14)

=E

In conclusion, any (non-monotone) a-stable process conditioned to stay pos-
itive is also a positive self-similar Markov process.

There is another type of conditioning for Lévy processes, which also boils
down to a change of measure in the spirit of (I311]), and which can be used
to identify positive self-similar Markov processes when applied to the special
case of a-stable processes.

The increasing function U is differentiable Lebesgue almost everywhere. If
its density is denoted by @, then I(Chaumont dl_9_9ﬂ) notes that, under appro-
priate conditions, for a general Lévy process, X, E, (a(Xt>1(t<7-g)) = u(x),
for all z,¢ > 0. One may then proceed to a martingale change of measure as
in (I3I0), with the potential function U replaced by its density u. Accord-
ingly, one may define a new family of Markovian measures, say {P% : z > 0},
on the space of processes killed at some random time ¢. As before, for each
2 > 0, under P, ¢ is randomised according to the stopping time 7, . We have
ont<g

dPL| a(Xy) 0

dP, | £, T oa() (<o) =

\Chaumont dl_9_9ﬂ) goes on to show that this family corresponds to the law of
the underlying Lévy process conditioned to be absorbed continuously at the
origin before entering (—oc, 0). In particular, for each A € F; and x,t,n > 0,
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PL(A t<7,)= lsiﬁ)lPx(A, t<t X, - <e)

Further details are explored in Exercise for the case that X is a
stable process. In that case, we have @i(z) oc z*(1=P)=1 Moreover, checking
the self-similarity property of the positive strong Markov process (X,P}),
x > 0, is as straightforward as the computation in (I314]). In the case that
X is a spectrally positive stable process, from the discussion in Sect. [6.5.3]
we know that (1 — p) —1 = 0 and hence, in effect, Pi, x > 0, does not
constitute a change of measure. Intuitively this is obvious on account of the
fact that a spectrally positive Lévy process will hit the origin continuously
with probability one.

13.3 The Second Lamperti Transform

In this section, we shall look at a second transformation of (@),

which provides a bijection between the class of exponentially killed Lévy
processes and positive self-similar Markov processes, up to the first moment
that they hit zero. We are guided, in part, by the presentation in

(2007), as well as the original contribution ofm (1979).

To this end, let us introduce some more notation. Throughout this section,
we shall use £ := {&; : t > 0} to denote a Lévy process which is killed and sent
to the cemetery state —oco at an independent and exponentially distributed
random time, e = inf{t > 0 : § = —oo}, with rate in [0,0). As usual, we
understand e in the broader sense of an exponential distribution, so that if its
rate is 0, then e = oo with probability one, in which case there is no killing.

We will be interested in applying a time change to the process £ by using
its integrated exponential process, I := {I; : t > 0}, where

t
It:/ e“ds,  t>0. (13.15)
0

As the process [ is increasing, we may define its limit, I := limyqeo I;. We
are also interested in the inverse process of I:

o(t) =inf{s > 0: Iy > t}, t>0. (13.16)

As usual, we work with the convention inf () = oo.

In the spirit of the examples given in the previous section, many of the
arguments we shall use in the remainder of this section are of a pathwise
nature. Therefore, we shall often prefer to use the notation X ®) := {Xt(m) :
t > 0} to denote a positive self-similar Markov process with initial value
x > 0. Its lifetime until hitting zero will be denoted by ¢(*) = inf{t > 0 :
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Xt(m) = 0}. We shall also write ¢ when the initial value of X is expressed
through P;.

Theorem 13.1 (The second Lamperti transform). Fiz o > 0.

(i) If X®) 2 >0, is a positive self-similar Markov process with index of
self-similarity o, then up to absorption at the origin, it can be repre-
sented as follows. For x > 0,

XM ey = vexp{€paman ), t>0, (13.17)

and either

(1) ) = oo almost surely for all x > 0, in which case & is a Lévy
process satisfying lim supp., & = oo,

(2) ) < 00 and ng)), = 0 almost surely for all x > 0, in which
case £ is a Lévy process satisfying limpoe & = —00, or

(3) ¢®) < oo and Xg%f > 0 almost surely for all x > 0, in which
case & 1s a Lévy process killed at an independent and exponentially
distributed random time.

In all cases, we may identify () = z*I,.
(ii))  Conwversely, suppose that & is a given (killed) Lévy process. For each
x>0, define

X" = T exp{€oz—at) L (t<zoln)> t>0.

Then X&) defines a positive self-similar Markov process, up to its
absorption time () = 21, with index a.

Before moving to the proof of this theorem, let us point out that there is
another way of connecting positive self-similar Markov processes to an un-
derlying Lévy process. This is done through the use of stochastic differential

equations. Such ideas have been pursued in [Barczy and Doring (2011) and
Berestcyki et all (2011al).

13.3.1 Proof of Theorem [131 (i)

We break the proof up into a series of lemmas. The first lemma shows that
only three types of positive self-similar Markov processes can exist when
categorised according to the absorption time (. These three cases correspond
precisely to the cases (1), (2) and (3) in Theorem [I311

Lemma 13.2. Simultaneously for all x > 0, either P,(( = o0) =1, Py(¢ <
00, X =0)=1or P,({ <o00,X¢c- >0)=1.
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Proof. By monotonicity, for x > 0,

P.(( <o) = g{.no P.(¢ < t).

We now claim that the probabilities P, (¢ < o) are independent of z > 0. To
see why this is true, we can appeal to the scaling property (I3.1]) and write,
for all ¢ > 0,

¢ = inf{t > 0: X\ =0}
Lo inf{c™*t>0: X = 0}

cmat T

= co¢@), (13.18)

showing that P,({ < 00) = P (¢ < o0), for all z,¢ > 0, as claimed. Note
that this also shows that z=*C(*) is independent of the value of z.

Denote by p € [0,1] the common value of the probabilities P,({ < 00),
x > 0. We shall now show that either p = 0 or p = 1. Thanks to the Markov
property, we can now write, for all z,¢ > 0,

Py(t < (< 00) = Ex(11<c)Px, (¢ < 00)) = pPe(t < (),
and, hence,

p:PI(CSt)+PI(t<C<OO)
=P:(C<t)+p(1 - P:(C <))
=p+ (1 —-p)P:(¢<H).

This forces us to conclude that either p =1 or P, (¢ < t) =0, for all z,¢ > 0.
In other words, p=1 or p = 0.

Next, let us assume that P, (¢ < co) =1 for all z > 0. We are interested in
the probabilities P, (X¢— = 0), z > 0. In fact, similarly to the computations
above, we can argue that, thanks to self-similarity, this probability does not
depend on the initial value of X (the details are left as an exercise for the
reader). Henceforth, we shall denote the common value of these probabilities
by p. Let us introduce the stopping times x, = inf{t > 0: X; < y}, where
y > 0. Note that, for a fixed y > 0, the events {r, = (} and {X;_ = 0} are
disjoint. Together with the strong Markov property, this implies that for all
x>y >0,

p= Pw(XC— = 0) = Eﬂa(l(n;<g) PZ(XC— = O)|ZZXN*) = PPw(“; < C)

Y

We are therefore forced to conclude that either p =0 or, for all 0 < y < =z,

P(k, <() =1
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In other words, if p is not equal to 0, then X visits every (0, y)-neighbourhood
of the origin, for y < z, which is another way of saying p = 1. O

For the next lemma, we need more notation. For & > 0, let us write

¥t
p(t) =/ (X)=ods,  t<amo¢@). (13.19)
0

This choice of notation is preemptive as we shall show in due course that
it agrees with (I316). We also claim that the distribution of ¢(t) does
not depend on z. Indeed, let us momentarily indicate any dependence on
x by writing ¢ (t) in place of ¢(t), for ¢ > 0. For each z,¢ > 0 and

t< (ea)o¢len) £ gmo¢),

s

(cx)™t
(e (1) £ / e (x), )mds
0
™t
- [ o)
0
= o@(t). (13.20)

For technical reasons, it is important that we understand the behaviour of
p(z™%(—) := limpe p(x~*t). A similar argument to the one given in (I3.20)
also shows that, for x > 0, p(z~*(—) does not depend on z. This is also
intuitively clear as both z=*¢(®) and ¢(*) are independent of the value of .
The next lemma says a little more about the distribution of ¢(z~“(—).

Lemma 13.3. In the cases that ( = oo or that {{ < oo and X, = 0}, we
have Py(p(z=“(—) = o0) = 1, for all x > 0. In the case that ( < oo and
X¢— > 0, we have that, under Py, p(x~“(—) is exponentially distributed with
a rate that does not depend on the value of x.

Proof. We consider each of the three cases individually. First, we look at the
case that ( = co. Using the Markov property, we have

1 )
oo = [ eas e [T ) as
0 1
1 (')
4 / (X(®)=ods + / (X(2))=ds
0 0
1
:/ (X~ %ds + F(0), (13.21)
0

where z = X 1@) and X is an independent copy of X with ¢ defined in the
obvious way. Since the integral in the final equality of (I3:21)) is strictly
positive, we are forced to deduce that ¢(c0) = oo, P-almost surely, for all
x> 0.
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Next, in the case that ( < oo and X._ = 0, we cannot appeal to the above
method as it is not true that 1 < ¢ almost surely. It is, however, true that
P.(k, < () =1 for all z,y > 0. We may therefore use the strong Markov
property in a similar fashion to (I3.21), splitting the integral in the definition
of cp(x_o‘c(””) —) at K, , where y < z, to recover the required result. The details
are again left to the reader.

Finally, we consider the case that ( < oo and X~ > 0. Fix z > 0. By
right-continuity and quasi-left-continuity of paths, it is trivial to note that the
trajectory of X () is bounded away from zero and infinity on the time horizon
[0,¢®). Tt follows that @(z~*¢(*)—) is almost surely finite. Now define the
inverse of ¢,

L,=mf{0 <t <z :ot)>u}, u>0, (13.22)

which is also a stopping time for X ®), and moreover does not depend on the
initial value z, thanks to the same being true of ¢. As usual, we insist on the
standard convention inf ) = co. In particular, for u > cp(x_o‘g“(m)—), I, = o0.

For each u > 0, on the event {p(z~*¢®) ~) > u}, using ([3.I8) and the
strong Markov property, we have that

a <(’£)

x1,
pla ) ) = / (X@)=0ds + / (X(@)~ads
0 x

ar,
Z(z) _
L+ / (X)) ~ds
0
=u+@(z7¢-), (13.23)

where z = Xii)lu and, as before, X is an independent copy of X with the

corresponding quantities Z and ¢ defined in the obvious way. Let us now
write, for z,u > 0, E(u) = Py(p(z~*C—) > u), recalling that this quantity
does not depend on the value of x. Thanks to (I3.23)), it is now clear that,
for all u,s > 0,

E(u+s)

) = PPl ) > u sl ) > )

= P(p(277() > s)
=&(s),

whenever €(u) > 0. The value of z in the above computation is irrelevant on
account of the fact that ¢(z~*¢(*)) is independent of z.

We know that there must exist some ug > 0 such that E(u) > 0 for all
u < wup. In that case, E(up + s) = E(up)E(s) for all s < wug. Iterating this
argument, we find that £(u) > 0 for all w > 0. Right-continuity of &(u)
is also evident. Classical theory now allows us to conclude that £(u) is an
exponential function or identically equal to one. However the latter case can
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be excluded on account of the fact that ¢(z~*¢(*)—) is almost surely finite.
In conclusion, irrespective of the value of x, @(z~*((*)—) is exponentially
distributed, as required. 1

With the previous two preparatory lemmas in hand, we may now give the
proof of Theorem [[3.1] (i). The classification of positive self-similar Markov
processes into three categories has already been established by Lemma
It was proved just before the statement of Lemma that @(z—¢®) —)
is independent of the value of x. Let us rename this quantity e. The same
lemma also tells us that e is exponentially distributed in the broader sense
(i.e. € = oo almost surely is interpreted as meaning that the exponential
parameter is zero).

Using the same notation as above, we now define the process § = {& : t >
0} by setting, for a,t > 0,

& = log(X\2, /). (13.24)

It is a straightforward consequence of the scaling arguments, which have
been repeatedly used above, that the law of ¢ does not depend on the value
of x. For the sake of brevity, and since the arguments are now familiar, the
details are, yet again, left to the reader. It is also apparent from (I3.22]) that
& > —ooforallt <e,and § = —oo for all t > e (in the case that e < c0).

The process £ has right-continuous paths with left limits. Moreover, since
o(I;) =t for t < e, we may use straightforward calculus to deduce that
' (I)dI; /dt = 1, and hence

dl,

dt _ x—a(X(z) )a — eaft'

x ]

Recalling that z=*¢(*) does not depend on the value of x, we may therefore
write, for each x > 0,

t
I = / et ds, t<e.
0

Hence, as soon as we can establish that ¢ is a killed Lévy process, where the
time at which it is sent to the cemetery state —oo (if at all) is e, our proof
of Theorem [I[3] (i) is complete.

To this end, fix x > 0 and consider the event

{& > —00} = {X) >0} = {21, < (D} = {t < p(a™ (W)} = {t < e}.
From (I3:19), we have that 1. is the inverse of the process foma'(Xs(m))_o‘ds.

It follows that, for each ¢ > 0, “I; is a stopping time for X. We claim that,
on {t < e}, for h >0,
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()

x .
exp(&n — &) = # 4 leﬁa);hv (13.25)
x ],

where z = Xg(cfé)lt and, as before, X is an independent copy of X, with an

obvious associated definition for I. To see where the last equality in ([325)
comes from, apply the strong Markov property to deduce that, on {t < e},

2 Lpp = 2“0 + 2% inf{s > 0: / (Xii)lﬁu)*o‘du > h}
0

2L 2T, + 2© inf{s >0: / (X ~du > h}
0

=2 + z%inf{r > 0: / (X ~du > h}
0
= %I + zO‘INh.

However, fh is independent of the value z and hence, using the scaling
property (I3) in [I325), we deduce that exp(&4n — &) is independent
of {&s : s <t} and has the same distribution as exp(&p,).

In the case that e = oo, we see that £ is a Lévy process (no killing).
Moreover, referring to (I3.24)), we see that ((*) = z*I.,. Hence in case (1),
we necessarily have that I, = oo almost surely and in case (2), I < o0
almost surely. The following lemma is dealt with in Exercise

Lemma 13.4. Suppose that £ is an unkilled Lévy process. Then P(Iy < 00)
=1 if and only if limsup,,, & < 0o, and otherwise P(I, = c0) = 1.

It is now clear that in case (1), we have limsup;; §; = oo and in case (2),
lim sup;4., & < 00, which is to say that limye & = —o00.

We now prove for case (3) that & and e are independent. Recall from
Lemma [I33 that, irrespective of the initial value of X(*), e is exponentially
distributed. Moreover, from (I3.23]), again, irrespective of the value of x, for
all ¢ > 0, the event {e > t} is independent of {Xs(m) : s < 21}, and hence
is independent of {&; : s < t}. Taking account of our earlier observation
that, conditional on {e > t}, the increment & 15 — & 4 &, for all t,h > 0,
we conclude that & must be a Lévy process killed at an independent and
exponentially distributed time. ]

13.3.2 Proof of Theorem [13.1 (ii)

Whilst it is clear that X (*) is positive and has paths that are right-continuous
with left limits, we need to check that it is self-similar as well as a strong
Markov process. Self-similarity is very easy to show. Indeed, for all ¢, > 0,
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CX(Ef)at =Ccr exp{&p((cm)*o‘t)}1(t<(c;ﬂ)°‘1m) = Xt(cm)
The remainder of the proof is thus concerned with establishing the strong
Markov property.

To this end, let us write H := {H, : t > 0} for a right-continuous version
of the natural filtration generated by the process . Note in particular that
@(x~t) is a stopping time for H and G; := H,(z-«y), t > 0 is the natural
right-continuous filtration to which X (*) is adapted. See, for example, Propo-
sition 7.9 of [Kallenberg (lZ_QQﬂ) Now suppose that 7 is a stopping time with
respect to G := {G; : t > 0}. We claim that ¢(x~%7) is a stopping time with
respect to H. To see this, write for each s > 0,

{p(x™%) < s} ={r < 2L} = U {T <wu<z®I}. (13.26)
weQN(0,00)

For each s,u > 0, the set {7 < u < 2%Is} can be written {7 < u, p(z~%u) <
s}. Since 7 is a stopping time for G, the last event belongs to G, N{p(z™%u) <
s} = Hypz-eu) N{p(@™*u) < s} € Hs. The final inclusion uses the fact
that ¢(x~*u) is a stopping time. In conclusion, we have from ([3.26) that
{p(z=*7T) < s} € Hs, for all s > 0. Recalling the discussion in Sect. B1] this
establishes the claim that ¢(x~*7) is a stopping time for H since we have
assumed that H is a right-continuous filtration.

We can now say that, from the strong Markov property for Lévy pro-
cesses and the lack-of-memory property for exponential distributions, on
{w(z77) < e}, the process £ := {& : t > 0}, where & = &,(p-or)tt —
Ep(@—ory, t > 0, is a (killed) Lévy process, which is independent of G, =
H(w-or) and has the same law as &.

Next note that 7 < %I if and only if p(z~“7) < e, in which case

z* foso(f%) exp{a&;stds = 7. Moreover, we have on {7 < %I},

(z™%T)
% = 3:0‘/ e ds
0

e—p(z”%T)
+Iaeo‘5w<rar>/ eCo@arnrubo@—an)dy
0

=T + (X7(-13))O¢TOO7

where, conditional on G, N{7 < %I}, from the strong Markov property and
lack-of-memory property, the random variable I, has the same distribution
as I»,. We may now write

Lirjicaor,) = 1("'<I°‘Ioo)1(t<(X$z))°¢I~oo)' (13.27)

Note also that we have on {7+t < 2*I},
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Lo-a(rtn) =27 T+ a7 = Ipg-an) + 27,

and hence,

p(a™ " (7+1))
Y= / exp{aés}ds
©

(z-e7)
o) —p(a )

oz
= eXp{ag«p(:c"‘T)}/O exp{o‘(§5 - gap(:ﬁ*"“r))}ds

/so<xa<r+t>>so<wr>

= (X @) exp{a, }ds.

0

It follows that if we define ¢ to play the role of ¢ for the process §~, then given
G, N{r < 21}, for t < (X)oT,

Pz~ (T +1)) — oz 1) = FUX) 1), (13.28)
Finally, taking account of (I3:27) and (I3.2]]), we have, for ¢ > 0,

X\, = l‘eg“’“’“*)6(5“’“’“““))_5*"““‘”)1<T<ma1x>1(t<<x£x>>afx)

= X7 exp{Ex)-o i< (x)e ey

from which the strong Markov property is now evident.

Finally, there is the issue of quasi-left-continuity. We recall from Lemma
that Lévy processes have the aforementioned property. In turn, quasi-
left-continuity of ¢ transfers through the second Lamperti transform in a
straightforward way (using in particular that the time-change for ¢ is a stop-
ping time with respect to H) and is inherited by the process X. We leave the
details to the reader. O

13.4 Lamperti-stable Processes

Let us return to some of the examples given in Sect. [3] and Sect.
Our objective is to compute in explicit terms the characteristics of the un-
derlying Lévy process ¢ in the second Lamperti transform. In particular,
we are interested in the three cases of a stable process conditioned to stay
positive, a stable process conditioned to hit the origin continuously, and a
stable process killed on first entry into (—oo,0). For each of these three
cases, we shall write &7, € and &, respectively, for the three underlying
Lévy processes that appear through the second Lamperti transform. Our
presentation is inspired by the original investigation of these processes found

in [Caballero and Chaumont (2006H) and [Chaumont. et al! (2009).
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As we shall shortly see, T, & and ¢* all belong to the class of hyperge-
ometric class of Lévy processes that was described in Sect. However,
these three processes are more precisely named Lamperti-stable processes
on account of their intimate relationship with stable processes, through the

second Lamperti transform. See [Caballero et all (2010).

13.4.1 The Case of ¢'

Recall from Sect. that, for > 0, the process (Y,Pl) is used to denote
an a-stable Lévy process conditioned to stay positive. From Theorem [[3.1]
we know that €7 = {¢] : ¢ > 0}, the associated Lévy process through the
second Lamperti transform, is not killed and drifts to 4+oco. Our strategy
for characterising &7 will revolve around the Wiener-Hopf factorisation. In
particular, if we write ¥T for the characteristic exponent of ¢7, then the
Wiener—Hopf factorisation tells us that, up to a multiplicative constant,

vt(9) = ¢ (—i0)0' (1), 6 ER,

where ¢! and (;AST are the Laplace exponents of the ascending and descending
ladder height processes, respectively, cf. Theorem Therefore, in order
to get our hands on W', it suffices to try to compute closed form expressions
for T and ¢'. An obvious place to look for information concerning these
quantities will be in the overshoot distribution of ¢', when it crosses thresh-
olds both upwards and downwards. As we shall shortly see, these overshoot
distributions conveniently turn out to be easily recovered from overshoot dis-
tributions of the associated stable process, thanks to the second Lamperti
transform.

Let us start by computing the Laplace exponent ¢'. Fix o € (0,2) and, for
convenience, assume that Y has positive jumps. That is to say, we rule out the
case of a spectrally negative stable process. This means that, in particular,
we are excluding the extreme case of a Brownian motion[d The case that Y is
a Brownian motion is treated in Exercise [3.3l More generally, the spectrally
negative case is dealt with in Exercise [3.8

As usual, write

rh=if{t>0:Y; >a} and 7, =inf{t >0:Y; < a}, (13.29)

for any a € R. Now take y > 1. In the light of the change of measure (I3:11]),
we have, for all z > 0,

5 Rather obviously, we also rule out the case that —Y is a subordinator.
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t Y Y
Pl — e

Y -y
=P, ((YT;)Q(l_”); ——

EdZ,T;_<TO_>
Y

a(1-p) Yor + o
= (2P —ted < ) (13.30)

where P, is the law of an a-stable process issued from x € R. Using scaling
arguments similar to those that were used repeatedly in Sect. [3.3] it is
straightforward to show that

Y +
P1< yy —1edz, T;<7'0> zpl/y(yﬁ—lédz’ﬁr<7§)- (13.31)

On the one hand, thanks to the second Lamperti transform, if we write

leggy =inf{t >0: 52 > log y}, then, under ]P’I,

l

= eXp{fI}+,¢ —logy}.
On the other hand, the probability on the right-hand side of (I3:31]) is known

explicitly and has been derived in Exercise[[.7l Taking account of these facts,
back in (I330), we have, after a little algebra, that, for z > 0,

P’ (exp{§T+,T —logy}—1¢€ dz)
T

ogy

. 1\ ¢ 1\ !
_ sinmap (1 _ _) L—ap (z 41— _) dz, (13.32)
us Y Yy

where PT is the law of ¢ (with associated expectation operator ET).
Before we are in a position to extract information about ¢! from this
last identity, we must first take limits as y 1 co. To see why, recall that the

overshoot 51 ++ — logy agrees precisely with the overshoot of the ascending
logy

ladder height process of £T. Moreover, thanks to Theorem [5.7, providing the
ascending ladder height process has finite mean, we should expect to see a
non-degenerate limiting distribution in (I332). This will give us, up to a
multiplicative constant, the tail of the Lévy measure of the ascending ladder
height process. If the ascending ladder height process of ¢ does not have
finite mean, then it is straightforward to check from the proof of Theorem
B using Corollary 5.3l that the limiting overshoot distribution should be
degenerate. In conclusion, by taking limits as y 1 oo in ([I3.32]), we deduce
that if 7T is the Lévy measure of the ascending ladder height process of ¢,
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then
T (z,00)dz o PT(AT € du),

where the random variable AT satisfies

PT(eAT —ledz) = Smﬂzfo‘p(z +1)"dz.
7r
This tells us that ,
T _ 1)
(2, 00) ox — & — 1) (13.33)

I'(1—ap)l(ap)’

where we have used Euler’s reflection formulad for gamma functions.

Note that &' (and hence its ascending ladder height process) cannot creep
upwards on account of the fact that the same is true of Y. Therefore, there is
no drift component in the Laplace exponent ¢! and hence, recalling Exercise

217 for all A > 0,

T () o )\/OOO e M1 (2, 00)dx
A

- Ooef)\z et — —apd
= Th —ap>r<ap>/o (e~ 1)

A /1 Arap—1 _
= ———(———— u ap 1 — U O‘pdu.
T~ ap)Tap) Jo =)

The right-hand side above is a beta integral and hence, for all A > 0, up to
a multiplicative constant, we have
A+ ap)I'(1 — ap) I'(ap+A)

T _ _
PN = A ) ) T+ 1)~ Tlap) T (13:34)

Note that we could have equivalently derived this expression from ([I3:33))
using Example [5.20]

Next, we turn our attention to the derivation of aT. We cannot apply
the same technique as above since PT(lim infjoo {}T > —o0) = 1, and hence
an asymptotic overshoot in the downwards direction would not make sense.
Moreover, the descending ladder height process of &1 is exponentially killed,
in which case ¢'(0) > 0. This means that we need to find more than just the
Lévy measure of the descending ladder height process in order to construct
¢T. Note that, as before, there will be no drift term in ¢! on account of the
fact that Y does not creep downwards.

Instead, we can look at the law of the global infimum of £T, which, again
thanks to the second Lamperti transform, can easily be derived from the
global infimum of Y under IP’I. Indeed, we have from (6.29) that, for A > 0,

6 Recall again (see the first footnote in Sect. [5:6) that Euler’s reflection formula for
gamma functions says that I'(1 — u)I'(u) = 7/sinmu for u € C\Z.
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- T
%—8 _ BN = Bl (V.)). (13.35)

where §; = infs>o {i and Y = inf,>¢ Ys. Moreover, referring to Exercise
[T (i), we have, for 0 <y < 1,

PI(Y. <)
= PI(Ty_ < 00)
=By (V)"0 <)

=Eiy ((y +Y, )00y - < y)

. —a(l-p) -1
_ sinma(l - p) /y(y_z)oz(l—p) ( z ) (1+ z ) 1 &
@ 0 -y I-y l—y

sinma(l — p) _
22T P q)e-n)
- (1-y)

V1 a(i=p) ;N\ —a(l=p) /7 -1
></ - (1 - f) (5> (— —1+ f) dz. (13.36)
0 Y v v v v

The expression on the right-hand side reduces to 1 — (1 — y)o‘(l_”). However,
this requires one to first spot some straightforward, but nonetheless non-
obvious, manipulations. Set 1 — z/y = (v + 1)~! and note that the integral
on the right-hand side of (I3:36) can be developed as follows:

[y

/OO y dv
o (+1-y)(v+1pe=r)

= /OO ! dv — /OO ;dv
CJo v (v4+1—y) o (=P (v+1)
o 1
=[(1—y) =" 1 / — 4 13.37
[(1-y) ] ATy L (13.37)

where, in the first equality, we have used the change of variable v = (1 — y)z
to deal with the first integral in the second equality. Note, moreover, that by
setting w = (1 + 2)~!, we get a familiar beta integral,

oo 1 1
e — _ )~ (1=p), ,(1—p)
/0 P Cy P 1)dz /0 (1—w) w dw

70— a(l - p)(0(1 - p))
" sinra(l—p)’ (13.38)

where we have used the reflection formula again in the final equality.
Now plugging (I337) and ([I338) back into (I336), we get, as promised,
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PV, <y)=1-(1-y)"),

for 0 < y < 1. Returning to (I3:34), we now have, up to a multiplicative
constant,

o'\ = (a(l —p) /01 yM(1 - y)“(l"’)‘ldy) h

1+ A +a(l—p))
(1= T+ N (a(l—p))
I+ A+l —p)

TTA+NI(a(l—p) +1) (13.39)

for A > 0.
Through the Wiener—Hopf factorisation, we may now write down the char-
acteristic exponent of €T up to a multiplicative constant:

I'lap—i0) I'(1 +i0 + o(1 — p))
(=) T(1+16)

wl(9) = (13.40)

This clearly puts the process ¢! in the class of hypergeometric Lévy processes
(and hence the meromorphic class of Lévy processes). See Sects. and
0.0. ]

13.4.2 The Case of &

In Sect.[I3:2] we also introduced the process (Y, Pi), for z > 0, in other words,
an a-stable process conditioned to be absorbed continuously at the origin
before entering (—oc, 0). From Theorem I3} we know that &+ = {&} : ¢ > 0},
the associated Lévy process through the second Lamperti transform, is not
killed and drifts to —oo.

As in the previous section, we can again try to reconstruct the character-
istic exponent of &+ by piecing together its Wiener—Hopf factorisation. This

time, we must take account of the fact that Eio = sup,>q £ < oo. If ot is
the characteristic exponent of &+, then its factorisation will be written

TH0) = ¢H(—i0)p* (1), 6 ER,

where ¢+ and (Ei are the Laplace exponents of the ascending and descending
ladder height processes, respectively. On account of the fact that lims oo §t¢ =
—o0, we must have ¢+(0) > 0. That is to say, the ascending ladder height
process is exponentially killed.

To compute ¢*, we again appeal to ([629) to deduce that, for A > 0,
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#H0) _ ey — BH (T )
ooy B ) =Ei(Yeo) ™), (13.41)

where Pt is the law of & (with associated expectation operator E) and
Yoo = sup,sq Ys. Appealing to the change of measure discussed at the end
of Sect.[I3.2] we have, for z > 1,

PHY o > 2)
= Py(7 <o)
= By (¥, )00 1 <)

= (DI, (V)00 <)

sinap 1\ [ 1/z
= 1—- dy
m z) Jo (Atyyrly+1-1/z)

. (1 _ 1>ap, (13.42)

z

where in the third equality, we have used the scaling property, in the fourth
equality, we have used Exercise [[7] and for the fifth equality, we have used

[@3310) and ([I33]), writing 1 — p in place of p. With (I3242) in hand, one

may return to (I341)) and easily show that, up to a multiplicative constant,

I'l+XA+ap)
(1+ XN (ap+1)’

L) =
for A > 0. The computation is left to the reader.

In order to deal with ¢¥, write Tlgg"';! =inf{t >0: ﬁ < logy} and use the
second Lamperti transform to deduce that, for 0 < z,y < 1,

y—Y. -
pt (1 —exp{¢r_, —logy} < z) =P < L < z)
7—logy y

y—Y,. -
=E, ((YTy)“(l"’)‘l; v < z)

)
-Y,
=Eiy | (y+Y, )"0 — <)
Again, making use of Exercise [[.7] we deduce that

pt <1 —exp{&_ | —logy} € dz)

logy

_ Sinﬂ—a(l — p) (1 _ y)a(lfp)(l _ Z)a(lfp)flzfa(lfp)(l —y+ zy)*ldz.
7T
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Suppose we write TV for the Lévy measure of g/b\i. Taking limits as y | 0, we
may again appeal to Corollary 5.3 to deduce that, for 0 < z < 1 and x > 0,

T4 (z,00)dz o« PH(AY € dx),
where

sina(l — p)

pt (1 — exp{—AJ'} c dz) = (1-— z)o‘(l_p)_lz_o‘(l_f’)dz,

Said another way, for z > 0, we have
efa(lfp)x(l _ efx)fa(lfp)
I'(1—a(l=p)I'(a(l—p))’

where again, we have used Euler’s reflection formula for gamma functions.
Using similar reasoning to previously, it is now easy to verify that

T4z, 00)

_ © e I +a(l—p)
Hr(N) oc/\/o e MYz, 00)da = Tlal = )TV’

for A > 0.
In conclusion, we see that, up to a multiplicative constant,

(1 =10+ ap) I'(i0 + (1 — p))
vHe) = I(1-i) I(io) ’

f€R. (13.43)

Again, we see that &+ also belongs to the class of hypergeometric Lévy pro-
cesses.

13.4.3 The Case of &*

The Lévy process £* comes about by applying the second Lamperti transform
to an a-stable process killed on first entering (—o0,0). In terms of the three
categories described in Theorem [[31] (i), if we exclude the case of a spectrally
positive stable process, then, since all other stable processes do not creep
downwards, we are forced to conclude that £* belongs to the third category.
Specifically, it is killed at some independent and exponentially distributed
random time. A little thought also reveals that the case of a spectrally positive
stable process has already been covered through our study of &*.

We are interested in computing ¥*, the characteristic exponent of £*.
Suppose that e is the independent exponentially distributed time at which &
is killed. Since we only aim to compute ¥* up to a multiplicative constant,
we may assume that the rate associated with e is unity and appeal to the
Wiener—Hopf factorisation to write
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1

BY(d5) = B (@B () = s fER

where P* (with associated expectation operator E*) is the law of £*. Written
another way, we have

1
U (0) = — —, 0 €R. 13.44
( ) E*(e‘ege)E*(e“gge) ( )
Note that
B (e%%) = Ba((V,)") and B (%) = Ey((V,-)),  (13.45)
where 77* =sup,. - Yy, Y - =inf __-Y; and P; is the law of an a-
0 —='0 0 0

stable process with initial value 1 (with associated expectation operator Eq).
To obtain the first equality in (I3.435]), note that, for all z > 1,

]P)l(?TO— SZ) :Pl(TJ <7'Z+)
=Py/.(1y )

_ F(Oé) =1/ uozp—l —u a(l—p)—1 U
“ e S o

where the second equality is the result of scaling and the third equality uses
Exercise [[.7] We can now compute, for 6 € R,

B = F(amrr((s(l ) /100 (1 - 1) (1>() S

_ F(O&) ! ua(lfp)fiefl —u ap—1 u
et o
_ I'(a)I'(alp—1) — 19)'

I'(ap)I(a —16)

In order to deal with the second equality in (I3.45]), observe that Y -
is equal to the position of the descending ladder height process of Y imme-
diately before entering into (—oo,0). Recall from (G37) that the descending
ladder height process is a stable subordinator with index «(1 — p). Using
this fact, together with Theorem .G or more conveniently Exercise B.8 a
straightforward computation gives, for 0 < z < 1,

Pl(XTgf S dZ)
=P(1 - Hpr €dz)

_ sinwa(l - p) (1 _ Z)a(lfp)flzfa(lfp)dz:’

™



392 13 Positive Self-Similar Markov Processes

where {Hy : t > 0} is the descending ladder height of Y and T;" = inf{t >
0: H; > 1}. It follows that, for 6 € R,

w0 T0+1—a(l—p)
By ) = i —a@ = ) T@ + 1)

Putting everything together in (I3.:44), we find that, up to a multiplicative
constant,

I'(a—16) rig+1)
Ia(l—p)—i0) T'i0+1—a(l —p))’

w*(0) = feR.  (13.46)

Again, we see that £* belongs to the class of hypergeometric Lévy processes.

13.4.4 The Relation Between £ , &Y and £*

Careful inspection of the three characteristic exponents &', U+ and ¥* reveals
that, for 6 € R,

wh(O) =wHO —1) =¥ (0 —ia(l — p)). (13.47)

We shall now offer a very straightforward explanation of this connection.

Note that both ]P’I and ]P’% are absolutely continuous with respect to Py, the
law of a stable process issued from 1 and killed on entering (—o0,0). Taking
account of their respective densities, we may write, for any stopping time T'
with respect to the filtration of Y,

El(f(YT)l(T<oo)) = E%(YTf(YT)l(T<oo)) =Ej (Y;(lip)f(YT)l(T<oo))a

where f is any bounded, measurable function and Ej is expectation with
respect to Pf. Glancing back to (I3:24) and noting, in particular, that the
quantity z“I; there is a stopping time, we see that, for all £ > 0,

ET(f(e51)) = BH(e¥ f(e¥)) = E* (e f(ef)). (13.48)

This last identity can be easily extended to complex-valued functions with
bounded, measurable real and imaginary components. In that case, taking

f(z) =2, (3A7) follows immediately.
Taking f = 1 in (I3:48) shows, with the help of the Markov property,

that {exp{¢/} : t > 0} and {exp{a(l — p)&;} : t > 0} are martingales
with respect to P+ and P*, respectively. Moreover, these martingales describe
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Esscher transforms in the spirit of , allowing one to transform between
P+ and PT and P* and P' respectively.

Naturally, we could have used this observation to give shorter proofs of
([[343) and ([I346). However, the proofs given in Sects. and
expose a number of interesting identities for &+ and &*, some of which are
exploited in the exercises at the end of this chapter.

13.5 Self-Similar Continuous-state Branching Processes

Fix x > 0. Suppose now that (Y,P,) is a spectrally positive a-stable process
with index a € (1,2), starting from = > 0. Let (Z, P;) be the associated
continuous-state branching process. That is to say, Z is the continuous-state
branching process whose branching mechanism is given by ¥(\) = A%, A > 0.
Recall from Chap.[I2]that the processes Y and Z are connected through the
first Lamperti transform, given in Theorem [[2.2] Specifically,
Zt = }/0,5/\7'[;7

with 77 = inf{t > 0 : ¥; < 0} and 6. = 6.(Y), where for any positive
stochastic process X = {X; : t > 0}, we define

6:(X) = inf{s > 0 : / Xidu > 1), (13.49)
0 u

Recall, moreover, that, from Lemma [[ZT5] if P is the law of Z conditioned
to stay positive with initial value z > 0, then (Z, P]) has the same law as
(Yo, P).

The question we would like to address in this section is whether the process
Z is a positive self-similar Markov process under either of the measures P,
or Pl. This is a natural question to ask. Indeed, we have already shown in
Sect. [[34] that a spectrally positive a-stable process up until its first entry
in (—00,0) and a spectrally positive a-stable process conditioned to stay
positive are both positive self-similar Markov processes. Therefore (Z, P,)
and (Z, P]) are both time-changed positive self-similar Markov processes.
Our question thus boils down to whether self-similarity is preserved through
the time change in the first Lamperti transform.

Remarkably, we can show something a little stronger. Namely that the class
of positive self-similar Markov processes remains closed under the operation
of taking the first Lamperti transform. The following result is due to

(20094)) and Kyprianou and Pardd (2008).

7 Formally the case of Esscher transforms for killed Lévy processes was not discussed
in ([8X). However, it is not difficult to check that one may similarly change measure
in this way when the underlying Lévy process has independent exponential killing.
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Proposition 13.5. Suppose that X is any positive self-similar Markov pro-
cess with initial value x > 0 and self-similarity index o > 1. Then, recalling
the definition (13.49), {Xo,1(6,<¢) : t > 0} is a positive self-similar Markov
process with initial value z, self-similarity index a—1 and the same underlying
Lévy process appearing in the second Lamperti transform.

Proof. Suppose that £ is the Lévy process associated with X through the
second Lamperti transform. Write It(a) = fot exp{a&s}ds, t > 0, indicating
the index of self-similarity, where previously, in (I3.13]), we have just written
I;. Accordingly, we shall additionally modify our notation and write ¢, for
the right-continuous inverse of I(®). Define

t
d
5 t>0.

At = N =
0 XS

Appealing to the second Lamperti transform, we have that, for ¢t < ¢, (z7*(),

Ial(a)
t ]
A o :/ —exp{—&,. (z—os) fds
t 0 €T
¢
_ xa—l/ e(a—l)ﬁudu
0
= gt (13.50)

where in the second equality we have changed variables using s = xo‘L(f‘). On
the other hand, for any 0 <t < xo‘*llég_l),

Ya1(z7@ V) = inf{s > 0: (oD > gDy}
=inf{s > 0: Amﬂ]&” >t}
= inf{pq(z" %) > 0: A, >t}
= $a(z70(1)), (13.51)

where in the final inequality we have used the monotonicity and continuity
of vq.

Using the fact that ( = 2%/, and that A and 6 are mutually inverse to
one another, (I3.50) gives us that

inf{t >0: Xgp) =0} =Ac =A_, ) = oL,
and, for all 0 <t < Ia—llégz—l),

Xo) = vexp{ly, (@)} = Texp{,,  (o-a-1p) )

thus completing the proof. O
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We may now return to our original question concerning the processes
(Z,P,) and (Z, Pl). From Sect. [3.4, we know that the underlying Lévy
process that drives (Y,P,) through the second Lamperti transform is £* (in
the case that it is spectrally positive). Said another way, it is the Lévy pro-
cess with characteristic exponent given by (I3.40]) such that a(l — p) = 1.
The computations in Sect. [[3.4] assumed that there were jumps in both direc-
tions. However, given the simpler form of the Wiener—Hopf factorisation in
the spectrally one-sided case, the reader can readily check that a straightfor-
ward modification of the arguments given there can be adapted to handle the
spectrally one-sided case as well. Similarly, one easily verifies that (Y,P]) is
associated, through the second Lamperti transform, with &' (in the case that
it is spectrally positive), i.e. the Lévy process with characteristic exponent
([I340Q) such that a(1 — p) = 1. In both cases, we also recall that (Y,P,) and
(Y,Pl) have index of self-similarity « € (1,2).

It now follows from Proposition that (Z, P,) and (Z, P]) are posi-
tive self-similar Markov processes, associated through the second Lamperti
transform with £* and ¢' respectively, but now with index of self-similarity
a—1.

We can summarise the above conclusions with the schematic below, which
also indicates the relevant functions that are used to construct changes of
measure between the laws (P, P,, P*) and (P!, P/, PT). For convenience, we

shall write Y* for the process {Ytl(t<7(;) 1t > 0}.

* %\ Lamperti 2 * Lamperti 1 Lamperti 2 * *
(g7, Pr) Lamperti2 (ye ) Lomperil (7 p) Lampeni2 (ex pr)
Tems v t7 <t
| . | | - |
| | | |

boev y \ { y ev
Lamperti 2 Lamperti 1 Lamperti 2

(§T7PT) At (Y,P;) A (Zame) A g (§T7PT)

13.6 Entrance Laws and Recurrent Extensions

The second Lamperti transform in Theorem [I3.] requires that the initial
value of the underlying positive self-similar Markov process, X, is strictly
positive. Taking limits as the initial value, x, tends to zero in the representa-
tion (I3I7) does not offer any insight with regard to the following question:
For a given positive self-similar Markov process, is it possible to give a con-
struction of the process issued from the origin in terms of the underlying
Lévy process £7 Said another way, can we make sense of “Py” 7

We know from Sect. [[3.1] that the point 0 may be included in the state
space as an initial value, for at least some positive self-similar Markov pro-
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cesses. In this respect, one may take, for example, stable subordinators, the
modulus of symmetric stable processes, Bessel processes and reflected stable
processes. It turns out that addressing this issue in general is highly non-
trivial. Our objective in this section is to summarise what is known in this
direction. However, on account of the mathematical complexity involved, we
shall offer no proofs, presenting instead the relevant intuition where possible.

Theorem [[37] (i) indicates that positive self-similar Markov processes nat-
urally divide into two classes. Firstly, conservative processes, for which ( = oo
almost surely, and, secondly, non-conservative processes, for which ¢ < oo al-
most surely. It turns out that the way to deal with the first case is to construct
an entrance law and the way to deal with the second case is to construct a
recurrent extension.

13.6.1 Entrance Law

Suppose that X is a conservative positive self-similar Markov process. We
want to find a way to give a meaning to “Fpy := lim, o F,”. One way to do
this is to look at the behaviour of the transition semigroup of X as its initial
value tends to zero. That is to say, to consider whether the weak limit

Py(X, e dy) == h?ol P,(X, € dy), t,y >0, (13.52)
X
exists. In that case, for any sequence of times 0 < t; <ty < --- < ¢, < ©
and Y1, ,yn € (0,00), n € N, the Markov property gives us

PO(th S dylu e 7th S dyn)
= liJIBPw(th edyr, -, X, € dyn)

= hﬁ} PI(th € dyl)Pyl (Xt2*t1 € dy27 T ath*tz € dyn)
= PO(th € dyl)Pyl (Xt2*t1 € dy27 T ath*t2 € dyn)

The limit (I352), when it exists, thus implies the existence of Py as limit of
P, as z | 0, in the sense of convergence of finite-dimensional distributions.

The existence of an entrance law was first investigated by Bertoin and Caballerd
(@) for the case of positive self-similar processes with monotone increasing
paths and processes with no positive jumps. The general case was treated
in a series of papers: Bertoin and Yor (2002h), [Caballero and Chaumont
(2006a), [Chaumont et al! (2012) and [Bertoin and Savov (2011). In partic-

ular, amongst other things, one can find in these papers the following result.

Theorem 13.6. Assume that X is a conservative positive self-similar Markov
process. Moreover, suppose that the Lévy process (&,P), associated with X
through the second Lamperti transform, is not a compound Poisson process



13.6 Entrance Laws and Recurrent Extensions 397

and has an ascending ladder height process H which satisfies B(Hy) < oo.
Then Py := lim, o P, exists in the sense of convergence of finite-dimensional
distributions. Conversely, if E(Hy) = oo, then this limit does not exist.

The contents of the above theorem understates the actual contribution
found in the aforementioned literature. This is partly due to the fact that
we have not developed all the appropriate tools here in order to state the
strongest available form of this theorem. Indeed, what has been shown by
Bertoin and Savov (2011) and [Chaumont et all (2012) is that, when consid-
ering {P; : © > 0} as a family of probability laws on the measurable space
of trajectories, which are right-continuous with left limits accompanied by
the sigma-algebra generated by the so-called Skorokhod topology}] then, un-
der the same assumption as Theorem [[3.0] there exists Py := lim, ¢ Py, in
the sense of weak convergence on the aforesaid measurable space. Moreover,
when this assumption fails, the limit does not exist.

Under the additional assumption that E(&;) > 0, Bertoin and Yor (2002h)
are also able to characterise transitions from the origin under the measure
Py. They showed that, for any positive measurable function f and ¢ > 0,

1 1 £\ Ve
Eo(f(Xy)) = mE (Ef <<E) )) ;

where 17 = [ exp{—a&,}ds.

Bertoin and Savov (2011) go further and give a pathwise construction of
the process X (9 using the forthcoming intuition, which, itself, was developed
earlier in|Caballero and Chaumont (2006a). Recall from the definition of self-
similarity (I3)) that, for fixed ¢,y > 0,

Pi(t7YX, € dy) = Po1ja (X, € dy).

This suggests that, in terms of the underlying Lévy process £ = {&; : t > 0},
one needs to sample ¢ over a longer and longer time horizon in order to
construct the law of X ®) as z | 0. Ultimately, one would therefore expect that
a pathwise construction of the limiting process X (9 over any time horizon
[0, t], would necessarily require one to sample ¢ over an infinite time horizon
in order to describe its path. However, appealing to the Markov property, one
would still need to further sample from an independent copy of £, again over
an infinite time horizon, to construct the path of X (9 over the time horizon
(t,00).

8 Let D be the space of mappings from [0, c0) to R which are right-continuous with
left limits. The Skorokhod topology is generated by an appropriate metric on the
space D, which has the property that most events of interest can be written in terms
of its open sets. The details are far too involved to provide a concise overview here.

The reader is instead referred to Chapter VI of lJacod and Shiryagyl GL%ZD, or indeed
(1999).
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Appealing to this logic, [Bertoin and Savov GM) define the law of the
Lévy process £ with time index running over R, and then give a pathwise
construction of X with this extended definition of £&. They reason that a
Lévy process indexed by R, now written £° = {& : t € R}, must have the
stationarity property that (§§z+ —x,x— {;I_) is independent of z € R, where
oy =inf{t > —00: & > x}. Moreover, the distribution of (£2, —z,2—-£%, )
must be equal to that of the joint law of the overshoot and undershoot of 2 at
first passage over a level as this level tends to co. Suppose that £ has ascending
ladder height process H and the potential measure of its descending ladder
height is denoted by U. Assume that E(H;) < oo (which necessarily implies
that H has no killing, and hence limsup,, & = o0) and write v > 0 for
its drift coefficient. Then referring back to Exercise [[.9 the aforementioned
joint law is given by

x(dy,dz) = ﬁ}h) (ﬁ(z)ﬂ(z +dy)dz + 750(dy)50(dz)) , y,z > 0.

Next, write P, (resp. P) for the law of & (resp. ¢ conditioned to stay positive)
when & = = > 0 Let us also write ¢7 = {ftT : t > 0} for an independent
copy of the process ¢ conditioned to stay positive.

The process £° can now be described as follows. We suppose that the
two-dimensional random variable (A, AT) has distribution x. Then

t

o & under Pn if t > 0,
¢ —frﬂ_ under IE”ZT ift <0.

Now, define

¢
I = / e ds
—o0

and let ¢°(t) = inf{s > 0 : I > t}. Then [Bertoin and Savov (2011) showed,
under the same assumptions as Theorem [[3.6] that IS = oo almost surely
and the process

X = exp{€2.y},  t20,

has the same law as F,.

A convenient feature of this construction, and indeed the earlier inspiration
for this construction in (Caballero and Chaumont (2006a), is that it offers
transparency with regard to the need for the assumption that E(H;) < oo.
Indeed, this condition is crucial to the construction of the process £°, around
which the whole construction pivots.

9 Our lack of willingness to give a precise description of IP’S at the end of Sect. [[3.2.1]
comes at the price of lack of clarity at this point of our informal discussion. On the
other hand, in the case that v = 0, that is to say, there is no upward creeping in &,
there is no need for us to be clear about the meaning of ]P’g as then it is not used in
this construction.
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13.6.2 Recurrent Extension

Suppose now that X is a non-conservative positive self-similar Markov pro-
cess. If there is a way to describe how X can be issued from the origin then,
in principle, one should be able to reissue it from the origin at all subsequent
hitting times of this point, in such a way that the resulting process remains
strong Markov, thereby generating what is known as a recurrent extension.
To be more precise, we say that the strong Markov process, X:= {3@: t > 0},
possessing paths that are right-continuous with left limits and probabilities
{]5;, x > 0}, is a recurrent extension of X if, for each x > 0, the origin is not
an absorbing state Po-almost surely and {}m?: t > 0} under P, has the

same law as (X, P, ), where
{=inf{t >0: X,= 0}.

Showing that a recurrent extension exists is a very technical task and
revolves around the theory of excursions. Roughly speaking, instead of con-
structing an entrance law for the family {P, : @ > 0}, it turns out that
the correct mathematical procedure is to use {P, : > 0} to construct an
entrance law for an excursion measure that will describe the sojourns of X
away from zero. Then with the help of what is known as Ito synthesis, one
may piece together excursions end to end in an appropriate way to generate
the desired recurrent extension.

In theory, one may approach the problem of constructing an excursion
entrance law, and hence the problem of constructing a recurrent extension,
in two different ways. Either the excursion may start by leaving the origin
with a jump, or it leaves the origin continuously. Necessary and sufficient
conditions are given by Riverd (20053) in the first case and by Riverd (2007)
and [Fitzsimmons (2006) in the second case. We focus on the case of recurrent
extensions which leave the origin continuously, on account of the fact that
the construction is unique. Otherwise, in the case of processes which leave
the origin with a jump, there is no unique construction.

Theorem 13.7. Assume that X is a non-conservative positive self-similar
Markov process. Suppose that (£,P) is the (killed) Lévy process associated
with X through the second Lamperti transform. Then there exists a unique
recurrent extension of X which leaves 0 continuously if and only if there exists
af € (0,a) such

E(eP$) = 1. (13.53)

Here, as usual, « is the index of self-similarity.

Condition (I3.53) is also known as the Cramér condition.
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13.7 Spectrally Negative Processes

For any given positive self-similar Markov process, X, if the (killed) Lévy
process, &, associated with X through the second Lamperti transform, is
spectrally negative, then we say that X is a positive self-similar Markov
process of the spectrally negative type. In this final section, we shall briefly
introduce some fluctuation theory for positive self-similar Markov processes
of the spectrally negative type.

Conforming to the notation in Chapter [§ we shall write

P(N) = log E(exp{\&1}), A>0,

1
1/)()\) = —q — CL)\ + 50'2A2 +/( 0) (e)‘z — 1 — )\$1(1>_1))H (d.I) y

such that ¢ > 0, a € R, 02 > 0 and II is a measure concentrated on (—oo, 0)
such that f(foo,O)(l A 2?)II(dxr) < oo. In the case that ¢ is killed, we have
g =—1(0) > 0.

As usual, we write X, with probabilities { P, : & > 0}, for the positive self-
similar Markov process associated with £ by the second Lamperti transform.
When 9(0) = 0 and ¢'(04) > 0, the state 0 is never visited at strictly
positive times and Theorem gives us the existence of an entrance law
Py. In the case that the boundary state 0 is reached continuously in an
almost surely finite time, we have ¥(0) = 0 and 9'(0+) < 0. Otherwise,
when —1(0) > 0, the state zero it is reached in an almost surely finite time
by a jump. Moreover, for these last two cases, Theorem [[3.7] tells us that,
providing there exists a ¢(0) € (0,«), a unique recurrent extension of X
exists which leaves 0 continuously, thereby giving meaning to Fy. As usual,
a > 0 is the index of self-similarity.

13.7.1 Patie’s Scale Functions

Recall from Chap. Bl that, for any spectrally negative Lévy process, £, there
exists a family of so-called scale functions. These functions play a fundamen-
tal role in many fluctuation identities for spectrally negative Lévy processes.
(M) introduced a family of functions which, just like scale functions
for spectrally negative Lévy processes, play a similarly natural role for many
fluctuation identities of positive self-similar Markov processes of the spec-
trally negative type, as well as possessing related martingale properties (cf.
Exercise [B12). Unlike scale functions for spectrally negative Lévy processes,
they can be explicitly identified through a power series representation with
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coefficients written in terms of the Laplace exponent . Defined immediately
below, we henceforth refer to them as Patie’s scale functions.

Definition 13.8 (Patie’s scale functions). Fix a > 0. For a given (killed)
spectrally negative Lévy process with Laplace exponent v, let

" -1
ag(;a) =1 and a,(¢;a) = (H z/1(ak)> , neN (13.54)
k=1
and define the function
Iw,a(x) = Z an(w;a)rf", x> 0.
n=0

Let us make some immediate observations regarding basic analytical prop-
erties of Ty, o. Firstly, note that, since limytoo () = 00, we have

o @)l _ 1

=1 — )
oo |an(¥ia)|  wiso [P(a(n+ 1))]

Hence for all z > 0, Z,; o () is a convergent series. In fact this argument shows
that if we consider Z,, ,, as a mapping on C, then it is an entire function. We
also see that, whenever @(0) < «, all of the coeflicients a,, (¢; ) are strictly
positive and Zy . is a positive and strictly increasing function.

13.7.2 Exit Problems

Our aim here is to use Patie’s scale functions to address some simple exit
problems in the spirit of what we have seen in Chap. Bl for spectrally negative
Lévy processes. Recall that ¢ = inf{t > 0 : X; = 0}. As a first step, we
examine a martingale property, similar to the martingale property observed
in Exercise for scale functions of spectrally negative Lévy processes.

Theorem 13.9. Suppose that 1(0) = 0 and ¥’ (04+) > 0 (equivalently (0) =
0) and fixz ¢ > 0. The process

e_thw@(qu‘), t>0

is a martingale.

Proof. Let us start by first proving the following claim, lifted from
). For z,q,t > 0,

any __ - an*k(d};o‘) a(n—k) tk
k=0
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To this end, let us define uy, (z,t) = = *"E,(X™") for z,t > 0 and n € N. In
the notation of Sect. 3.3

Un($7 t) = E(exp{an{w(z,at)}) — Ean(ew(an)w(zfawlt)),

where we have used the fact that p(z~“t) is a stopping time in the filtration

of £ and E“™ means expectation with respect to the probability measure P*",

which is defined through the exponential change of measure in (@)
Next, recall that, for all ¢ > 0,

e@™t)
/ e*S:ds = 17, (13.56)
0

so that d
&g@(:p‘%) = g% e,
Accordingly, we have

%ew(an)w(w"‘t) — 2 (an)etEMEE D a8 o

so that
t
(ame(a™t) _ 1 4 g=0y(an) / b (am)p(z8) (=€ —as) 4g.
0

Now taking expectations above with respect to P*" and reverting back to
the original measure PP, we find, for z,¢ > 0 and n > 1,

un(z,t) = 1 + 2~ 9(an) B, (/Ot — s)ds) ,

where ug(x,t) = 1. Tt is now a straightforward exercise, left to the reader, to
show by induction that

an—k(V;0) _ o th
un(w,t)zz:i?@a))x k!

a Kl
k=0 "

n

from which the claim ([I3355) follows.
We can now compute for all ¢,¢,z > 0,

10 As remarked upon earlier in this chapter, although the exponential change of
measure has only been defined for processes £ with no killing, the reader can easily
verify that it is equally applicable to spectrally negative Lévy processes with killing.
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Ep(e " Typa(gX)) = e ) an(ha)q" B (X")

n=0
= n " anfk(d%a) a(n— t

=e > an(a)g" Dy e s
n=0 k=0 77

— = tk = n—k_ o(n—

=Y "D ank(wia)g" et
k=0 n=~k

= Typ.alqz®), (13.57)

where we have used the fact that #(0) = 0 (which implies that the coefficients
an(¥; ) are all positive) and Fubini’s Theorem in the first equality. The case
that 2 = 0 can be obtained by taking limits as z | 0 in (I3.57) making use
of Theorem

Finally, the Markov property together with the identity (I3.51) gives us the
required martingale property. Indeed, if {G; : ¢ > 0} is the natural filtration
generated by X, then for s,¢ > 0,

Ew(e_Q(t+S)Iw7a(ng+s)|g5) = e By (™" Ty a(aX{))ly=x.
=e Ly o(¢X7).

The proof is now complete. O

The next theorem deals with the promised exit problems for our class of
positive self-similar Markov processes of the spectrally negative type.

Theorem 13.10. Fiz ¢ > 0 and, for all a > 0, let k' = inf{t > 0: X; > a}.
(i)  Suppose that (0) < a.. For 0 < z < a, we have

~ Zyalgr®)

E, e~ ) = .
) = 7, (g

(i1)  Moreover, for 0 < x < a, we have

®(0) 7, o(gx®
Ew (e_qnil(,{+<<)) = (f) L GE (q a)’
“ a I¢¢(o)7a(qa )

where Yia() (A) = B(A + B(0)).

Proof. (i) We start by giving the proof in the case that 1)(0) = 0 and ¢’ (0+) >
0 (equivalently @(0) = 0) and hence ¢ = oo almost surely. Applying Doob’s
Optional Sampling Theorem at the bounded stopping time ¢ Ak}, we have,
forallg>0and 0 <z <a,

— K/+ « (e}
By (e7 )Ty, o(aX], +)) = Ty,algz®).
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Noting that X, + < a, we may apply bounded convergence to conclude that
as t 1 oo,

(e} — Ii+ « — K,+ «
Lpa(qr®) = Ee(e™"e Ly a(qX 1)) = Ex(e™ " )Ly a(qa®),

where in the second equality, we have used the fact that X+ =a which
follows as a consequence of spectral negativity.

The remaining cases, when there is a recurrent extension, are somewhat
more complicated and therefore omitted. The reader is referred instead to

% (IM for further details. See also the comments in Kyprianou and Patid
).

(ii) When ¢(0) = 0 and ¢’(0+) > 0 there is nothing to prove as ¢(0) = 0
and hence ¢ < oo almost surely. We therefore concentrate on the case that
either ¢(0) = 0 and ¢'(0+) < 0 or —¢(0) > 0

The process X with probabilities {P, : > 0} corresponds, through the
second Lamperti transform, to the spectrally negative Lévy process (&, P).
Suppose that we consider instead the positive self-similar Markov process
of the spectrally negative type, X, with probabilities {Pds(O ;x> 0}, cor-
responding, through the second Lamperti transform, to the Lévy process
(€,P?(0)), From the discussion around the change of measure (83, under
P?(©) | the Laplace exponent of £ is equal to Ya(0)(A) for A > 0. Note also
that since ¥g(0)(0) = 0 and ¥j ;) (0+) = ¥'(2(0)) > 0, the process (&, P2O)

has no killing and drifts to co. This implies that Pl (¢ = 0) =1 for all
x > 0.
Next, we are going to use the fact that, for z > 0, under P,,

a=X,+=zexp{{ + },
Tog(a/z)

and accordingly Tngg(a o) = e(x~%k]), whenever the stopping times x] and

ngg(a/x) are finite.

Hence, from (I3.14]),

" o Tﬁg(a/z)
Ky = expq{&s }Hds.
0

We may now compute, for 0 < z < a,
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i
Tiog(a/z)
F2(0) —qr) — |20 _ 0‘/ Sads S 1
i (e ) exp qx ; es*ds (Tltg(a/z)<oo)
Tiog(a/e)
=E | exp —q:z:o‘/ : etds + P(0)€_+ 1.+
0 Tlog(a/a:) (Tlog(a/m)<e)

_[a ¢(0)E o Tios(a/z) Cods b1
B (E) eXpq —ar 0 ¢ 5 (Tltg(a/z)<e)

a

®(0) .
— — EI ~qRa ]_ .
(x) (€™ Lt <))

Note that in the second equality, we have simply applied the change of mea-
sure (B3], noting that e is the killing time of (£,P), which is almost surely
infinite in the case that ¢(0) = 0. The desired result now follows by using
the expression derived in part (i). ]

13.7.3 Cliesielski—Taylor Identity

Recall the definition of Bessel processes in Sect.[I3.1.3l Suppose that (X, Q(d))
is a Bessel process starting from 0, with dimension d > 0. For these pro-

cesses, |Ciesielski and Taylor (1962) observed that the following curious iden-

tity holds in distribution. For a > 0 and integer d > 0,

(H:,Q(d)) @ (/ 1(Xs<a)ds,Q(d+2)>, (13.58)
0

where we recall that x] = inf{s > 0; X, > a}. They proved this rela-
tionship by showing that the densities of both random variables coincide.

dlﬂd) extended this identity to any dimension d > 0 by
means of Laplace transforms and recurrence relationships for Bessel func-
tions. Other generalisations of this identity have been explored for a variety
of other one-dimensional Markov processes. See for example (M),
(Carmona. et all (1998) and Bertoin (1999). In particular [Yor (1991) gives a
pathwise explanation for this identity for certain parameter regimes. We shall
follow the exposition of [Kyprianou and Patid (IZDJ_JJ) here and look at the gen-
eralisation of the Ciesielski-Taylor identity for the class of positive self-similar
Markov processes of the spectrally negative type. This setting captures all of
the aforementioned results with the exception of those of M), who
considers the case of one-dimensional diffusions.

In order to state the main result, we need to establish some appropriate
notation. Recall that we are working in a setting where P is well defined for
our class of positive self-similar Markov processes of the spectrally negative
type, either as an entrance law or the law of a recurrent extension issued from
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the origin. It will be convenient to adjust our notation to include some in-
formation about the underlying spectrally negative Lévy process, £&. We shall
therefore prefer to write PSZ’ from now on, where v is the Laplace exponent
of €. Accordingly, we shall also write P¥ for the law of £.

Next, recall from Exercise that for any given Laplace exponent v of a
spectrally negative Lévy process and any > 0,

Tsy(N) YA+ B),  A>-B, (13.59)

A
S A+8
is also the Laplace exponent of another spectrally negative Lévy process.
Although the case of killed processes was not covered by Exercise 0.8 we
may easily verify that the same conclusion still holds. In particular, when
—(0) > 0, Tgy(0) = 0 and, hence, the spectrally negative Lévy process
with Laplace exponent 73 has no killing.

We are now ready to state our generalisation of the Ciesielski-Taylor iden-
tity.

Theorem 13.11. Suppose that 1 is the Laplace exponent of a (possibly-
killed) spectrally negative Lévy process. Assume that #(0) < «. Then, for
any a > 0, the following Ciesielski—Taylor type identity holds:

(m;,pgﬁ) @ (/ 1(Xs<a)ds,PO‘*w>. (13.60)
0
Proof. Recall from Theorem 310 that, for 0 < z < a and ¢ > 0, we have
1
BY [e*‘mﬂ - 13.61
0 Iw,a(qa/a) ( )
The proof is thus complete as soon as we can show the right-hand side above
is equal to OZ‘“”(O; a), where, for any ¢ > 0, a >0 and 0 < z < q,

OJ¥(z;a) = E]*Y [equow 1<X3Sa>ds} :

To this end, observe that a straightforward computation, using the self-
similarity property (I3.]), implies that
o ) — )T .
O;r Y(2;a) = Oqaf’(:ﬂ/a, 1).
Hence, without loss of generality, we may henceforth assume that a = 1.
Note moreover that with the help of the strong Markov property, we have,
for ¢ > 0,
(0 1) — FTe¥(a—asi yOTat (1.
0l°Y(0;1) = EJ*¥ (e~ )0 (1;1).

Therefore, again appealing to Theorem [[3.10] the theorem is proved as soon
as we can show that, for all ¢ > 0,
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e (q)
0T (1;1) = Letrdl,
I ( ) Ii/l,a(Q)

We start by computing OZ—M/’(l; 1). Let
ky = inf{s > 0; X, < 1}

be the first-passage time of X below the level 1. Fixing y > 1, we may make
use of the strong Markov property and spectral negativity to deduce that

wt

OI-¥(1;1) = B[*Y [eqfoy 1<xs<1>d5] EJ¥ [e*qfo“’ 1<xssnd5}

and
EZ’MZJ [e*q Is® 1(X351>d5]
o Ta —qr} a . a D
- EZ—w |:1(n1<oo)EXN_w |:e " }:| O¢1T¢(1a1) +P;—w [Kl - OO} .
1
Solving for Ogaw(l; 1), we get for all y > 1,
Tat (1.1

OT-¥(1;1)

i -1
{Elm [eqfo‘” 1<x3<1>ds}} B {1( o XY [e—qnf]]
fil o0 =
- ! (13.62)
T (
Py ¥ [Hl = oo}

Now we evaluate some of the expressions on the right-hand side above.
First, we deal with the denominator. We write as usual 7, = inf{t > 0: & <
0}. Note that

x® = yeXP{@,(y—aK;)} = yexp{{To—}.

Ky

Hence, from (I3.16]), under PyT =¥ we have

o
y*%;:/ e“=ds, (13.63)
0

with the understanding that both left- and right-hand sides are infinite in
value at the same time. Next, recall that (741)(04+) = ¥(a)/a > 0 and
hence, using (8I0) in Theorem Bl together with (I3:63]), we have
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b [ 7ot [ [T .
PJ>% [ky = o0] = Elog!/(/o e£d5_oo>

=Pl (o =)
= My s togy) (13.64)

where Wr.,, is the O-scale function of (&, P7a%).

For the second term in the numerator of (I3.62), we may use Fubini’s
Theorem, together with Theorem [[3.10] and the second Lamperti transform,
to get

T Tat) —qrT
E, Y |:1(n1<oo)EXN1 {e ! 1H

— pTe? IT‘*w’a(anI)l(”f@O)
Y ITaw,a(Q)
1 o0
=—— _FTav an(Tath; )" X1, -
ITawa((J) ! nZO ( 7K e <o
npTa? ng -
Inwa ;)an Tt ) By [0 1,0 o] (13.65)

Using the fluctuation identity found in Exercise[87] (ii), and again recalling
that (7a¢) (0%) > 0, we have, for z > 0 and u > 0,
ug

Te To
]EI w(e 0 1(7[)7(00))

=" — Top(u)e"” / e W, p(z)dz —
0

7;¢T@W7a¢(x), (13.66)

where T4t (u) /u is understood to be (T41) (07) when u = 0. Hence incorpo-

rating ([3.64)), (I3.65)) and (I3.66) into (I3.62)), recalling the identity (I3.61]),

and then taking limits as y | 1, we have
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1

07°"(1;1)
an(Tath; a) n an oy —anz Ww(2)
a 1ylu Z 0 V() Iy, a( AT rpal) {%w((m)y /0 ¢ Wry(logy) dz}

—  an(Tats o n Tatb(an)
* Z ITaw a(Q) “ an

asz,a(qya){EF oo renzo —Ef”[eq“ﬂ}

—lim

. (13.67
liny (13.67)

()T, p,a (@)W, (log y) B {e o 1<xs<1>d5}

Now using the simple estimate that, for § > ¢ > 0, e (0= —e=? < ¢, we
have that
Ky
/ 1(XS>1)d3
0

S+
logy g
/ e 51<55>o>d81
0
logy
= q/ e“u(logy, z)dz
0

logy
< qy“/ u(logy, z)dz,
0

T

_ qETaw

where le)'gy = inf{s > 0; & > logy} and u(logy, z) is the potential density
of (&,P7>%) when killed on exiting (—oo, logy]. It can easily be deduced from
Corollary B8 that, for z > 0, u(logy, z) = Wr, 4 (logy — z). Since Wy, is
monotone increasing it now follows that

. 1 Tath |: _ '”'; T gt
lim— JETeY om0 /o" Lixasnds | _ plavig—any
i1 W,y (logy) { ' i ]

< lim gy /logy Mdz
yil 0 W, (logy)

= 0. (13.68)

Similarly, we have that
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S Y e Wr(2)
lim an(Tat; @)q" Tatp(an O‘”/ e " Ta¥
y“nz:% et )aTavtan)y 0 W,y (logy)
< lmZ7, 4.0 (qy™) logy
ydl
= 0. (13.69)

Using (I3.68) and (I3.69) together with the trivial observation that

)

T
lim E]% [emafo” Toxosnds | — 1
yll

we may now return to (I3:67) to identify the limit and find that

OZaw(l; 1) = o w<a)ITaw7a(q>T P(an) ”
En:O an(7;¢1/}; a>aanT

Appealing to the definitions (I354) and (I319), we have that for any
n €N,

-1
aTatlon) v (TTwta
w(ejan 2nTa¥ie) <kl:[1¢( k)) . (13.70)

Moreover, with the interpretation that 741 (u)/u = (Ta1)' (07) when u = 0,
we also see that the left-hand side of (I370) is also equal to 1 when n = 0.
We finally come to rest at the identity

220:0 an (1/}5 a)qn Il/),a(‘]) ,

as required. (I

Tra Trpe
OT-*(1;1) = Toval@  _ Trw.e(q)

See Exercise [[3.10 to check that the conclusion of Theorem [I3.1T] agrees
with the original statement of the Ciesielski-Taylor identity in the setting of
Bessel processes.

Exercises

13.1. Suppose that Y = {Y; : ¢ > 0} is an a-stable process. Define the
occupation time of (0, 00),

t
At = / 1(XS>O)d57 t> 0,
0
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and let y(¢) := inf{s > 0 : A; > ¢} be its right-continuous inverse. Show
that Y, 11<1,), t = 0, is a positive self-similar Markov process, where Ty =
inf{t >0: Yv(t) =0}.

13.2. Suppose that X = {X; : ¢ > 0} is an a-stable subordinator, so that
(necessarily) o € (0,1). Use the method of looking at the asymptotic over-
shoot of X at first entry into (y,00), as y T oo, to deduce that the Lévy
process that appears in the second Lamperti transform is a subordinator
with no killing, no drift and jump measure v satisfying

e(l)

V(d(E) = CW

dz, z >0,

where ¢ > 0 is a constant.

13.3. Consider the case that B = {B; : ¢ > 0} is a standard Brownian
motion. Use first-passage problems to deduce the following facts.

(i) Set 7, = inf{t > 0 : B, < 0}. The process {Btl(t<r[;) :t > 0}
is a positive self-similar Markov process driven through the second
Lamperti transform by a constant multiple of a standard Brownain
motion with drift —1/2.

(ii)  Fixa > 0. Suppose that P! is the law of B conditioned to stay positive.
Show that the process (B,P]) is a positive self-similar Markov process
driven through the second Lamperti transform by a constant multiple
of standard Brownian motion with drift 1/2.

In both cases, how might one deduce that the unspecified constant is equal
to 17

13.4. Suppose that (X, P) is a Lévy process which satisfies lim sup;;., X¢ =
o0o. We exclude the case that X is a compound Poisson process. Fix 0 <
y < z. Write, as usual, 7,7 = inf{t > 0 : X; < y}. By considering the event
{7, < oo} under P} and the computation in ([3I3), show that

T (i >q) = 2 >
Pw(;gf(;Xs >y) = ; z,y > 0.

Deduce that the law of the global minimum of a standard Brownian motion
conditioned to stay positive, with initial value = > 0, is uniformly distributed
on (0,x).

13.5. In this exercise, our aim is to follow (Chaumont (1996) in constructing
the law of a stable process conditioned to be absorbed continuously at the
origin. To this end, we suppose that Y = {Y; : ¢ > 0} is an a-stable process
and that, for all x € R, 7, = inf{t > 0 : ¥, < z}. Following our usual
notation, we shall also write Y, = inf <, Y.
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(iii)

13 Positive Self-Similar Markov Processes
Show that, for any ¢, x > 0,

T — u)a(lfp)fl

P.(Y - <e) o</ =W
0 0

ua(l_P)
Deduce that, for z,y > 0,

P, (Y - <e¢) 2\ “1-p)-1
lim—ma-—o°%— = (_) .
el0 PQ(XTO*, S 5) Y

Now suppose that A belongs to the sigma-algebra generated by {Ys :
s < t}. Show, using the Markov property, that, for all «,¢,7 > 0 and
0<e<n,

- PYT(o,n) (XTJ— <e)
]P)z(A, t < 7—77 |X~,-077 S E) = Em 1(A,t<7'(0,,,7)) ]P)I(XT[;_ S 5) )
where 7 ) = inf{t > 0:Y; € (0,7)}.
Now assume that, for all z,t > 0, Em(Yta(lip)*ll(KTJ)) = go(-p)—1,
Show that

B X;l(l—/o)—l
lslilolpz(A, t < 7',,7 |XT077 S E) g Em 1(A7t<7(0a77))W .

13.6. This exercise is concerned with the proof of Lemma [[3.4l Suppose that
& is a Lévy process which is killed at rate g > 0.

(i)

Suppose that ¢ > 0. Using pathwise arguments, explain why it is trivial
that P(Io, < 00) = 1.

Now suppose that ¢ = 0 and lim sup;, & < 0o. Use Theorem [Z.2] to
deduce that P(Io, < 00) = 1.

Keeping with the case that ¢ = 0, suppose that lim;jo & = oco. Use
the same hint as in part (ii) to deduce that P(I5, < o0) = 0.

Finally, in the case that ¢ = 0 and ¢ oscillates, define the sequence of
stopping times

Ty=inf{t>0:& >2}and S; =inf{t > T : & < 1}
and for n > 2
T, =inf{t >S,_1:&>2}and S, =inf{t > T}, : & < 1}.
Show that
I > e (T — Sn)

n>1
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and hence, by comparing the random variable T1 — Sy to 7,7 = inf{¢ >
0: X; < 0} under Py, show that P(I,, = c0) = 1.

13.7. In the notation of Sect. I3A2 let 7+ = inf{t > 0 : & > z} and
b =inf{t >0: & <} for any 2 € R. Fix —00 < v < 0 < u < o0.
(i)  Show that, for § > 0,

Pl —uedsirit <t

sinwa(l — p) (1—
_ u_ 1) p) 1 — ev)ar
Tl 20 g ye-ny - o)

X(eu+0)ap(eu+0 _ eu)fa(lfp) (eu+0 _ ev)fap(equG _ 1)71(19.

(ii)  Show moreover that, for 6 > 0,

pt (v —& L edbirit > rﬂ)

— SinL(l_p)(eu — 1)@= (1 — ev)r

7T
X(ev—é)ap(ev _ ev—G)—ap(eu _ ev—@)—a(l—p)(l _ ev—@)—lda_

13.8. We use here the notation of Sect. [[3.4] and consider the case of scale
functions for spectrally negative Lamperti-stable processes; see M)

and [Chaumont et all (2009).

(i)  Show that, for z > 0, PT(—ézo < 2) = (1 —e*)*(=r) Hence de-
duce that there exists a spectrally negative Lévy process with Laplace
exponent

_I'0+a)

whose associated 0O-scale function, say W7, satisfies

W) = %a)u el g0,

(ii))  Show that, for z > 0, Pi(gio < z) = (1 — e *)* . Hence deduce that
there exists a spectrally negative Lévy process with Laplace exponent

I'o—1+a) 0>0

VO =—fFrgn o 9z

whose associated 0-scale function, say W+, is written

1
WHz) = ——(1 —e ") Le”, x> 0.
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13.9. Consider the case of an a-stable process conditioned to stay positive,
as discussed in Sect. [3. 411 As usual, it is denoted by {Y; : ¢ > 0} with
probabilities {P] : z > 0}.

(i)  Let b > z > 0. Use the quintuple law applied to the Lévy process &7
to deduce that for u € [0,b — ], v € [u,b) and y > 0,
PL(b—Y +_ €du,b—Y+_ edv, Y+ —bedy)

_ sin(map) I'la+1)
™ I(ap)'(a(1 = p))
" (b—z —u)* (v —u) =P~ (h — v)*(y + b)*(1=P)
(b —u)*(y +v)*!

du dvdy.

(i)  Deduce from the previous part of the question that, for u € [0,b — z],
v € [u,b) and y > 0,

]Pﬂb—?q_;f € du, b — Y7_b+7 € dv, Y7_b+ —bedy, le' <75)
_ sin(map) I'(a+1)
7 T'(ap)l'(a(l —p))
2 (b —x — u)* (v — u)a(l—p)—l(b —v)*P(y + b)a(1—2p)

du dv dy.
. (b—u)o(y + v)ot vy

13.10. An alternative definition of the Bessel process uses the second Lam-
perti transform. Specifically, we define a Bessel process of dimension d > 0,
say R = {R; : t > 0}, to be a positive self-similar Markov process with index
of self-similarity 2, whose driving Lévy process, £ = {& : t > 0}, is given by

d
§t3:Bt+<§_1)tu t=>0,

where {B; : t > 0} is a Brownian motion. Note in particular that the resulting
process must have continuous paths.

In the case d > 2, we have that lim sup,~, & = co. Hence R never hits the
origin and hence has an entrance law at the origin. When d € (0, 2) then the
process R visits the origin in an almost surely finite time. Moreover, since

E(eM1) = exp{)\2/2—|— (g - 1> /\}, AeR

it follows that #(0) = (2—d) < 2 and hence there exists a recurrent extension
which leaves the origin continuously.

(i) Verify that the generalised Ciesielski-Taylor identity proved in Theo-
rem [[3.1T] confirms the original result for Bessel processes.

(ii)  Now suppose that ¢ > 0 is a constant. Use the second Lamperti trans-
form or otherwise to show that {(R:)? : t > 0} is a positive self-similar
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Markov process. In particular, show that its index of self-similarity is
2/q.






Epilogue

The applications featured in this book have been chosen specifically because
they exemplify, utilise and have stimulated many different aspects of the
mathematical subtleties which are commonly referred to as the fluctuation
theory of Lévy processes. There are, of course, many other applications of
Lévy processes which we have not touched upon. The literature in this respect
is vast.

None the less, let us mention a few topics, with a few key references for the
interested reader. The list is by no means exhaustive but merely a selection
of current research activities at the time of writing.

Stable and stable-like processes. Stable processes and variants thereof are
a core class of Lévy processes which offer the luxury of a higher degree of
mathematical tractability in a wide variety of problems. This is in part due to
their inherent scaling properties. [Samorodnitsky and T @39_4]) provides
an excellent starting point for further reading.

Stochastic control. The step from optimal stopping problems driven by dif-
fusions to optimal stopping problems driven by processes with jumps comes
hand in hand with the movement to stochastic control problems driven

bﬁ %ump processes. Recent progress is summarised in [(@ksendal and Sulem

).

Financial mathematics. In Sect. 73] we made some brief remarks con-
cerning how properties of Lévy processes may be used to one’s advantage
when modelling risky assets. This picture is far from complete as, at the very
least, we have made no reference to the more substantial and effective stochas-
tic volatility models. The use of such models increases the mathematical de-
mands on subtle financial issues such as hedging, completeness, exact analytic
pricing, measures of risk and so on. Whilst solving some problems in math-
ematical finance, the use of Lévy processes also creates many problems. The

417
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degree of complexity of the latter now supports a large and vibrant commu-
nity of researchers engaged in many new and interesting forms of mathemati-
cal theories. The reader is again referred to Boyarchenko and Levendorskii
(20024)), ISchoutens (2003), [Bingham and Kiesel (2004), (Cont and Tankov
(2004), Kyprianou et. all (IZDDE) Binghan (2006), lSdmLsns_andﬁaJ:ibgni
(2009) and Bingham et all (2010).

Regenerative sets and combinatorics. By sampling values independently
from an exponential distribution and grouping them in a way that is deter-
mined by a pre-specified regenerative set on [0,00) (for example the range
of a subordinator) one may describe certain combinatorial sampling formu-
lae. This is but part of a much bigger theory which studies the relationship
between stochastic processes and combinatorial structures. See Chap. 9 of

Kingman (1993), Gnedin and Pitmanl (2005) or [Pitmanl (2006).

Stochastic differential equations driven by Lévy processes. There is a well-
established theory for existence, uniqueness and characterisation of the so-
lution to stochastic differential equations driven by Brownian motion which
crop up in countless scenarios within the physical and engineering sciences
(cf. [@ksendal (2003)). It is natural to consider analogues of these equations
where now the driving source of randomness is a Lévy process. Applebaum

(2004) offers a recent treatment. See also Bass (2004) and [Situ (2005).

Continuous-time time series models. Lévy processes are the continuous-
time analogue of random walks. What, then, are the continuous-time ana-
logues of time series models, particularly those that are popular in mathe-
matical finance such as GARCH processes? The answer to this question has
been addressed in recent literature such as [Kliippelb 2004, 2006)

and Brockwell et all (2006). See also the discussion in

processes play an important role here.

Integrated exponential Lévy processes. For any pair of (not necessarily inde-
pendent) Lévy processes one may formally define the associated integrated ex-
ponential as the stochastic integral over non-negative times of the exponential
of the first process with respect to the increments of the second process. The
resulting random variable appears in a variety of applications, for example
in the, already seen, setting of positive self-similar Markov processes. Other
applications include risk theory, the theory of Brownian diffusions in random
environments, mathematical finance and the theory of self-similar fragmenta-
tion; see the review paper of Bertoin and Yor (IM) and references therein.
Particular issues of concern are the almost sure convergence of the above
integral, as well as its moments and the tail behaviour of its distribution. See

%}gmmmmﬂdzm ), Bertoin and Yo (2005) and Maulik and Zwart
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Generalised Ornstein—Uhlenbeck process. In the stochastic differential equa-
tion which describes the classical Ornstein—Uhlenbeck process, if one replaces
the role of Brownian motion by a general Lévy process, then one obtains
the definition of a generalised Ornstein—Uhlenbeck process. See, for example,
Chapters 3 and 10 of [Satd (M) Fluctuations for such processes have been
studied in the spectrally negative case; see for example (M) and
more recently Noviko (2004) and [Patie (2004, 2005). Their stationary distri-
butions are also closely related to the distribution of integrated exponential
Lévy processes, cf. [Lindner and Mallel (IZDDE See also Bingham and Kiesel
(IZDD_4| or Bingham et all (lZD_l_d for a view on modelling with generalised

Ornstein—Uhlenbeck processes.

Lévy copulas. The method of using copulas to build in certain parametric
dependencies in multivariate distributions from their marginals is a well-
established theory. See for example the up-to-date account in Nelson M)
Inspired by this methodology, a limited volume of recent literature has pro-
posed to address the modelling of multi-dimensional Lévy processes by work-

ng with copulas on the Lévy measure. The foundational ideas are to be found
1n Tankoy (2003) and Kallsen and Tankov (2004).

Lévy-type processes and pseudodifferential operators. Jacoh (IZDDJJ, 12002,
) summarises the analysis of Markov processes through certain pseu-
dodifferential operators. The latter are intimately related to the infinitesimal
generator of the underlying process via complex analysis.

Fractional Lévy processes. The concept of fractional Brownian motion also
has its counterpart for Lévy processes; Seemmdmlﬁkmndlamﬁ 4139—4]
Interestingly, whilst fractional Brownian motion has at least two consistent
definitions in the form of stochastic integrals with respect to Brownian motion
(the harmonisable representation and the moving-average representation),
the analogues of these two definitions for fractional Lévy processes throw out

subtle differences. See for example Benassi et all (2002, 2004).

Quantum independent increment processes. Lévy processes have also been
introduced in quantum probability, where they can be thought of as an ab-
straction of a “noise” perturbing a quantum system. The first examples arose
in models of quantum systems coupled to a heat bath and in von Waldenfels’
investigations of light emission and absorption. The algebraic structure un-
derlying the notions of increment and independence in this setting was devel-
oped by Accardi, Schiirmann and von Waldenfels. For an introduction to the
subject and a description of the latest research in this area, see

et al. (2005) and [Barndorff-Nielsen et all (2006).

Lévy networks. These systems can be thought of as multi-dimensional
Lévy processes reflected on the boundary of the positive orthant of R
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which appear as limiting models of communication networks with traffic pro-
cess of an unconventional (i.e. long-range dependent) type. See, for exam-
ple, Harrison and Williamd (1987), Kelld (1993) and [Konstantopoulos et all

). The justification of these as limits can be found, for example, in
[Konstantopoulos and Lin (1998) and [Mikosch et all (2002). Although Brow-
nian stochastic networks have, in some cases, stationary distributions which
can be simply described, this is not the case with more general Lévy net-
works. The area of multi-dimensional Lévy processes is a challenging field of
research.

Fragmentation and coagulation theory. Closely related to classical spatial
branching processes, a core class of fragmentation processes model the way
in which an object of unit total mass dislocates in continuous time. In a way
that has familiarities with the theory of Lévy processes, the construction of
fragmentation processes is done with the help of Poisson point processes.
Accordingly, one finds embedded probabilistic structures which are closely
related to subordinators.

Conversely to fragmentation processes, coagulation processes model the
coalescence of mass over time. Similarly to fragmentation processes, how-
ever, coagulation processes can be assembled in the pathwise sense, again
through the use of Poisson point processes, and, again, one finds an intimate
relationship with subordinators.

We refer to the monograph of (M) for an introduction to the
state of the art for both fragmentation and coagulation processes.



Hints for Exercises

Here, we offer a terse set of hints for most (but not all) of the exercises in this book.

Chapter [

[T As an intermediate step, show that it suffices to check that, for all 0 < s < t <
u< oo, A€ Fsand 0 € R,

E [14eC5=X0] = PA)E [0Xi-0].

(i) The distribution I', is a special example of a negative binomial distribution. A
negative binomial random variable, A, ,, with parameter range ¢ > 0 and p € (0, 1),
has mass distribution function

—C

P(Ae,, = k) = ( i

)pE (=) = (k)7 (=) (—e = 1)owc(—c = k + Dpt(=a)",

where k runs through the non-negative integers. Infinite divisibility of I';, can be seen
by computing the characteristic exponent of A. p. (ii) Use the infinite divisibility of
') to write St, as a sum of n i.i.d. random variables for any n € N.

(i) Integrate f; f’(yz)dy as a function in z and use Fubini’s Theorem. (ii) One
should use the convention that, for z € C, 1/(1 — z/a)? = exp{—Blog(l — z/a)},
where the principal value of the logarithm function is taken, thus showing that the
right-hand side of (L24]) is analytic. Use a power series expansion of e and Fubini’s
Theorem to show that [°(1 — e“)ge_azdm is analytic on ##z < 0. Now use the
Identity Theorem (for analytic functions in C) and continuity to deduce that ([24])
holds for z € C such that z < 0.

[I4l (i) Use integration by parts. Analytic extension may be performed in a similar
manner to the calculations in Exercise [[L3l Use (I28) to write

/(1 _ eiez)ﬂ(dm) _ _clr(_a)|0|ae—i7rasgn6/2 _ CQF(_Q)|9|aeiﬂasgn6/27 (Sl)
R

421
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the rest is algebra. The desired representation requires a particular normalisation
of constants. Replace —I'(—a) cos(ma/2)c; by another constant (also called ¢;) for
1t =1,2 and then set 8 = (c1 — c2)/(c1 + ¢c2) and ¢ = (¢1 + ¢2). (ii) The first part is
a straightforward computation. Fourier inversion allows one to write

1 2(1—0059

92 )eiemd9:1—|m|.

2r Ja

Choose = 0 and use symmetry for the second claim. For z > 0, write

e irz . 1
/o (1—e +1rzl(T<1))T—2dr

oo 1 1/z 1
:/ (1 —coszr)— — i/ — (sinzr — zr)dr
0 r 0 r

Y (1
—i — sinrzdr +1 —zrdr
1/z 2 1/z r2

and accordingly compute the integrals to get the third claim. For 6 € R,

/(1 —e'%% 4 i0x) 11 (dx)
R
— _cll—v(_a)lalae—iwasgnG/Q _ CQF(—CY)|0|QEi7rQSgn9/2.

The right-hand side above is the same as (8] and the calculation thus proceeds in
the same way as it does there.

Let M; = exp{ifX: + ¥(0)t}. Clearly {M; : t > 0} is adapted to the filtration
Fi = 0(Xs : s <t). Check that

E(|M;]) < {ct/R(l /\mQ)H(d:c)}

for some sufficiently large constant ¢ > 0. Finally, for 0 < s <t < oo, E(M¢|Fs) = M,
thanks to stationary and independent increments and (3)).

(i) Similar arguments to those given in the solution to Exercise show that
{exp{\B:—\2t/2} : t > 0} is a martingale. Doob’s Optional Sampling Theorem gives

us
1 — E(eA(BmTS+b(t/\7's))*(%AQ‘Fb)\)(t/\Ts)).

Take limits as s T 0o, using dominated convergence and the fact that limsqoo Bt +bt =
oo, to recover the Laplace transform of 75. Both the left- and right-hand side of this
Laplace transform can easily be shown to be analytic functions and hence, by the
Identity Theorem, equal on {z € C : Rz > 0}. The characteristic exponent is recovered
by taking limits onto the imaginary axis. (i) When IT(dz) = (2rz3)~1/2e—=b"/2
z > 0, write

on

/00(1 — 697 [7(da)
0

oo 1 : 2 oo 1 2
= 1 — elf—07x/2 dm—/ 1—e P2/2)qy
/0 \/27‘r:c3( ) 0 \/27ra:3( )

and use Exercise [ (i). (iii) Use the change of variable sz=1/2 = ((2)\ + b%)u)'/?
in the first integral to obtain the second. Add the two integrals, writing the sum in
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terms of a common dummy variable z, and make a change of variable n = sz—1/2 —
(b2 + 2Nz

[I71 Note, by definition, that 7 = {75 : s > 0} is also the inverse of the contin-
uous process {B; : t > 0}, where B; = sup, <, Bs. One may thus deduce that 7
satisfies the first two conditions of Definition [Tl The strong Markov property and
spatial homogeneity of Brownian motion implies that {75 : s > 0} has stationary and
independent increments. Similar analysis to the solution of Exercise shows that

E(e™17) = ¢~ V24%, s> 0.

[I.8 (ii) Let 7o = 0 and define recursively, forn =1,2..., T, = inf{k > Tp,_1 : S >
St, .} and let H, = St if T}, < co. The indices T, are called the strong ascending
ladder times and H,, are the ladder heights. It is straightforward to prove that T,
are stopping times. Note that for each n > 1, from the Strong Markov Property,
H, — H,_1 has the same distribution as STU+. The required identity follows by

showing, for > 0,
P(ST(; € dz) = P(S; € dz)

+/ Z P(S, €dy,Sn > Sj forall j =0,...,n —1)Q(dz — y).
(0,00) n>1

(iii) Note that Q(z,00) = P(eg > z + &1) and integrate out the exponential distri-
bution. (iv) The security loading condition guarantees that STO+ has a proper dis-
tribution (first passage above the origin has probability one). The lack-of-memory
property together with the fact that upward jumps in S are exponentially distributed
implies that S+ is exponentially distributed with parameter 3. From this it follows
that, for each n = 1,2, ..., H,, has a gamma distribution. One may therefore compute
V(dy) explicitly as indicated in the question.

(i) The Laplace exponent may be computed directly using the Poisson distri-
bution of N7 in a similar manner to the calculations in Sect.[[2:21 With the help of
the Dominated Convergence Theorem, one can show directly that v’/ (0) > 0 for all
6 > 0. One easily confirms that ¢ (0) = 0 and ¥ (co0) = oco. Convexity thus dictates
the existence of a second root of 1 in(0, c0). (ii) The martingle properties follow from
similar arguments to those given in the solution to Exercise [[[5l An argument using
Doob’s Optional Sampling Theorem with this martingale, similar to the one given in
the solution of Exercise [[L6] allows one to deduce

" TP(rf < c0) =1,
from which the remaining conclusions can be drawn. (iii) Note that
{Ws =0} ={Xs = Xs and X > w}.

Moreover, on these events, for s > 0, ds = dXs = dXs. (iv) A direct computation
shows that ¢’(0+) = 1 — Au. Hence Ay < 1 if and only if 6* = 0. (v) When Ap > 1,
we have that 6* > 0. Moreover, I = 0 on {7, = oo}. This is sufficient to draw the
first conclusion. On the other hand,

P(I € da, ) < oo|lWo =w) =P (Xeo —w € dz, X oo > w|Wo = w).

The strong Markov property and the lack-of-memory property for the exponential
distribution can now be used to derive the second conclusion.
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1.701 (i) See Exercise[I.5] (ii) Use similar reasoning to the proof of part (i) of Exercise
(iii) Differentiate in a, taking care to note that v(z) > K —e®. Why?

[LI3] (i) Use the branching property to deduce that, under Py, Y; is equal in law to

the independent sum >.Y_,; Yt(l), where Yt(l) has the same distribution as Y; under
P;. From here the required expression for ut(¢) follows. Strict positivity of wu¢(¢)
follows by proving that us(¢) > e~ ®¥+ . (ii) Use the Markov property. (iii) Under
the assumption 79 = 0, we have, for i = —1,1,2, ...,

Pl(Yh = 1 + Z) = )\7T-Lh + O(h)
as h | 0, from which one may show

Ey(e=®Yn) — o= ¢
R )

Chapter

23] Both parts (i) and (ii) can be addressed by considering the moment-generating
function of 7 ; N; and taking limits thereof as n 1 co.

Suppose that {S; : i =1,2,...,n} are independent and exponentially distributed.
Use the classical density transform to deduce that for A € B([0,00)™),

P((T1,...,Tn) € Aand Nt =n)

:/ l(tlStzg.“gtngt))\ne_kt"dtl~~~dtn. (S.2)
(t1,..,ty)EA

Parts (i) and (ii) can be deduced from (S.2).

23] Find upper and lower bounds of 1 —e~?¥ which are multiples of 1 Ay. A diagram
may help.

24 (i) For left-continuity, it suffices to show that, for each z € (0,1], f(x —¢) is a
Cauchy sequence with respect to the distance metric | - | as € | 0. This can be done
by applying the triangle inequality to |f(z —€) — f(z — n)|. Right-continuity can be
proved directly by applying the triangle inequality to |f(z + ) — f(z)|. (ii) Suppose
for contradiction that, for a given ¢ > 0, the set A, has an accumulation point, say z.
This means there exists a sequence, say yn, — x, such that, for each n > 1, y,, € A..
From this sequence, assume without loss of generality that there exists an increasing
subsequence, say =, T . Noting that

f@n) = flem) = [f(@n) = f@n=)] + [f(@n—) = f(@m)],
one can deduce that there is a contradiction with the existence of the limit f(z—).

(i) The function f~! jumps for values in its argument that correspond to values
in the range of f. (ii) Note that, for any y > 0 and k = 1,2, 3, ..., there are either an
even or odd number of jumps of magnitude 2~ in [0, y]. This leads to a straightfor-
ward upper estimate of |f(y)|. Showing that f has paths of unbounded variation is
straightforward as there are countable increments. Countable increments also implies
that f is right-continuous with left limits.
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(i) Apply Theorem [Z77] to the case that S = [0, 00) X R and the intensity measure
is dt x II(dz). One should not forget to check that f(_l 1 |x|™II(dx) < oco. (ii) The

proof follows very closely the proof of Lemma 2.9

27 (i) Consider the probability P(N([0,t] x {R\(—a,a)}) = 0). (ii) Use part (i).
(iii) and (iv) Piecewise linear paths have bounded variation. Moreover, consider
limg o P(To > t), where T, := inf{¢t > 0 : |X¢ — X¢+—_| > a}, together with sta-
tionary and independent increments.

[2.8] Suppose that N is the Poisson random measure on [0,00) X R that describes
jumps. Consider the independence that arises when restricting N to [0,00) x (0, c0)
and to [0, 00) X (—o00,0).

(i) See Lemma 2T51 (ii) Use the factorisation

Lyl 0292_1 i0 L0 Dem
ot )T\t U ae ) € R

2.170] Increasing the dimension of the space on which the Poisson random measure of
jumps is defined has little effect on the computations we have seen for the Lévy—Ito
decomposition of one-dimensional Lévy processes.

2131 (i) Non-negativity of X7 allows for analytic extension of the characteristic
exponent to the Laplace exponent. (ii) As an intermediary step, use integration by
parts to deduce that

/ (1—e 99 (dx) = q/ e I%[I(x V€, 00)dx.
(e,00) 0

The remaining parts use the representation in (ii).

2.12] In all parts of this exercise, one can appeal to Lemma [2.15]

Chapter

[B3 (i) Use the martingale property from Exercise (ii) This is a consequence of
standard measure theory (see for example Theorem 4.6.3 of Durrett (2004)) and part
(i). (iii) Use the conclusion in part (ii) to deduce that, almost surely,

1a =P(A|Feq) = P(A|Fe),
for any A € Fi4+. Use the completion of F by null sets of P to deduce that F¢4 C Fs.

3.2] It suffices to prove the result for the first process. Define for each y > 0, Y, =
(yV X¢) — X, and, for each F-stopping time T, let X,, = X7y, — X7, on {T < co}.
Show that, on {T' < oo},

Y;{FS: YYV sup X, | - X..
u€e(0,s]

3.3] The solution to this exercise is taken from Sect.25 of Sato (1999). (i) Use
submultiplicativity to show that, for integer n chosen so that |z| € (n — 1,n],
g(x) < c® lg(z/n)™ and hence, since g is bounded on compacts, deduce that
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g(z) < agebs!®l, for some ay € (0,00). Suppose that E(g(X:)) < oo for all ¢ > 0.
Using the Lévy—It6 decomposition to write

meaﬁiéég@+yma@maﬁmx

where Fy is the distribution of Xt(2) and [ 3 is the distribution of Xt(l) + Xt(?’)7
deduce that, for some z € R, IE(g(Xt(Q))) < cages !l [ g(x+y)dFa(y) < co. Conclude
that f‘y|>1g(y)H(dy) < oo. Conversely, suppose that f‘y|>1g(y)H(dy) < oo. Use
submultiplicativity, together with the method found in the proof of Theorem [3.6] to
find that E(g(X:)) < oo. (ii) Suppose that h(z) is a positive increasing function on
R such that, for < b, it is constant and, for > b, log h(z) is concave. Show that

h(lz +yl) < h(|z] + [y]) < ch(lz)h(lyl),

where ¢ > 0 is a constant. Now consider the discussion preceding Theorem [3.8 (iii)
Apply the conclusion of Theorem [3.8] to the Lévy measure of a stable process.

[B:4] It suffices to show that any Lévy process can be written as the difference of two
spectrally positive processes. One should also take advantage of Theorem in part
(iii).

It is convenient to write, for 8 > 0,

_ 1 5.0
w(B) = w+206+/

rl—1

(eP® — 1)1 (dx) —I—/ (eP® — 1 — Bx)II(dz),

0>z>—1

before using dominated convergence to perform multiple derivatives. See also the
hints in the solution to Exercise [[.Ol

(i) Use spectral negativity, stationary independent increments of the subordinator
{r : & > 0} and that {7} < e;} = {X, > 0}. (ii) Define the right-continuous
function f(z) = P(qu > z) for all z > 0. Show that, for positive integers p,q,

f(p/q) = f(1/q)? and f(1) = f(1/q)? and that this leads to the desired exponential
distribution. Use continuity of the process {X; : t > 0} to infer, and then use, the

finiteness of E(eX+) for all ¢ > 0. (iii) Use Theorem 3.2 and Exercise[3.5] noting that,
as q | 0, the random variable Xe converges in distribution to X .

[B7 For both (i) and (ii), first show that
U (0) = c(cos(ma/2)) ™1 (—0i), 0 cR,

and then use analytical extension, with the help of Theorem See also Theorem
5.5

Chapter @

HET (i) Note from Lemma ETT that P(71°} > 0) = 1, where 7{°} = inf{t > 0 :
X = 0}, and apply the strong Markov property at this time. (ii) Apply the change of
variable formula over the time intervals [T, Ty, 1), where Top = 0 and, forn = 1,2, ...,
Ty, is the time of the n-th visit of X to 0. Note, moreover, that
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n;—1

/( 60 = X = 37 () = (X)),

i=1
where n; is the number of visits to 0 on the time horizon (0, ¢].

Follow the proof of Theorem 2] taking care to apply regular Lebesgue-Stieltjes
calculus between the jumps of the process X () (note in particular that {X; : ¢t > 0}
has non-decreasing paths and is continuous).

[4.3] Starting with an approximation to ¢ via (£J]), one may establish this identity
in a similar way to the proof of Theorem 4l The calculations are somewhat more
technically involved, however.

[E4 (i) The Lévy-It6 decomposition tells us that we may write, for each ¢ > 0,

Xt(e) = —at+/ / xN(ds x da:)+/ / xN(ds x dz)
0,61 /21>1 0,1 Je<|zl<1

—t/ zII(dz),
e<|z|<1

where N is the Poisson random measure associated with the jumps of X. Apply
the change of variable formula. (ii) Use Exercise 3] to analyse ||[M(5) — M| as
e,m | 0, taking account of the boundedness of the first derivative of f in z and
the necessary property that f(il’l) 2211 (dz) < co. (iii) We know from the Lévy-Itd

decomposition that X (¢) converges uniformly on [0, T], with probability one, along
some deterministic subsequence, say {e, : n = 1,2,...}, to X. Similar reasoning
also shows that, thanks to the result in part (ii), there exists a subsubsequence,
say € = {en, : n = 1,2,...}, of the latter subsequence along which M) converges
uniformly on [0, 7], with probability one to its limit, say M.

For the convergence of the other terms in ([f24]), use the assumed continuity and
boundedness conditions of f in conjunction with dominated convergence. In doing so,
it will be convenient to show that, for all 0 < s <t and y € R,

0
f(S,y+ZE) _f(57y) —a?af(s,y) < C:rQ-
X

(iv) This is a standard localisation technique.

[4.5] (i) The period B is equal to the time it takes for the workload to become zero
again. The latter has the same distribution as 77 = inf{t > 0 : X; > z}, when x
is independently randomised using the distribution F. (ii) Decompose the path of
X into excursions from the maximum, interlaced by intervals of time when X = X.
Accordingly, show that

- r,+1
k
/ Lw,=0ydt = Z e& ),
0 k=1

where I, is a geometric random variable with parameter p = 1 — F'(#(0)) and {eg\k) :
k=1,2,...} is a sequence of independent random variables (also independent of I,),
each of which is exponentially distributed with parameter Ap.

(i) Use Itd’s formula for semi-martingales. (ii) Use Exercise[3.6] (iii) and consider
E(Xe, ). (iii) Use the positivity of the process Z and the fact that X increases, to

q
deduce that E(sup,., |Ms|) < oco. Use dominated convergence with a localising se-
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quence of stopping times, to show that M is a real martingale and not just a local
martingale.

[ (i) The proof is similar to the previous question. (ii) Show that
€q . - .= 1 . e .=
E </ ela<xs—xs>+xﬁxsds) = Lp (o0 =T 416X,
0 q

and that .

. (/eq eia(X>*Y>)+iBY>dys) _ .
0 P(q) —iB
(iii) Note that (425 factorises as follows

) g g -ia
P(q) —iB "~ P(q) ¢+ ¥(a)

8 (i) Write X as the difference of two subordinators. (ii) Use that X is stochasti-
cally bounded below by a spectrally negative Lévy process of bounded variation. (iii)
Consider the Pollaczek—Khintchine formula in Sect.

Chapter

(i) One reasons as for a general Lévy process, using stationary and indepen-
dent increments with a minor adaptation for killing. (ii) Start by writing ®(0) =
limy, 400 n(1 — exp{—®(0)/n}) for 6 > 0. (iii) Note that II,,(x)dz converges vaguely.
As TT is monotone, atoms in the aforementioned measure can only accumulate at 0
or co. Uniqueness is clear. (iv) The quantity f(O,oo)(l A x)II(dz) must be finite for

&(0) to be finite. Why?
Write out (0 + q) — @(q) in detail.

The proof follows verbatim the proof of Lemma, (ii), using Corollary B3] in
place of Theorem [5.11 Note, moreover, that

1 oo
1— lim P(X,.+ =x) = —/ II(y, 00)dy. (S.3)
xToo x wnJo

Consider also the expression for &’ (0+).

(i) From Sect.F6), we know that for the process Y, P(of > 0) = 1. Consider the
auxilliary process, say X = {X; : t > 0}, which has positive and independent jumps
which are equal in distribution to Y, . (ii) Apply Theorem [E5l (iii) When modelling
a risk process by —Y, the previous limit is the asymptotic joint distribution of the
deficit at ruin and the wealth prior to ruin, conditional on ruin occurring when starting
from an arbitrary large capital.

Show, using Theorem [5.6] that

1
liTm P(X,+ — X, +_€dz) = liTm —zI1(dz), z > 0.
xToo * x xzToo [

An analogue of Theorem 4] is required for the case of a Poisson random measure
N which is defined on ([0, c0) xR?, B[0, 00) x B(R), dt x IT), where d € N (although our
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attention will be restricted to the case that d = 2). Following the proof of Theorem
A one deduces that, if ¢ : [0,00) x R? x £2 — [0, 00) is a random time-space function
such that

i) as a trivariate function, ¢ = ¢(¢, z)[w] is measurable,

(ii)  for each t > 0, ¢(t, x)[w] is Fr x B(R?)-measurable, and

(ili)  for each x € R4, with probability one, {¢(t,z)[w] : t > 0} is a left-continuous
process,

then for all ¢ > 0,

E </[O,t] /]Rd o(s,z)N(ds x dm)) =E (/Ot /]Rd ¢(s,m)dsﬂ(dm)) . (S.4)

Here, we have the understanding that the right-hand side is infinite if and only if the
left-hand side is. From this, the required result follows from calculations similar in
nature to those found in the proof of Theorem [5.6]

(i) Show, and use, that conditionally on F,+, on the event {r < e,}, the
random variables Xo, — X+ and X, have the sz;me distribution. (ii) Use Laplace
transforms. (iii) Take limits ;s B 1 oo in the previous part of the question, appealing
to Exercise [Z-1]] and recall that

1
e_qu(a)(dy) =
/[O,oo) a+o(q)

(iv) Use Lemma [E1T1

(i) Self-explanatory. (ii) Use the definition of the gamma function. (iii) Refer to
(B38). (iv) Check for a degenerate distribution in part (iii).

(i) Take Laplace transforms, using the conclusion of Theorem (ii) and The-
orem [5.9) (ii) Use the previous exercise. (iii) With the help of the Dominated Con-
vergence Theorem and the assumed regular variation, consider

/ dz - e 9% l%m E(e_ﬁ(xffw*/t)_W(X*at= _tz)/t).
0 tToo

(iv) Take limits in the identity in part (ii), first considering the case that v = 0,
and then the case that 8 = 0 as t tends to infinity (resp. zero). Note also from
the discussion in Sect. [5.5] if @ is regularly varying with index «a, then necessarily
a € [0,1].

510/ (i) Introduce the auxilliary process X = {X; : t > 0}, which is the
subordinator whose Laplace exponent is given by ®(q) — 7. Define the quantity
7+ = inf{t > 0 : X; > x} and consider the expectation E (fo"o e*ﬁfl()?»w)dt).
(ii) Make use of ([B37). (iv) Compute G(0,00). (v) Use the Continuity Theorem for
Laplace transforms.

5.17] Use inductive differentiation.

5.12] This question requires patience in computing Laplace transforms. For part (ii),
use (B31).

5.13] (i) and (ii) Show that it sufficient to consider the case that n = 0. Use the
expression for @(u)/u appearing in part (ii) of Exercise 2111

(i) Apply Laplace transforms. (ii) Use Theorem 5.6 to write down P(X,+ > x).
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Chapter

For the first part, consider any symmetric Lévy process. Which symmetric Lévy
processes do not have the desired properties? For the second part, consider any spec-
trally positive Lévy process of bounded variation. Alternatively, consider the differ-
ence of two independent stable subordinators with different indices. Which one should
have the larger index?

6.2] (i) By assumption, limgjeo @(¢) = oco. Why? Use Exercise [Z11] to show that
6 = limgproo 1/97(0) and hence deduce that § = 0. (ii) Use Theorem [ II] and that
X+ =z on {1 < oo}. (iii) From the Wiener—Hopf factorisation given in Sect.
we have that
E (eeieq) = LL(Q) - 9.
®(q) g —3(0)

Take limits as 6 1 co.

Suppose that N = {N; : t > 0} is a Poisson process with rate Ap and {&, : n =
1,2,...} are independent (also of N) and identically distributed and, further, ey —p)
is an independent exponentially distributed random variable with parameter A(1—p).

On the other hand, suppose that N = {K/} : t > 0} is an independent Poisson process
with rate A and I'y _, is a geometric distribution with parameter 1 — p. Compare the
expectations

—oxM g, —ox Mg,
E(e E771£1(1<ex<1—p))> andIE(e 277151(ﬁt§r1—p)).

Make the connection with path regularity.
(i) It will be helpful to show that

E(X1) =—a+ /(_ o I (dx).

(ii) First explain why, for 8 € R, k(0,10) = —(i6)/i6.

(i) See Exercise 3771 Theorem and Corollary B4l See also the calculations
in Sect. (ii) Use (B31).

(i) Given F,+, consider the law of Xo_ — X,+ on {7} < e,}. (ii) Take Laplace
transforms on both sides of (€46) and use Fubini’s Theorem.

(i) Recall that P(Xe, = 0) = limgqoo E(ef’BYep) and make use of Theorem [E.15]
(ii) Similarly, use the same theorem, together with the fact that limxseo E(e™ %)
=P(Ge, =0) > 0.

(i) For s € (0,1) and 6 € R, let ¢ = 1 — p and show, with the help of Fubini’s
Theorem, that

oo ) 1 D
_ 1—3g" iOxy\ n ZF*(d — - .
exp { /]R sz::l( s'e )q n ( .’12)} 1— qu(e‘gsl)

Exercise [Z10] will also be useful to address infinite divisibility. (ii) The path of the
random walk may be broken into v € {0, 1,2,....} finite excursions from the maxi-
mum, followed by an additional excursion which straddles the random time T';,. (iii)
The independence of (G, Sg) and (I'y, — G, St, — Sg) is immediate from the decom-
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position described in part (ii). Duality[] for random walks implies that the latter pair
is equal in distribution to (D, Sp). (iv) We know that (I'p, St,) may be written as
the independent sum of (G, Sg) and (I', — G, Sg — St,), where the latter is equal
in distribution to (D, Sp). Reviewing the proof of part (ii), when the strong ladder
height is replaced by a weak ladder height, we see that (I'y, — G,Sr, — Sg), like
(G, Sg), is infinitely divisible (for the weak ladder height, one works with the stop-
ping time N’ = inf{n > 0: S,, < 0}; note the relationship between the inequality in
the definition of N’ and the max in the definition of D). Further, (G, S¢) is supported
on {1,2,...} x (0,00) and (T, — G, Sr, — Sg) is supported on {1,2,...} x (—00,0).
This means that, in the variable 8, F(s%e'?5¢) can be analytically extended to the
upper half of the complex plane and E(S(FP_G)eie(SrpfsC)) to the lower half of the
complex plane. (v) Note that the path decomposition given in part (ii) shows that

E(sGeiQSC) _ E(SZivle(")eiSEl’le("))’
where the pairs {(N(, H(#) i =1,2,...} are independent, having the same distri-
bution as (N, Sn) conditioned on {N < T',}.

6.10] (i) Use Lemma [[7] with the parameter choices a = ®(g) and g = 1. (iii)
Consider the characterisation of measures through their transforms.

Chapter [7]

[Tl (i) Use Exercise[33] (ii) First suppose that ¢ > 0. The Wiener—Hopf factorisation
gives us
qs?j;) i0XK )RK(% i)
#1(q,0)
where R is the Laplace exponent of the bivariate descending ladder process of X
and e, is an independent and exponentially distributed random variable with mean
1/q. Show, and use, that the descending ladder height process of X has moments
of all orders. Together with the fact that E(|X/|") < oo, for all ¢ > 0, consider the
Maclaurin expansion up to order n of (S3)). (iii) Use the Wiener—Hopf factorisation
for X¥ (up to a multiplicative constant) in the form

E(e =E(e (S.5)

()

50, -10) = ",
P01 = =R 0,10)

where k¥ and WX are defined in an obvious way, and appeal to reasoning similar to

that used in part (ii). Note that Y{; is equal in law to the ascending ladder height
process of X stopped at an independent and exponentially distributed time.

(i) Show that E(Y,,) < E(X1)—E(X,). (iii) Let [t] be the integer part of t. Write

X S X - X)) [ Xe— Xy [

t
¢ O Tt

1 Duality for random walks is the same concept as for Lévy processes. In other
words, for any n = 0,1,2... (which may later be randomised with any independent
distribution), note that the independence and common distribution of increments
implies that {S,,—r — Sn : k =0,1,...,n} has the same law as {—Sy : k =0,1,...,n}.
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(iv) The assumption E(X1) = oo implies that E(max{—X1,0}) < oo and E(max{X1,0}) =
oo. Use truncation ideas from Exercise [[.1]

(i) Take limits in the appropriate Wiener—Hopf factor (see Sect.[65.2)). (ii) Similar
to part (i). (iii) The trichotomy in Theorem [[I] together with the conclusions of
parts (i) and (ii), gives the required asymptotic behaviour. (iv) The given process has
Laplace exponent given by ¢ (0) = 6%, for some ¢ > 0.

[T4 (i) See Exercise 37 and Lemma [[I0 (ii) The measure U(dxz) is the potential
measure of the ascending ladder height process. Revisit Exercise [5.8 (iii) The poten-

tial lA](dm) can be derived as in the previous part of the question. Apply the quintuple
law. (iv) Use part (i), the beta integral

I'(p)I'(q)

1
wP7H(1 —w)4 du = ,
/0 I'(p+q)

for p,q > 0, and the reflection formula for the gamma function.

(i) Consider, in the light of Exercise 5.6 the quadruple law

P(rf — G+ €dt,G,+_ €ds, X+ —z €du,z — X,+_ €dy),

for u > 0, y € [0,z] and s,t > 0. (ii) When X is spectrally positive, we have H, =t
on {t < Lo}

(i) It suffices to prove that

1 .
wlﬁnoo 7 /R(l — €% +1021 (|, <1y) I (dz) = 0. (S.6)

It will help to first prove that |1—cosa| < 2(1Aa?) and |a—sina| < 2(|a|Ala|?). For the
second assertion, recall from Lemma [Z.T0] that there is creeping upwards if and only if
limgtoo #(0, 3)/B > 0. (ii) Show, and then use, that L~ is a subordinator which has
a non-zero drift coefficient. (iii) What class of subordinators does the ladder height
process H belong to in the case of irregularity? (iv) Use part (i). (v) Any symmetric
process must either creep in both directions or not at all (by symmetry). Consider
the integral test in Theorem [.12}

[T (i) It will be convenient to use the identity:
1
1+ =a [ (1-9)7 o +0) g,
0

valid for all # > 0. By changing variables, via (14 0)(1 —u) = ¢ + 0, this identity can
be derived by showing that, for all 8 > 0,

9o 1/(146)
— :/ w1 —w) " (@t Dy,
@ 0

which, in turn, follows by differentiation. (ii) In the appropriate probabilistic setting,
subtract from those paths which enter (1,00), the paths which first enter (—oo,0).
(iii) It turns out to be easier to differentiate the equations in (ii) in the variable y
first.

Show that, on the event {Uz > u, Ve > v,0, > w}, the interval [z — u, x + w]
does not belong to the range of X. Show, moreover, that when O, _,, > u+w and
Vaz—w > v — u, the interval [z — u, x + w] does not belong to the range of X.
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[7.9] Marginalise the quintuple law to the joint law of the overshoot and understoot
and then take limits, using the Renewal Theorem [5.1l1 Don’t forget to take account
of creeping.

[7.10] Start by showing, for ¢ > 0 and = > 0,

et ! X - -
Ex (/0 e 4 f(Xt)dt> = q/[o,oo)P(Xeq Edy)/ P( X, edz)f(x+y— 2).

[0,2]

Take limits as ¢ | 0, making use of (ZI4).

Chapter

[81] Show that
P(Alr} < 00) = e?O2P(A, 7 < t) + PO (A, 7} > 1),
so that it suffices to establish

ljrm e?O2p(A 7 < t) =0, (S.7)
for all t > 0. Show instead that, for all ¢ > 0, limztee e?(O*P(A, 71 < e4) = 0. Since
we can choose g arbitrarily small, we can make P(eq > t) = e~ % arbitrarily close to
1, from which one can recover (S.1).

All parts can be handled through Laplace transforms.

(i) Use the assumption that ’(0+) > 0. (ii) See (820). (iii) Use the second as-
sertion of part (ii), noting that, for n > 1, v*"(dz) = ((n— 1))~ (\/§) "z ~le~+=dx
on (0, c0).

B4 (ii) Use (B20). (iii) Consider the atomic support of the Lévy measure associated
to (X,P?(9) relative to the support of IT.

(i) Take limits in (8I2) as a 1 co. For the second assertion, use ([8II]). (ii) Note
that

W D (0+) = lim /OO e B2 W () (2)dw.
('04) = tim [~ 5 @
Use Theorem and the fact that, for 8 > 0,

e_gy" — B — 45(0)
/[0,w> Uidy) v(B)

where U is the potential measure of the descending ladder height process. Be care-
ful with the normalisation of local time at the maximum, which is implicit in the
definition of U.

BT (i) Follows by definition. (ii) Apply an exponential change of measure in (&9]).
Analytic extension of the resulting identity may thereafter be necessary. (iii) Choose
c=P(p+u)and g =p—1 (P(p+ u)) = —u, then take limits, first as v | 0, and then
as z | 0, in the identity established in part (ii).
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B8IA (i) The event {3t > 0: B, = B; = t} is equivalent to {3s > 0: L7 = H,},
where (L~1, H) is the ascending ladder height process. (ii) Apply the conclusion of
part (iv) in Exercise 8717

(i) Starting by showing that

E, (e~ 9%0) = q/ e 1P, (0 < Ag < t)dt.
0

(ii) Use (BI8) and Corollary (iii) Note that, on {Ao > 0}, we have Ag > 7, .
Condition on J—'T; and apply the strong Markov property. (iv) Make an exponential
change of measure.

B.10] (i) The process Z* will either exit from [0,a) by first hitting zero, or by
directly passing above a, before hitting zero. (ii) Take the limit as z tends to zero in
the identity from part (i).

[BIT] (i) This is a repetition of Exercise [ (ii) with some simplifications. One can
take advantage of the fact that r(z,y) = r(z,0) = P(r;" < 757), which follows from
spectral negativity. Recall from Exercise [6.6] (i), that p = 1/a. (ii) Use Exercise B2l
and Theorem (iii) Starting from x > 1, the process X either first enters (—1,1)
simultaneously on first entering (—oo, —1), or, at the latter time, it jumps over the
interval (—1,1) and creeps in at the lower boundary at some later time.

8.12] First take a € (0, 00). For the first martingale, justify the almost sure equality
—g(rt AT —a(rF AT
e—a(rnTg )1(7;<T;) — e~ (T AT, )W(q)(XT;AT;)/W(q)(aL
and take expectation conditional on F;. For the case a = oo, use dominated conver-

gence and the representation (823]). Use similar reasoning for the second martingale
by taking expectations of exp{—g7, }, conditional on F;.

Chapter

(i) and (ii) Consider using the Tauberian theorems from Sect. (4l (iii) Take
Laplace transforms.

Visit the Laplace inversion formula on page 233 of Konstantopoulos et al. (2011).

Consider the Lévy measure of the subordinator used in Exercise and look
at the extreme case that oo = 0. Which well-known subordinator is this? (i) Use the
definition of W as a potential measure.

(iii) Consider a partial fraction decomposition of (¢(0) — ¢)~1. (iv) Consider
using ([824). (v) See Corollary 5241

(i) Consider the jump density of the descending ladder height process. (ii) What
is the Lévy density associated with (X, P?(9)) and is it still completely monotone?
(iii) Consider W (@)’ using the fact that W (q) has a completely monotone density,
together with Theorem [5.211

2 It is worth pointing out that this exercise can be adapted to cover the case when
we replace B by any spectrally negative Lévy process in the original question.
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Suppose that ¢ has associated triple (x,d5

5105, TE) On the one hand, note that,
thanks to conjugacy,

Wale) =85 + [ x5+ T5(000)dy,
0

where Wp is the potential function associated to ¢g. On the other hand, one easily
verifies that Wg(dz) = e~ #*W(dz) for > 0, where W is the potential function
associated to ¢.

Substitute the descending ladder height potential into formula (@:8]).
(i) and (ii) It will be useful to note that

Ty (0) = ($(0+8) —¢(B) — B0+ 8) —2(B), 620,
where @(6) = ¢(0)/6. (iii) Use Laplace transforms.

Chapter

[I0.1] Note that Em(e*qT(T;XTO, =0) = e¢(q)ﬂ:]}bf(q)(x‘r& =0).

[10.2] Appeal again to the quintuple law, being careful to note that the scale functions
W@ ¢ >0, have a discontinuity at the origin.

[I03] (i) Let N be a Poisson random measure associated with the jumps of X.
Note that N =37 | N where, for i = 1,...,n, N9 are the independent Poisson
random measures associated with the jumps of X (¥). For Borel A C (—o0,0), show
that

Po(X,-_ €dy, X, € A,AX, - =AxY)
To

To

— </ / 1x, >0)1(x,_caynliytacayN(dt x da)) '
[0,00) / (—o0,0)

(ii) Use Corollary (iii) Use that X cannot creep below the origin.
[I0.4 (i) Work with
Jt :/ e_qstl(t<e~)dt.
t

(ii) The subordinator S has jumps corresponding to excursion lengths conditional on
the excursion heights being bounded by a. What then is the value of k7

10.5] (iii) The equation in (i) can be solved explicitly (and hence uniquely). The
equality in (ii) can be used to simplify this expression.

10.6] Repeat the computation in ([832]), taking care to include exponential discount-

ing.

[I0.71 Use that
Es (e_q% 1{n5<~:}1{n5<oo})

=B (770 11 coey) = B (077 g gy ) B (6770 1 coey) -
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[I0.8] (i) Every sojourn below the origin must survive exponential killing. (ii) Condi-
tion on the behaviour of the process according to its first sojourn below the origin.

10.9] For the first assertion, use (I04I)) and note that the running maximum of U,
up to time t, will be attained at the last time that X — X is zero.

[I0.10] Appeal to transformations of identities found in this chapter.
[IOIT] (i) Show that the integral

[ wae,
. WEO)

is comparable with the quantity log(W (z)) — log(W(0)). (ii) Use Corollary [I0IT1

Chapter [11]

[I1d] For the process of excursions of X — X, consider the probability that there have
been no excursions with height exceeding a up to local time ¢, for arbitrary large t.

11.2] (i) Note that, on the event {77 < e,} = {Xe, > a}, we have that Xo, =
X+ + S, where stationary independent increments and the lack-of-memory property

imply that S is independent of F.+ and equal in distribution to qu. (ii) Check the
conditions of Lemma [[I.I} For the lower bound, show, and then use, that

e*ﬂ:*?eq
Vg (.CC) = (1 - e_z) —E <1(Xeq<-1’*-1’) <1 - E(S_Y24)>> ’

For the supermartingale property, use that, on the event {eq > t}, qu = (X +
S)VX, > X+ S, where, by stationary and independent increments and the lack-of-
memory property, S is independent of F; and has the same distribution as qu. (iii)
Work with computations in the spirit of the proof of Theorem [TT.4l

[I1.3] (i) Make a change of variables in the integral in the definition of the function H,
using y = u(t+ 1)*1/0‘, and use the fact that exp{yX; —y>t}, t > 0, is a martingale.
(ii) In the expectation, multiply and divide by the martingale from (i). (iii) Show
that the upper bound in (ii) can be attained.

Chapter

[I2.7] (i) Check the integral test in Theorem T2 (ii) to deduce that extinction occurs
with probability zero. (ii) Show that X has an almost surely finite number of jumps
on the time interval [0, 75 ]. Let n* be the number of jumps that X has undertaken by
time 7, and denote their times, in increasing order, by T4, 7%, ..., Ty, with Ty := 0.
If {& ¢ = 1,2,3,...} are the independent and identically distributed sequence of
jumps of X and, for £k =1,2,3,..., we let S, = Z?zl &j, show that
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x4+ Sp_1—cTx_1
z+ Skp_1—cTg '

A= (x+ Sp- —cTh~) H
k=1

(i) Sample the Kella—Whitt martingalf—ﬁ at an appropriate sequence of stopping
times. (ii) Consider the formula (IZI0Q).
@23 (i) When liminf;1eo Xt = —oo0 and ¢ = oo, note that [ Vids < oco. (ii)

Consider (IZI8)) on the event {7, < oo} and its complement. Use the Martingale
Convergence Theorem to note that lim;;o Y; must exist. In particular, show that

tljl\I;:) efﬂp(o)Yz — ]_(lim”oo Y,=0)-

(iii) In the light of (I2I4)), consider a computation in the spirit of (2IT).

[I24 (i) Let E = {limsjoo Ys = 0}. From the definition of P} and the Markov
property, we have
E;(e” "V |E) = E* (e~ "Y' P, (E)).

Show that P} can be written as a martingale change of measure with respect to P,.
(ii) Consider the evolution equation (IZ6]) with v replaced by 1*.

12.5] (i) Let e be an independent and exponentially distributed random variable
with parameter ¢ > 0 and set g(z) = xf(z). Start by showing that

o 1
B ([T errnar) = LBt + Xe)1x, <o)
0 q

(ii) Use (B24)) and that limg 0 ¢/®(g) = ¥’ (0+). (iii) With the help of Theorem [[2.17]
deduce that y
PL(r, <7t At)=ZPu(r, <7 AL),
x

and take t T oo. Consider what happens as y | 0, then what happens as z 1 oo, and
finally what happens as z 1 co. Show, and use, that

liminf X; = liminf X
tToo t tToo T;r+t

under ]P’l.

12.6] (i) Considering ([IZ26]), one needs to show that, for each t > 0,

Ouy _(ue(9))
EZAET O

(ii) Use part (i) to deduce that Y; — oo in P, -probability. Consider the implications
of this in Lemma [[2.15] (ii), taking account of the last part of Exercise[I2.5] (iii) The
first part is a straightforward manipulation. It will help to understand the behaviour

of 0 —A
[ 5 n
0 A

asx | 0 and as © T co. (iv) Use part (i) of the question and check that, for ¢ sufficiently
large,

3 Recall from the discussion following the proof of Theorem 7] that the assumption
of bounded variation paths in the underlying spectrally negative Lévy process is not
needed.
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0 1 1 1 0
0< — — —)dé==log ——).
_/m(m (p§ w(@) ¢ P Og(ut(9)e”f)

@27 (i) All of the assertions follow from the definition of u¢(0), its semigroup prop-
erty (IZ3) as well as the fact that it solves (IZ8). (ii) See Exercise [[23] (iii) Use
the Markov branching property and that, for s,t > 0, ut(nt+s(X)) = ns(X). (iv) The
integral ff(e) 1/4(&)d€ can only explode as 6 | 0 and 6 1 oo if the upper delimiter
tends to 0, ®(0) or possibly co (depending on whether extinction occurs or not). The
latter of these three eventualities can be excluded, see the footnote in the question.

[I2:8] (ii) Use part (i) of Exercise [27] (iii) and (iv) Self-explanatory.

Chapter

[I3:1] The strong Markov property may be established using piecewise stopping each
time Y crosses the origin (note that there is no creeping which means that the amount
of time spent on each sojourn below the origin has positive Lebsgue measure; and the
same applies to sojourns above the origin). Define the rescaled process {X: : t > 0} by
X¢ = cXo-ay, t > 0, and, correspondingly, let 4 be the right-inverse of fo 1% 50 ds.
Show, and then use, that
(e ) = 5(8).
Use Exercise [£.8]

1333 Let (B, P) be a standard Brownian motion. (i) Consider the probability P (7} <
7o ), for @ > 1. If 9 is the Laplace exponent of the underlying Lévy process through
the second Lamperti transform and @ is its right inverse, show, and use, that ¢(0) = 1.
(ii) Show that, for 0 < e < 1, ]P)I(TE_ < o0) = ¢ and reason further as in part (i). To
pin down the multiplicative constant, one may consider using It6’s formula to match
the quadratic variation of Brownian motion against the quadratic variation of the
process in the second Lamperti transform.

[I3-4] For the second part, note that the descending ladder height process of a standard
Brownian motion is a deterministic unit drift process.

13.5] (i) Use Exercise[5.8] noting that the descending ladder height process of a stable
process is a stable subordinator.

13.6] (i) Use right-continuous paths and finite integral length. (ii) and (iii) Write
& = t(&/t). (iv) On account of the randomised position &7, , the time difference
Ty, — Sy is longer than the time it takes for £ to start at 2 and cross below 1.

[I3.7 Both (i) and (ii) can be recovered from the two-sided exit problem in Exericse
[C77 using (I3TIT) and a logarithmic change of spatial scale.

@38 (i) Follow, for example, the reasoning in (I3.36]), or use Exercise [[3.4] Take
Laplace transforms of §lo and appeal to the Wiener—Hopf factorisation to derive .

Consider the ruin probability for £&T (which involves an expression for W1), or use
the beta integral to take inverse Laplace transforms of 1/3T. (ii) Follow a similar
programme to (i).

13.9] (i) Note that the required triple law at first-passage for (Y, P}) can be written
in terms of a triple law for (¢7,PT), via a logarithmic change of spatial scale. In
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turn, the latter can be written down explicitly, using properties of the ascending and
descending ladder height processes of (6T, PT). (ii) Use (I3.11).

[I3101 (i) If we write ¢4 for the Laplace exponent of a Brownian motion with drift
d/2 — 1, then one should check that

0
Yaya2(N) =

T+ g ¥alV-

(ii) Using standard notation, note that

(RE)T = wtexp{al, ((ooy-2iapy s ¢ <.
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L meromorphic Lévy process, 189
unbounded variation paths, [57] philanthropy, [T

random walks, [199]

variance-gamma process
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