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Abstract

We introduce the concept of a distributional resolvent linear system
and solve the linear quadratic optimal control problem for this class of
systems. The class of distributional resolvent linear systems includes all
linear time-invariant systems that have been studied in the control liter-
ature.

1 Introduction

This paper presents an abstract framework for input/state/output linear time-
invariant causal systems. Our main aim is to solve the following linear quadratic
optimal control problem. For a given initial state x¢ find an input « such that
the quadratic cost
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is minimized. Here the output y is defined by
&(t) = Az(t) + Bu(t), =(0) =9, y(t)= Cz(t)+ Du(t).

Of course one needs to impose conditions on the linear operators A, B, C, D for
this problem to make sense and our aim is to formulate and solve the problem
under very weak conditions.

The above problem with A, B, C, D bounded operators on finite-dimensional
spaces can be found in almost any text book on systems and control theory. It
is by far the most studied problem in this area and it has connections to almost
all aspects of systems and control theory.

There have been many contributions to the linear quadratic optimal control
problem for operators on infinite-dimensional spaces. We refer to the notes
of Chapter 6 in Curtain and Zwart [4] for the early developments and only
comment on the more recent ones.

Salamon [24] introduced the class of well-posed linear systems and solved the
linear quadratic optimal control problem on a finite time horizon for this class



of systems. The infinite-horizon case was considered by Weiss and Weiss [32],
Staffans [28], [29], Zwart [34] and Mikkola [20]. These authors considered the
existence and uniqueness of the optimal control, the existence of an operator @
such that the optimal cost is given by (Qzo, zo), the Riccati equation that this
operator () satisfies and the fact that the optimal control is given by a state
feedback. Perhaps the most interesting of these results is that the operator
@ does not always satisfy the Riccati equation one would expect from finite-
dimensional theory, but that a certain extra terms appears which in the finite-
dimensional case reduces to zero.

While the class of well-posed linear systems is large, there are many inter-
esting partial differential equations with boundary control and observation that
are not well-posed. An early example was given in Salamon [24, page 430], and
several more examples can be found in Lasiecka and Triggiani [13].

Over the past 20 years Lasiecka and Triggiani have solved the linear quadratic
optimal control problem for several examples of partial differential equations
which could not be handled by the then existing most general abstract theory.
In each of these examples they used techniques specifically tailored for that
example. See Lasiecka and Triggiani [12], [14], [15] for an overview of their
results.

The class of systems we propose, distributional resolvent linear systems,
includes well-posed linear systems, all the examples studied by Lasiecka and
Triggiani and examples which Lasiecka and Triggiani cannot handle with any
of their techniques (for example: the heat and wave equations with Dirichlet
boundary control and Neumann boundary observation).

The standard assumption in systems and control theory on the operator A
is that it should generate a strongly continuous semigroup. It turns out that
in the approach we take one can weaken this condition and that it is actually
natural to do so. This establishes a connection with the the theory of more
general semigroups than the strongly continuous ones as studied in Lions [17]
and Arendt et al. [2].

In Section 2 we introduce the class of resolvent linear systems and in Section
3 we introduce the subclass of distributional resolvent linear systems. Section
4 shows how partial differential equations with boundary control and observa-
tion can be formulated as distributional resolvent linear systems. This section
also shows that the various objects we introduce (incoming wavefunction, out-
going wave function, characteristic function) have a meaningful interpretation
in this setting. Section 5 reviews and extends some results on discrete-time
systems. In Section 6 we show that resolvent linear systems correspond one-
to-one with discrete-time systems and we identify the stable input-output pairs
of the corresponding discrete-time system with the stable input-output pairs
of the continuous-time system for the subclass of distributional resolvent linear
systems. This key relation is used in Section 7 to solve the quadratic opti-
mal control problem for distributional resolvent linear systems. The quadratic
cost functional can be much more general than the cost functional (1), we only



need a certain coercivity condition. Sections 8 and 9 study the solution of the
quadratic optimal control problem in more detail.

2 Resolvent linear systems

A finite-dimensional linear system is usually described by specifying four ma-
trices A, B,C, D and defining for a given initial state xg and an input function
u € L} (0,00;C*) the state z € C(0, 00; C*) and the output y € LE (0, 00; CY)
as the unique solutions of

&(t) = Az(t) + Bu(t), x(0) =9, y(t)= Cz(t)+ Duf(t). (2)

As is well-known, these unique solutions are given explicitly by

t t
z(t) = eAtxo—i—/ A=) Bu(s)ds, y(t) = CeAtmo—i—/ CeA'=%) Bu(s) ds+Du(t).
0

0
(3)
If we Laplace transform the equations (2) and solve for 2 and y we obtain

#(s) = (sI — A)"lag + (sI — A)"' Ba(s) (4)
G(s) = C(sI — A)"'ag + (C(sI — A)"'B + D) a(s).
Our approach to infinite-dimensional systems will be to generalize the situation
(4) rather than the situation (2) or (3).
In this section we study the generalizations of the matrix-valued functions

(sI—A)~Y (sI—A)"'B,C(sI-A)~' and C(s[—A)~'B+D. The generalization
of the dynamical system (4) will be considered in Section 3.

Definition 2.1. A resolvent linear system on a triple of Banach spaces (U, X,Y)
consists of a nonempty connected open subset A of the complex plane and four
operator valued function a, b, ¢, 0 satisfying

a: A — L(X) satisfies

a(8) — a(@) = (a— B)a(Ba(a) for all a, F € A. (5)
b:A— L(U,X) satisfies

b(8) - b() = (0 — B)a(B)b(a) for all a, B € A. (6)
¢ A — L(X,Y) satisfies

«(8) — c(a) = (a— B)e(a)a(8) for all a, 3 € A. (7)
0 A — L(U,Y) satisfies

2(8) — () = (a = B)e(B)b(a) for all a, § € A. (8)

The function a is called the pseudoresolvent, b the incoming wave function, ¢
the outgoing wave function and 0 the characteristic function of the resolvent
linear system.



Our first observation is that the value of the pseudoresolvent at a point
completely determines the values in a neighbourhood of that point.

Lemma 2.2. Let a satisfy (5). Let a, f € A with 3 in the open disc with center
a and radius 1/||a()| (if ||a(a)|| =0 then B € A can be arbitrary). Then

a(8) = [(8 — a)a(a) + 1] a(a). (9)
Proof. The condition on the location of 3 ensures that the above inverse exists.
The formula for a(3) then follows from the resolvent equation (5). O

We now show that the pseudoresolvent, the wave functions and the char-
acteristic function are analytic. We remind the reader that analyticity in the
weak, the strong and the uniform topology are equivalent and hence the term
analytic is unambiguous.

Lemma 2.3. The pseudoresolvent, the wave functions and the characteristic
function of a resolvent linear system are analytic.

Proof. By letting 8 — « in (9) it follows that the pseudoresolvent is continuous.
From (5) we obtain
a(f) —a(a)

B8—a
and letting 8 — « (and using continuity) we obtain that the derivative at
a exists and o/(a) = —a(a)?. So a is analytic. Using the continuity of a it
now follows from (6) and (7) that the wave functions are analytic and satisfy
b'(a) = —a(a)b(a) and /(o) = —c(a)a(e). Using this it follows that the
characteristic function is analytic and satisfies '(a) = —c¢(a)b(c). O

= —a(B)a(e)

A resolvent linear system is completely determined by the values of the
pseudoresolvent, the wavefunctions and the characteristic function at one point
a € A in the following sense.

Lemma 2.4. If (a;,b;,¢;,0;), i = 1,2, are two resolvent linear systems on
(U, X,Y) defined on a nonempty connected open subset A of the complex plane
and there exists an o € A such that a1(a) = az(a), b1(a) = ba(a), c1(a) =
c2(a), 91(a) = 02(av), then equality holds for all o € A.

Proof. Tt follows from Lemma 2.2 that the value of the pseudoresolvent at « de-
termines the values in a neighbourhood of a. So a; = a3 on this neighbourhood.
From the analyticity of the pseudoresolvents established in Lemma 2.3 it follows
using the identity theorem that a; = as on the domain A. The wavefunctions
and the characteristic function are completely determined by their value at one
point and the pseudoresolvent using the functional equations. This completes
the proof. O

We now show how unbounded operators A, B,C can be constructed that
generalize the matrices considered earlier in this section. Assume that a is the
resolvent of a densely defined closed operator A with nonempty resolvent set. A



necessary and sufficient condition for such an A to exist is that there exists an
a € A such that a(e) is one-to-one and has dense range. We now introduce two
spaces. Let X7 be D(A) with the norm ||z||; := ||(a — A)z||. For every a € p(A)
this is a Banach space with norm equivalent to the graph norm. Let X_; be the
completion of X with respect to the norm ||z|_; := ||a(a)z||. The operator A
has an extension Ay : X — X_1. Define B: U — X_; by B := (o — Ax)b(«),
it follows from the functional equation (6) that B does not depend on «. Define
the operator C' : X7 — Y by C := ¢(a)(a — A), it follows from the functional
equation (7) that C does not depend on «. A meaningful generalization of the
matrix D is not always possible.
We make the following definition.

Definition 2.5. An operator node is a resolvent linear system for which the
pseudoresolvent is the resolvent of a densely defined closed operator with nonempty
resolvent set.

Remark 1. The set of operator nodes is implicitly present in Salamon [24]. It
is the set of systems that satisfy his assumption (S0) on page 385, but not
necessarily the assumptions (S1) to (S4). We refer to Staffans [26, Section 4.7]
for alternative characterizations of operator nodes and historical remarks.

3 Dynamical systems

In this section we define a number of subclasses of the set of resolvent linear
systems for which the dynamical system (4) has a meaningful generalization.
We first define the concept of an integrated resolvent linear system.

Definition 3.1. An integrated resolvent linear system is a resolvent linear
system with the additional property that there exist constants v,C > 0 and
n € N such that

Ag:={se€C:Res>~}CA (10)

and
la(s)|| < C(L+|s])™ V se€Aq. (11)

The above definition in words is: an integrated resolvent linear system is a
resolvent linear system whose pseudoresolvent is polynomially bounded on some
right half-plane.

Remark 2. If a(s) = (s — A)~! for some closed linear operator A, then the
boundedness property in Definition 3.1 is equivalent to the statement that A
generates an exponentially bounded integrated semigroup. See Arendt et al. [2,
Section 3.2]. This is why we use the term ‘integrated resolvent linear system’.

The following simple observation is of crucial importance.
Lemma 3.2. The wave functions and the characteristic function of an inte-

grated resolvent linear system are polynomially bounded on the same right half-
plane as the pseudoresolvent is.



Proof. This follows from the functional equations in Definition 2.1. O

Remark 3. In the sequel we will need the following well-known characterization
of Laplace transformable Banach space valued distributions by Schwartz. The
image of the Schwartz-Laplace transformable Banach-space valued distributions
is exactly the set of polynomially bounded analytic functions defined on some
right half-plane. For details see [25].

We are now in a position to generalize the dynamical system (4). Let u
be a U-valued Schwartz-Laplace transformable distribution. By Definition 3.1,
Lemma 3.2 and Remark 3 we see that for an integrated resolvent linear system
a(s)xo+b(s)u(s) is analytic and polynomially bounded on a right half-plane and
therefore the Schwartz-Laplace transform of some X’-valued Schwartz-Laplace
transformable distribution. Similar arguments apply to ¢(s)zo + 0(s)@(s). This
leads to the following definition.

Definition 3.3. The state x and output y of an integrated resolvent linear
system corresponding to the initial state xg € X and the input u (a U-valued
Schwartz-Laplace transformable distribution) are defined through their Schwartz-
Laplace transforms as

Z(s) == a(s)xg + b(s)u(s), Y(s):=c(s)zo + 0(s)u(s). (12)
We now define a slightly more general class of systems.

Definition 3.4. A distributional resolvent linear system is a resolvent linear
system with the additional propery that there exist constants o, 3,C > 0 and
n € N such that

Ap:={s€C:Res>p3, |Ims| <e*®*}CA (13)

and
la(s)| < C(1+|s)™ V s€Ag. (14)

A region Ag as above is called an exponential region. The Laplace transform
can be defined in such a way that the image of the Laplace transformable distri-
butions are exactly those functions that are analytic and polynomially bounded
on an exponential region (see Kunstmann [11]). Using this characterization an
analogue of definition 3.3 gives the state and output for an initial state and a
Kunstmann-Laplace transformable distributional input.

Definition 3.5. The state x and output y of a distributional resolvent lin-
ear system corresponding to the initial state xg € X and the input u (a U-
valued Kunstmann-Laplace transformable distribution) are defined through their
Kunstmann-Laplace transforms as

Z(s) == a(s)xg + b(s)i(s), G(s) :=c(s)zg + 0(s)u(s). (15)

The following remark is the analogue of remark 2 and justifies the word
‘distributional resolvent linear system’.



Remark 4. If a(s) = (s— A)~! for some closed operator A, then the boundeness
property in the definition of distributional resolvent linear system is equivalent
to the statement that A generates a distributional semigroup. Distributional
semigroups were introduced by Lions [17], the case of not necessarily densely
defined generators A is treated in Kunstmann [10] and Wang [30]. See Fattorini
[6] for further information.

We recall the concept of a system node. See Staffans [26, Section 4.7].

Definition 3.6. A system node is an operator node for which A is the generator
of a strongly continuous semigroup.

Remark 5. Our assumption on the pseudoresolvent is much weaker than as-
sumption (S1) of Salamon [24] (the system node assumption). Moreover, we
drop assumptions (S2-S4) of Salamon. Still we are able to define a state and
an output and as will be seen in Section 7 we can solve the linear quadratic
optimal control problem in this very general framework.

oN RLS

DRLS

IRLS

WPLS

Figure 1: A graphical representation of the different classes of sys-
tems. WPLS=Well-posed linear systems, SN=System nodes, IRLS= Inte-
grated resolvent linear systems, DRLS=Distributional resolvent linear systems,
ON=Operator nodes, RLS=Resolvent linear systems



4 Partial differential equations

In this section we illustrate how partial differential equations with boundary
control and observation fit into our framework. We emphasize that the exam-
ples in this section are certainly not the only ones that can be formulated in
our framework. As mentioned in the introduction, it is easy to see that all
examples studied in Lasiecka and Triggiani [12], [14], [15] can be formulated in
our framework. Therefore we concentrate here on examples not treated in [12],
[14], [15]. In particular we study the heat and wave equation with Dirichlet
boundary control and Neumann boundary observation.

In Section 4.1 we recall the concept of an abstract boundary control sys-
tems as studied in Salamon [24, Section 2.2] and show that in this setting our
wavefunctions and characteristic function are solution operators of certain el-
liptic problems. In Section 4.2 we review some results on elliptic differential
operators.

In Section 4.3 we study partial differential equations which are first order
in time (in particular the heat equation) and in Section 4.4 partial differential
equations which are second order in time (in particular the wave equation).

4.1 Abstract boundary control systems
We review the concept of an abstract boundary control system.

Definition 4.1. An abstract boundary control system on a quadruple of Banach
spaces (U, Z,X,)) where Z C X with a continuous and dense injection consists
of three operators: A € L(Z,X), ' € L(Z,U), K € L(Z,)) that satisfy: T is
onto, ker I is dense in X, there exists a pu € R such that ker uI — AnkerI" = {0}
and pl — A is onto.

Let A be the restriction of A to kerI', let C' be the restriction of K to ker T,
and given u € U, choose z € Z such that 'z = v and define

Bu= Az — Az, (p) = Kz — C(ul — A)~(ua — Az).

(note that the A in the definition of B and 9 above is the extension to an operator
in £(X,X_1) as studied in Section 2 and that the definitions are independent of
the particular x that is chosen). Then it follows as in Salamon [24, Proposition
2.8] that A, B, C,9(p) determine an operator node (and hence a resolvent linear
system).

It is interesting to note (see Salamon [24, p 391]) that for u € p(A) the
operator b(u) is the solution operator for the abstract elliptic problem

(b—A)x =0, Tz=u, (16)

in the sense that for u € U the solution is given by x = b(u)u. Similarly, a(u)
is the solution operator of the abstract elliptic problem

(b—A)x=xz9, Tax=0, (17)



¢(p) is the solution operator of the abstract elliptic problem
(bL—ANx=x9, Tz=0 Kx=uy, (18)
and 0(u) is the solution operator of the abstract elliptic problem
(u—A)x=0, Te=u, Kzr=y. (19)

Since it is not always easy to see what the space Z should be, we will work with
the abstract elliptic problems (16-19) and not directly with abstract boundary
control systems.

With an abstract boundary control system the following dynamical system
is associated

z(t) = Ax(t), x(0) = =,
Fa(t) = u(t),
y(t) = Kx(t).

We refer to Salamon [24, Section 2.2] and Staffans [26, Section 5.2] for more on
abstract boundary control systems.

4.2 An elliptic differential operator

In this section we review some results from the literature on elliptic differential
operators. In this section 2 C R" is a bounded open domain whose boundary
0N is a compact orientable C°°-manifold. We denote the standard Sobolev
spaces by H*®(€2). The space of infinitely differentiable functions with compact
support in € is denoted by C3°(£2). The space H{(2) is the completion of
C§°() in the H*(2) norm.

An n-tuple of nonnegative integers a = (ayq, ..., ay) is called a multi-index.
We define
n
o™ o
(S a1 e (GO = ; « ==
¢*=( o || ;az, D B Bpan

We consider the differential operator L from H?™ () to L?(Q2) defined by
Ly = Z ae D%,
o <2m

with complex-valued coefficients a,, in C°°(€). The operator L is called strongly
elliptic if there exists a constant ¢ > 0 such that

Re (1) Y aa(€)C* > cl¢f™ £€Q,¢eR™
|a]=2m
The formal adjoint of L is the differential operator
rye= Y (1D @),

lal<2m



which is strongly elliptic if and only if L is.
A Dirichlet form is a sesquilinear form (linear in the first variable, conjugate-
linear in the second) d on H™(Q) defined by

d(p, ) = Z (DPp,a,0D79) 12(0)

lol;lo|<m

here a,, are complex-valued functions in C°°(Q). A Dirichlet form is called
strongly elliptic if

D ap(€)CPCT P €€, CeRY,

lol|o|=m

for some constant ¢ > 0. The adjoint of the Dirichlet form d is the Dirichlet
form d* defined by d*(v, ¢) = d(p, ). d is a Dirichlet form for the operator L
if

d(p, ) = (o, L) 12y for all p,¢ € C5°(Q).

Every differential operator as above has an associated Dirichlet form (this follows
from integration by parts), however different Dirichlet forms can correspond to
the same operator. This nonuniqueness will not be a problem for us. The
differential operator L is strongly elliptic if and only if every Dirichlet form for
L is strongly elliptic. If d = d*, then L = L* and if L = L* then we can choose
an associated Dirichlet form such that d = d*.

The above can be found in Folland [7]. See also Agmon [1], Friedman [8]
and Bers at al. [3].

4.3 First order equations

We consider the first order (in time) PDE with Dirichlet boundary control de-
scribed by the equations

N+ LaE) =0, £0t>0, (20)
Dix(6,t) = u;(&,t), £€09,6>0,j=0,...m—1, (21)

where Q@ C R™ is a bounded open domain whose boundary 0f2 is a compact
orientable C'*°-manifold, L is a strongly elliptic differential operator (as defined
in Section 4.2) and D, the normal derivative at 9 directed towards the exterior
of Q.

We would like to have the observation

y;(&,t) = Dix(&,t), £€€0Q,t>0,j=m,...2m— 1. (22)

This system can be written as an abstract boundary control system with the
operators
A=-L

10



Dpzlog Dy'z]oq
I'e = , Ko = :
D txlaq D2 afaq
However, the spaces U, Z, X, J on which these operators have the desired

properties are not obvious. To obtain these spaces we study the elliptic problems
(16)-(19) with the operators A, I', K as above.

4.3.1 The pseudoresolvent

We first study the partial differential equation (20) with zero Dirichlet boundary
conditions. This is a well-studied problem and we recall its solution. Define
Ap = —Lp on D(A) := H?™(Q) N HF* (). Tt follows as in Pazy [23, Section
7.2] that A generates an analytic semigroup on L?((2).

4.3.2 Some spaces

We introduce some spaces needed in the sequel. The Hilbert space Z"(Q2) for
r € R is defined as in [19, Section 2.6.3 p 170]. We need these spaces for
r € [-2m, 0]. The only properties of these spaces that we need are

20(Q) = LA(Q), L*Q) CE"(Q)
with a continuous injection for » < 0. Fix p € p(A) NR and define the space
Dj () for r € [0,2m] as in [19, Section 2.7.2 p 186]
D, () :={z e H"(Q): (L+p)z € Z"(Q)}

provided with the graph norm

g, 0 = e By + 1+ 1B
which makes D7, (©2) a Hilbert space. Note that for r € [0,2m] we have

Dy, () C L?(Q) with a continuous injection.

4.3.3 The incoming wave function

We study the incoming wave function. That is, we study the solution operator
of the elliptic problem

(L+pz=0 onQ,
F'c=u on 99,

where p € p(A) and L,T" as above.
Define for r € [0,2m)] the space

U =T Y2 (0Q).

It follows from [19, Theorem 7.4 p 188] that for all r € [0,2m] the map u — x
from U" to D} () is bounded. It follows that the map u — x from U" to
L?(Q) is bounded for all r € [0,2m]. Hence b(u) € LU, L*(Q)).

11



4.3.4 The outgoing wave function
We study the outgoing wave function. We consider the problem

(L+p)x =29 onf,
Te=0 on 09,
y= Kz on 09,

where u € p(A) and L, T, K are as above.
Define for r € [0,2m)] the space

yr — H;—TL:BIHr_m_j_l/Q.

It follows from [19, Theorem 7.4 p 188] that for all r € [0,2m] the map zy — x
from =772 (Q) to D7 () is bounded. It follows from [19, Theorem 7.3 p
187] that for all r € [0,2m] the operator K : D}, — )" is bounded. It follows

that the map zo — y from L?(Q) to V" is bounded for all r € [0,2m]. Hence
c(n) € L(L*(Q), 7).

4.3.5 The characteristic function

We study the characteristic function. In order to do so we consider the elliptic
problem

(L+px=0 onQ,
Tx=u on 09,
y=Kx on 09,
where € p(A) and L, I, K are as above.

It follows from Section 4.3.3 that for all » € [0,2m] the map u — = from

U to Dy, () is bounded. Combined with the result in Section 4.3.4 on the

operator K we obtain that for all r € [0,2m] the map u — y from U" to V" is
bounded.

4.3.6 First order equations: conclusion

The results in Sections 4.3.1 to 4.3.5 show that the PDE (20-22) can be formu-
lated as a distibutional resolvent linear system (even as a system node) on the
state space X = L2(f2) with possible choices of input and output spaces

Uur = H;‘n:—olHrfjfl/Q(aQ)’ yr — 1—[?;:—01I{rfmfjfl/27
for r € [0, 2m).

Remark 6. The state space L?(£2) seems to be the natural state space to consider
this problem on. The input and output spaces are also natural in the sense that
the decay in regularity is what one would expect.

In general, the above system will not be a well-posed linear system, nor is it
included in the class of ‘abstract parabolic systems’ as studied in Lasiecka and
Triggiani [14].

12



4.4 Second order equations

We consider the following second order (in time) PDE with Dirichlet boundary
control and boundary observation

0%z
Dla(&,t) = ui(€,t), £€0Qt>0,j=0,...m—1, (24)
y;(&,t) = Diz(&,t), €€0Q,t>0,j=m,...2m— 1. (25)

Here 2 C R”™ is a bounded open domain whose boundary 92 is a compact
orientable C*°-manifold and L = L* is a self-adjoint strongly elliptic differential
operator (see Section 4.2).

As in section 4.3 the differential operator, boundary control operator and
boundary observation operator are obvious:

A—{_OL é] I:=[ 0, K:=[K 0],

where I and K are as in Section 4.3. We use the theory of cosine functions and
that of elliptic problems to determine the spaces U, Z, X', )V on which these
operators have the desired properties.

4.4.1 The pseudoresolvent

We first study the operator A as defined in Section 4.3 further for the case
L = L* as considered here. It follows as in Fattorini [5, Section IV.8] that A
generates a cosine function on L?(§) (note that the arguments in [5] only make
use of the fact that d = d*). This implies that

i3]

with domain H?™(Q) N HF*(Q) x L?(Q) generates an exponentially bounded
integrated semigroup on L2(2) x L?(€2) (see Arendt et al. [2, Theorem 3.14.7]).
4.4.2 The incoming wave function

We see that the elliptic problem (16) is equivalent to
(L+p*z1 =0, Tay=u, xo=p,

so it follows as in Section 4.3.3 that the map u — x = [x1;23] is bounded
from U" to D, () x W for any Hilbert space W such that Dj , () C W

continuously for all 7 € [0,2m)] for u? € p(A). it follows that the map u +— z =
[x1; 2] is bounded from U” to L?(Q) x L?(Q) for all r € [0,2m] for u? € p(A).
Hence b(u) € LU™, L*(2) x L*()).

13



4.4.3 The outgoing wave function

We see that the elliptic problem (18) is equivalent to
(L+pP)aer = a9+ pat, @9 =pwr —af, Ta1=0, y=Kuz,

so it follows as in Section 4.3.4 that the map 2° = [2; 23]  y is bounded from
Er2m(Q) x E772m(Q) to Y7 for all r € [0,2m] for u? € p(A). Hence we obtain
that the map 2° = [29;29] — y is bounded from L?(Q2) x L?() to V" for all
r € [0,2m]. Hence ¢(u) € L(L*() x L*(Q),I").

4.4.4 The characteristic function

We see that the elliptic problem (19) is equivalent to
(L+p®z1 =0, x9=px;—2Y, Tory=u, y=Kur,

so it follows as in Section 4.3.5 that the map u +— ¥y is bounded from U" to V"
for all 7 € [0,2m] for u? € p(A). Hence d(u) € LU, Y7).

4.4.5 Second order equations: conclusion

The results in Sections 4.4.1 to 4.4.4 show that the PDE (23-25) can be for-
mulated as a distributional resolvent linear system on the state space X =
L2(Q2) x L*(Q) with possible choices of input and output spaces

ur = H?ZBlHr—j—l/Q(aQ)’ yr = H‘;';BlHT_m_j_l/27

for r € [0,2m)].

Remark 7. We comment on the choice of state space.

The natural norm for the uncontrolled system is the norm of H™(2) x L?(€2)
(this norm represents the energy in the system), however A does not generate
a strongly continuous semigroup on this space but only on HF*(Q) x L2(2). It
is easily seen that this choice of state space excludes Dirichlet control: for I' to
satisfy the conditions in Definition 4.1 one needs to take U = {0}.

The most popular choice for the state space for the system with Dirichlet
control seems to be L2(Q) x H™(Q). A does generate a strongly continuous
semigroup on this space and Dirichlet control gives no problem. However, now
observation gives a problem. We return to the situation of Section 4.4.3 with
m = 1. Take 29 = 0 and consider the mapping 29 — y. It follows from
[19, Theorem 7.5 p 190 and Theorem 9.4 p 41] that this maps H~/4(Q) onto
H'%(0Q). This shows that it does not map into H'/2(9Q) which equals )"
with r = 2. Hence for the choice of input space U2 we are forced to choose
an output space larger than the natural space M. This seems to indicate that
L?(Q) x H=™(Q) is not the proper state space.

Obviously, since our semigroup is not strongly continuous, the above system
is not a well-posed linear system.
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5 Discrete-time systems

The easiest way of studying resolvent linear systems is by considering related
discrete-time systems, which is the subject of this section.

5.1 General theory
We give some basic definitions and results on discrete-time systems.

Definition 5.1. A discrete-time system on a triple of Banach spaces (U, X,))
consists of four operators A € L(X), Be€ LU, X), C € L(X,Y), De LU,D).
For an input sequence u : N — U and an initial state 2° € X the state and
output are defined by

Tpy1 = Axy+ Bu,, x0=2a", (26)
Yn = C-Tn + Dun

A is called the main operator, B the control operator, C' the observation oper-
ator and D the feedthrough operator.

Definition 5.2. A discrete-time resolvent linear system on a triple of Banach
spaces (U, X,Y) consists of a nonempty open subset A of the complex plane,
an operator A € L(X), and three operator valued functions B,&,D satisfying
A C1/p(A)U{0} and for all a, 5 € A

B() — Bla) = (8- a)(I — BA) 1 AB(a),

e(8) - €(a) = (8 — a)C(a)A(I - BA),

D(8) - D(a) = (8 - a)C(B)B(a).

Remark 8. Obviously 9B, € and D can be extended to the whole of 1/p(A)U{0}
using the functional equations. From these functional equations it is also obvious
that a discrete-time resolvent linear system is completely determined by A and
the values of B,¢ and ® at a certain point. In the remainder it is sometimes
implicitely assumed that 9B, € and © have been extended to 1/p(A4) U {0}.

Definition 5.3. The Z-transform h of h: Z — 'H is defined as
h(z) == Z hy 2"

nez
for those z for which the sum converges absolutely. A sequence is called Z-
transformable if its Z-transform exists on some open disc centered at the origin.

Remark 9. An important and well-known propery of the Z-transform is that it
maps [2(N; H) one-to-one onto the Hardy space H?(D;H).

Remark 10. For a Z-transformable input sequence v : N — Uf and an initial
state 20 € X the functions (I — zA) 120 + B(2)a(z) and €(2)z° + D(2)a(2)
are the Z-transform of Z-transformable sequences x and y, respectively. The
sequence r is called the state and the sequence y the output of the discrete-time
resolvent linear system.
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Remark 11. For a discrete-time system we define the corresponding discrete-
time resolvent linear system by A := 1/p(A4) U {0}, B(z) := 2(I — zA)"'B,
€(2) :=C( —24)7"1, D(2) := D+ 2C(I — 2zA)"1 B. Conversely, for a discrete-
time resolvent linear system we define the corresponding discrete-time system
by B = 8B(0), C = €(0), D = D(0). It is easily seen that the notions of state
and output as introduced in Definition 5.1 and Remark 10 are consistent.

5.2 Quadratic optimization

We solve a quadratic optimization problem for discrete-time systems. This type
of problem has been studied for decades (see [16], [33]), but apparently not in
the generality we consider. Our approach is based on coercive forms as in Lions
[18, Chapter 1.1] and the set of stable input-output pairs as in Zwart [34] and
Curtain and Zwart [4, Exercise 6.34].

5.2.1 Bilinear forms

We study bilinear and quadratic forms on an inner product space H. We remind
the reader that a scalar valued function ¢ on H x H is called a bilinear form
if ¢(x,y) is linear in x for each y, while ¢(x,y) is linear in y for each x. A
bilinear form is called symmetric if ¢(z,y) = é(y,x). With ¢ we associate the
functional ¥ on H defined by v (z) := ¢(x,z). We remark that symmetry of ¢
is equivalent to ¥ being real-valued. We make the following assumptions.

A1l H is a Hilbert space,

A2 K is a nonempty closed convex subset of H,

A3 ¢ is a continuous symmetric bilinear form,

A4 there exists an € > 0 such that for all k € K we have (k) > ¢||k|*.

We note that a continuous bilinear form can be represented by an operator
T € L(H) in the sense that ¢(x,y) = (T'z,y). Such a bilinear form is symmetric
ift T =T

Lemma 5.4. Let H, K and ¢ be such that [A1-A)] are satisfied. Define the
affine set
K(ho):={h € H :h=ho+k for some k € K}.

Then there exists a unique hmin € K(ho) such that

Y (hmin) = her}lci(%o) Y(h).

Proof. We remark that

her}lcl(%(,) P(h) = irg)rclw(ho +k)= min W(ho — k).

The result then follows from Lions [18] Theorem 1.1 and Remark 1.1 by choosing
the function to minimize to be J(k) := ¥ (ho — k) — ¥ (hg), the quadratic form
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7 to be m = ¢ and the linear form L to be L(k) = ¢(k, ho). Lions assumes that
the Hilbert space is real but this is not used, the lemma holds for both complex
and real Hilbert spaces.

An alternative proof follows using a generalization of the orthogonal pro-
jection lemma (see e.g. Kreyszig [9, Theorem 3.3.1]). The proof in Kreyszig
can be generalized from the case of the inner product to a general continuous
symmetric bilinear form with the coercivity property [A4] in a straightforward
way. O

5.2.2 Quadratic optimization of discrete-time systems

We apply the previous result on optimization of quadratic forms to a control
problem. We will first analyze a certain set associated with the system. For a
discrete-time system consider the set of stable input-output pairs

V(o) i= H . } € [ gzgg’)g } . y satisfies (26)}. 27)

Note that this set may be empty.

Definition 5.5. We say that a system satisfies the finite cost condition if for
every xg € X the set V(xg) is nonempty.

We prove that for a system that satisfies the finite cost condition the set
V(0) is a closed linear subspace of [2(N;U x )). The output for u € V(0) is
given by

n—1
Yp = Z CA*Bu,_j_1 + Du,,. (28)
k=0
From this it is easily seen that V(0) is a linear space. We now prove that 1V(0)
is closed. Let u™ be a sequence in I2(N;U/) with corresponding outputs y™ and
assume that there exist u € [?(N;U) and y € [?(N;)Y) such that «™ — u in
I(N;U) and y™ — y in [?(N; V). Then u™ — u,, in U and by (28) we have

n—1 n—1

yr =Y CA*Bu? , y + Dul' = CA"Buy__1 + Du,,
k=0 k=0

since we also have y* — vy, in ) we obtain that y is the output corresponding
to u. This shows that V(0) is closed. We note that if (u!,y'), (u?,4?) € V(z0),
then (u' —u?,y' —y?) € V(0). So V(x) is a translation of the closed subspace
V(0) just like in Section 5.2.1 K(hg) is a translation of the closed subspace K.

We now assume that & and ) are Hilbert spaces and define H := I2(N;Ux))),
K :=V(0). Then for a discrete-time system that satisfies the finite cost condition
[A1-A2] are satisfied. So if ¢ is a continuous symmetric bilinear form on H :=
I2(N;U x ) satisfying the coercivity condition

3 >0 V(uy) €V(0) P y) > e (e + I9lEey) . (29)
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then an application of Lemma 5.4 shows that for every zy € X there exists an
unique input uj)" € I12(N;U) with output Ypo ! € 12(N;Y) such that

iy = min (),

where y is the output corresponding to initial state xg and input u and ¥ (u, y)
is defined to be oo if (u,y) ¢ V(zo).

Theorem 5.6. For a discrete-time system on (U, X,)) where U and Y are
Hilbert spaces and X is a Banach space for which the finite cost condition is
satisfied and a continuous symmetric bilinear form that satisfies the coercivity
condition (29), for every wg € X there exists a unique uUmin € *(N;U) with
output y™n € 12(N;)) such that

Y(u™, y™") = min(u, y).

Here 1) is the quadratic form associated with the given bilinear form and y is
the output for input u and initial state xg.

We remark that linear systems with a quadratic cost criterion such that the
Popov function is coercive as studied e.g. in Weiss and Weiss [32] are a special
case of Theorem 5.6.

5.2.3 A specific cost function

In this subsection we review some well-known results on the case where the
bilinear form is the inner product and the state space is a Hilbert space. See
Curtain and Zwart [4, Chapter 6]. For a discrete-time system for which the finite
cost condition is satisfied there exists a nonnegative operator @ € L(X') such
that the optimal cost is given by (Qxg, xo). We consider the optimal closed-loop
system

- K w12
(A+ BK,BW 1/2’[C+DK}’[ iy ]), (30)

where
W:=1+D*D+ B*QB, K :=-W }D*C+ B*QA).

We obtain the optimal closed-loop system from the system (A, B,C,D) by
choosing u := Kz + W~2r and considering r as the input of this new sys-
tem and the column vector [u;y] as the output. This amounts to closing the
loop by the optimal state feedback operator, considering the input and output
of the plant as the new output and prefiltering the new input. The characteristic
function of the system (30) is an element of H* of the unit disc. The operator
@ is the smallest bounded nonnegative solution of the Riccati equation

A*QA-Q+C*C = (C*D+A*QB)(I+D*D+B*QB) "} (B*QA+D*C). (31)
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6 The Cayley transform

In this section we show that there is a one-to-one relationship between the
class of resolvent linear systems and the class of discrete-time linear systems.
Moreover, we show that stable input-output pairs of discrete-time systems cor-
respond one-to-one to stable input-output pairs of distributional resolvent linear
systems.

We first define the Cayley transforms of a resolvent linear system. The
definition is inspired by and generalizes the one in Staffans [26, Section 12.3]
(see also Staffans and Weiss [27]). Note that in the literature usually the Cayley
transform with parameter o = 1 is used.

Definition 6.1. Let a« > 0. The Cayley transform with parameter o« of a
resolvent linear system with o« € A is the discrete-time system with generating
operators

Ag = —1 +2a a(a), By :=V2a b(a), (32)
Cq = V2a ¢(a), Dy :=0(a). (33)

Lemma 6.2. The Cayley transform with parameter o gives a one-to-one cor-
respondence between the set of resolvent linear systems with o« € A and the set
of discrete-time systems.

Proof. This follows from Lemma 2.4. O

Remark 12. The pseudoresolvent of a resolvent linear system is a resolvent if
and only if —1 is not in the point spectrum of the main operator of its Cayley
transform. A resolvent linear system is an operator node if and only if —1 is not
in the point spectrum and not in the residual spectrum of the main operator of
its Cayley transform.

We have the following relation between resolvent linear systems in continuous
and discrete-time.

Lemma 6.3. Let (a,b,c,0) be a resolvent linear system with o € A where
a > 0. Let (Ag, By, Cy, Dg) be its Cayley transform with parameter a as defined
in Definition 6.1 and let (A4, Bq,Cq,Dq) be the corresponding discrete-time
resolvent linear system as defined in Remark 11. Then

_1—|—z

c(s) = N

where z = (o — 8)/a+ s).

Ci(2), 0(s) =D4(z), VseA

Proof. This is a straightforward calculation. O

Lemma 6.3 indicates the importance of the Mobius map s — 2z = (a —
s)/(a+ s). We give some properties of this Mobius map. It is easy to see that
if & > 7 > 0 it maps the right half-plane C; bijectively onto the disc D® with
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center —r/(a +r) and radius o/(a + 7). Since o maps to zero we have 0 € D2
The mapping induces a unitary transformation between the Hardy space H? of
the right half-plane (CS' and the Hardy space H? of the unit disc by

tag)e) = 222 g (0152, 3

with its inverse given by

(7' ) = V2 (22). (35)

a+s a+s

Analogous to the discrete-time case for a distributional resolvent linear system
we define the set of stable input-output pairs

u L3R+ U .
V(xg) = {[ y } € { LQERJF;J]; ] : y satisfies (15)}.
Definition 6.4. We say that a distributional resolvent linear system satisfies

the finite cost condition if for every xg € X the set V(xo) is nonempty.

The following theorem shows that, for a suitably chosen parameter «, there
is a one-to-one relationship between the stable input-output pairs of a distribu-
tional resolvent linear system and those of its Cayley transform.

Theorem 6.5. Let (a,b,c,0) be a distributional resolvent linear system with o €
Ag where o > 0. Let (Aq, Ba,Cq, Dyg) be its Cayley transform with parameter
a. Then (u;y) € V(xo) if and only if (Hau; Hay) € Va(xo).

Proof. This follows from the definition of output of a distributional resolvent
linear system as given in (15), Lemma 6.3 and the definition of the output of a
discrete-time resolvent linear system as given in Remark 10. 0

Theorem 6.5 is the key to solving the quadratic optimal control problem
for distributional resolvent linear systems using the solution of the quadratic
optimal control problem for discrete-time systems.

7 Quadratic optimal control

From Theorems 5.6 and 6.5 and the fact that Hy is unitary we immediately
obtain the following existence and uniqueness result for the quadratic optimal
control problem for distributional resolvent linear systems under the finite cost
condition (see Definition 6.4).

Theorem 7.1. For a distributional resolvent linear system on (U, X,)) where
U and Y are Hilbert spaces and X is a Banach space for which the finite cost
condition is satisfied and a continuous symmetric bilinear form that satisfies the
coercivity condition

>0 Y(uy) €VO) w(wy) 2 e (lulamia + 3@
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for every xg € X there exists a unique Umin € Lz(R“‘;Z/{) with output Ymin €
L?(R*;Y) such that
w(uminv ymin) - muin w(u7 y)

Here 1 is the quadratic form associated with the given bilinear form and y is
the output for input u and initial state xg.

8 Feedback

In this section we study feedback for distributional resolvent linear systems. To
give some motivation for our definitions we first study the finite-dimensional
case.

Usually the loop in the system (2) is closed by defining

u(t) = Kx(t) + Fu(t) + r(t),

where r is an exogeneous input (which could be a disturbance or a reference
signal). The operator [K F] from X x U to U then describes the controller.
We can obtain a description of the closed-loop system if and only if I — F' is
invertible. The closed-loop dynamical system then is

i(t) A+B(I—-F)"'K B(I-F)! ()
u(t) | = (I-F)'K (I-F)1 [ ) } . (36)
y(t) C+D(I-F)"*K D(I-F)!

In frequency domain we obtain

Substituting from (4) we obtain
a(s) = K(sI — A) " wo + (K(sI — A)"' B+ F) a(s) + 7(s) (37)

and if I — F is invertible then I — K (sI — A)~!B — F is invertible with inverse
(I-F)'K(s—A+B(I—-F)'K)"'B(I - F)"' + (I — F)~'. We can then
solve (37) and obtain

a(s) = (I-K(sI—A) " 'B—F) 'K(sI-A)‘2g+(I-K(sI-A) "' B—F)'#(s)
Substituting this into (4) gives
i(s) = ((sI — Ayt + (sI —A)'B(I — K(sI — A) " 'B—F)"'K(sI — A)™) g
+(sI — A)"'B(I — K(sI — A)"'B — F)"'#(s),
g(s) = (C(sI —A) ' + (C(sI —A)'B+D)(I - K(sI — A)~'B—F)"'K(sI — A)~™") zg
+(C(sI —A)'B+D) (I — K(sI — A)"'B — F)~"#(s).
Thsi motivates the following definition for distributional resolvent linear systems

with € generalizing K (sI — A)~! and { generalizing K (s — A)~'B + F.
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Definition 8.1. An admissible state feedback pair for a distributional resolvent
linear system is a pair [8,f] : Ap — L(X x U,U) that satisfies

t(8) — t(a) = (a = B)t(a)a(p),
f(B) — §(@) = (o = B)E(B)b(ev),

and such that (I—§(s)) ™! exists and is polynomially bounded on some exponential
region.

The closed-loop system of a distributional resolvent linear system with an
admissible state feedback pair is the distributional resolvent linear system

a:=a+b(I—f)7'e, b"i=b(I—f)",

cCl — (I - f)ilE acl o (I - f)il
Tl e+o(I =)t | TlaI -t T
It can be easily checked that this is indeed a distributional resolvent linear
system.

9 Quadratic optimal control, feedback and Ric-
cati equations

In this section we study the optimal control problem for the cost function

/O(X> lu(t)I* + ly(®)]* dt (38)

in some more detail.
We first prove that the optimal control is given by an admissible state feed-
back.

Lemma 9.1. For a distributional resolvent linear system on a triple of Hilbert
spaces for which the finite cost condition is satisfied there exists an admissible
state feedback pair such that the optimal control u™™ for the cost function (38)
is given by 4™ (s) = (I —f(s)) " e(s)zg for s € Ap.

Proof. Cayley transform the distributional system with a parameter a@ € Ag.
The resulting discrete-time system has an optimal feedback operator K as given
in (30). Define £(a) := K/v/2a and f(a) := 0 This completely determines the
state feedback pair. The choice of f(a) = 0 amounts to choosing the prefilter
in discrete-time to be the identity. It follows from the remarks in subsection
5.2.3 that the transfer function of the corresponding closed-loop system is in
H> of the unit disc. From this it follows that (I — f(s))~! is in H> of the
right half-plane. This certainly implies that it is polynomially bounded on some
exponential region as desired for admissibility of the state feedback pair. That
(I —§(s))~te(s)xo is the Laplace transform of the optimal input follows from
the fact that the Mobius transform of the optimal input in continuous-time is
the optimal input in discrete-time as follows from Theorem 6.5. O
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Lemma 9.2. For a distributional resolvent linear system on a triple of Hilbert
spaces for which the finite cost condition is satisfied there exists a nonnegative
operator Q € L(X) such that the optimal cost for the cost function (38) is given
by (Qxo,xo). This Q satisfies the Riccati equation

—a(a)*Q — Qa(a) + 2aa(a)*Qa(a) + c(a) ()

= (c(a)"2(a) — Qb(a) + 20a(a) " Qb(w))
(I +0(a)*d(a) + 2ab(a)*Qb(a))™*
(d(a@)*e(a) = b(a)*Q + 2ab(a)"Qa(a)).
for all o € Ag.

Proof. Since the cost in continuous-time and discrete-time are equal, the ex-
istence of the operator @ follows from the corresponding discrete-time result.
The Riccati equation is just the discrete-time Riccati equation for the Cayley
transformed system. O

Remark 13. We note that the Riccati equation we obtain is nonstandard. Even
in the case of a well-posed linear system the operator (Q may not be the solution
of the standard continuous-time Riccati equation (see Weiss and Zwart [31]).
There has been some recent interest in non-standard Riccati equations as the
one above for well-posed linear systems (see [21], [22]).

9.1 Verification of the finite cost condition

In this section we comment on the verification of the finite cost condition (Def-
inition 6.4) for the cost (38). For many systems the finite cost condition has
been shown to hold. Well-known sufficient conditions for the finite cost con-
dition to hold are exponential stabilizability (sometimes referred to as uniform
stabilizability) and exact controllability. See [12], [14], [13] for examples of sys-
tems for which the finite cost condition has been shown to hold using either of
these methods. For the systems considered in Section 4 the question whether
the finite cost condition holds on the given spaces is an open problem that is
beyond the scope of this paper.

10 Conclusions

We have introduced a new class of infinite-dimensional linear systems which is
much larger than the most general abstract framework considered to date (the
class of well-posed linear systems due to Salamon [24]). It also includes all non-
well-posed systems studied in [12, 14, 15, 13] and systems that to our knowledge
have not been studied in the literature (for example the heat and wave equa-
tion with Dirichlet boundary control and Neumann boundary observation). We
have established a one-to-one correspondence between our class of systems and
discrete-time systems. This allowed us to give a simple proof of a very general
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existence and uniqueness result in quadratic optimal control. Our existence and
uniqueness result contains all existence and uniqueness results in quadratic op-
timal control available in the literature. We also studied feedback control and
Riccati equations. We believe that the methods and concepts introduced in this
article can be used to solve many other problems in systems theory as well. It
also poses new and interesting PDE problems involved in verifying the finite
cost condition.
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