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Chapter 1

INTRODUCTION

1. Definitions and Basic Concepts

1.1 Ordinary Differential Equation (ODE)
An equation involving the derivatives of an unknown function y of a

single variable x over an interval x ∈ (I). More clearly and precisely
speaking, a well defined ODE must the following features:

It can be written in the form:

F [x, y, y′, y′′, · · · , yn] = 0; (1.1)

where the mathematical expression on the right hand side contains
(1). variable x, (2). function y of x, and (3). some derivatives of y
with respect to x;

The values of variables x, y must be specified in a certain number
field, such as N , R, or C;

The variation region of variable x of Eq. must be specified, such as
x ∈ (I) = (a, b).

1.2 Solution
Any function y = f(x) which satisfies this equation over the interval

(I) is called a solution of the ODE. More clearly speaking, function ϕ(x)
is called a solution of the give EQ. (1.1), if the following requirements
are satisfies:

The function ϕ(x) is defined in the region x ∈ (I);

The function ϕ(x) is differentiable, hence, {ϕ′(x), · · · , ϕ(n)(x)} all
exit, in the region x ∈ (I);

1
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With the replacements of the variables y, y′, · · · , y(n) in 1.1 by the
functions ϕ(x), ϕ′(x), · · · , ϕ(n)(x), the EQ. (1.1) becomes an identity
over x ∈ (I). In other words, the right hand side of Eq. (1.1) becomes
to zero for all x ∈ (I).

For example, one can verify that y = e2x is a solution of the ODE

y′ = 2y, x ∈ (−∞,∞),

and y = sin(x2) is a solution of the ODE

xy′′ − y′ + 4x3y = 0, x ∈ (−∞,∞).

1.3 Order n of the DE
An ODE is said to be order n, if y(n) is the highest order derivative

occurring in the equation. The simplest first order ODE is y′ = g(x).
Note that the expression F on the right hand side of an n-th order

ODE: F [x, y, y′, . . . , y(n)] = 0 can be considered as a function of n + 2
variables (x, u0, u1, . . . , un). Namely, one may write

F (x, u0, u1, · · · , un) = 0.

Thus, the equations

xy′′ + y = x3, y′ + y2 = 0, y′′′ + 2y′ + y = 0

which are examples of ODE’s of second order, first order and third order
respectively, can be in the forms:

F (x, u0, u1, u2) = xu2 + u0 − x3,

F (x, u0, u1) = u1 + u20,

F (x, u0, u1, u2, u3) = u3 + 2u1 + u0.

respectively.

1.4 Linear Equation:
If the function F is linear in the variables u0, u1, . . . , un, which means

every term in F is proportional to u0, u1, . . . , un, the ODE is said to be
linear. If, in addition, F is homogeneous then the ODE is said to be
homogeneous. The first of the above examples above is linear are linear,
the second is non-linear and the third is linear and homogeneous. The
general n-th order linear ODE can be written

an(x)
dny
dxn + an−1(x)

dn−1y
dxn−1 + · · ·+ a1(x)

dy
dx

+a0(x)y = b(x).
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1.5 Homogeneous Linear Equation:
The linear DE is homogeneous, if and only if b(x) ≡ 0. Linear homo-

geneous equations have the important property that linear combinations
of solutions are also solutions. In other words, if y1, y2, . . . , ym are solu-
tions and c1, c2, . . . , cm are constants then

c1y1 + c2y2 + · · ·+ cmym

is also a solution.

1.6 Partial Differential Equation (PDE)
An equation involving the partial derivatives of a function of more

than one variable is called PED. The concepts of linearity and homo-
geneity can be extended to PDE’s. The general second order linear PDE
in two variables x, y is

a(x, y)∂
2u

∂x2 + b(x, y) ∂2u
∂x∂y + c(x, y)∂

2u
∂y2

+ d(x, y)∂u∂x

+e(x, y)∂u∂y + f(x, y)u = g(x, y).

Laplace’s equation
∂2u

∂x2
+

∂2u

∂y2
= 0

is a linear, homogeneous PDE of order 2. The functions u = log(x2+y2),
u = xy, u = x2−y2 are examples of solutions of Laplace’s equation. We
will not study PDE’s systematically in this course.

1.7 General Solution of a Linear Differential
Equation

It represents the set of all solutions, i.e., the set of all functions which
satisfy the equation in the interval (I).

For example, given the differential equation

y′ = 3x2.

Its general solution is
y = x3 + C

where C is an arbitrary constant. To select a specific solution, one
needs to determine the constant C with some additional conditions.
For instance, the constant C can be determined by the value of y at
x = 0. This condition is called the initial condition, which completely
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determines the solution. More generally, it will be shown in the future
that given a, b there is a unique solution y of the differential equation
with the initial condition y(a) = b. Geometrically, this means that the
one-parameter family of curves y = x2 +C do not intersect one another
and they fill up the plane R2.

1.8 A System of ODE’s
The normal form of system of ODE’s is

y′1 = G1(x, y1, y2, . . . , yn)
y′2 = G2(x, y1, y2, . . . , yn)
...
y′n = Gn(x, y1, y2, . . . , yn).

The number of the equations is called the order of such system. An n-th
order ODE of the form y(n) = G(x, y, y′, . . . , yn−1) can be transformed
in the form of the n-th order system of DE’s. If we introduce dependant
variables

y1 = y, y2 = y′, . . . , yn = yn−1

we obtain the equivalent system of first order equations

y′1 = y2,
y′2 = y3,
...
y′n = G(x, y1, y2, . . . , yn).

For example, the ODE y′′ = y is equivalent to the system

y′1 = y2,
y′2 = y1.

In this way the study of n-th order equations can be reduced to the
study of systems of n first order equations, or say,n-th order of system of
ODE’s. Systems of equations arise in the study of the motion of particles.
For example, if P (x, y) is the position of a particle of mass m at time t,
moving in a plane under the action of the force field (f(x, y), g(x, y), we
have

md2x
dt2

= f(x, y),

md2y
dt2

= g(x, y).

This is a system of two second order Eq’s, it can be easily transformed
into a normal form of 4-th order system of ODE’s, by introducing the
new unknown functions: x1 = x, x2 = x′ and y1 = y, y2 = y′.
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The general first order ODE in normal form is

y′ = F (x, y).

If F and ∂F
∂y are continuous one can show that, given a, b, there is a

unique solution with y(a) = b. Describing this solution is not an easy
task and there are a variety of ways to do this. The dependence of the
solution on initial conditions is also an important question as the initial
values may be only known approximately.

The non-linear ODE yy′ = 4x is not in normal form but can be
brought to normal form

y′ =
4x

y
.

by dividing both sides by y.

2. The Approaches of Finding Solutions of ODE

2.1 Analytical Approaches
Analytical solution methods: finding the exact form of solutions;

Geometrical methods: finding the qualitative behavior of solutions;

Asymptotic methods: finding the asymptotic form of the solution,
which gives good approximation of the exact solution.

2.2 Numerical Approaches
Numerical algorithms — numerical methods;

Symbolic manipulators — Maple, MATHEMATICA, MacSyma.

This course mainly discuss the analytical approaches and mainly on
analytical solution methods.





Chapter 2

FIRST ORDER DIFFERENTIAL EQUATIONS

In this chapter we are going to treat linear and separable first order
ODE’s.

1. Linear Equation
The general first order ODE has the form F (x, y, y′) = 0 where y =

y(x). If it is linear it can be written in the form

a0(x)y
′ + a1(x)y = b(x)

where a0(x), a(x), b(x) are continuous functions of x on some interval
(I).

To bring it to normal form y′ = f(x, y) we have to divide both sides of
the equation by a0(x). This is possible only for those x where a0(x) ̸= 0.
After possibly shrinking (I) we assume that a0(x) ̸= 0 on (I). So our
equation has the form (standard form)

y′ + p(x)y = q(x)

with

p(x) = a1(x)/a0(x), q(x) = b(x)/a0(x),

both continuous on (I). Solving for y′ we get the normal form for a
linear first order ODE, namely

y′ = q(x)− p(x)y.

7
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1.1 Linear homogeneous equation
Let us first consider the simple case: q(x) = 0, namely,

dy

dx
+ p(x)y = 0. (2.1)

To find the solutions, we proceed in the following three steps:

Assume that the solution exists and in the form y = y(x);

Find the necessary form of the function y(x). In doing so, by the
definition of the solution, one substitute the function y(x) in the Eq.,
and try to transform the EQ. in such a way that its LHS of EQ. is a
complete differentiation d

dx [.....], while its RHS is a known function.

Verify y(x) is indeed a solution.

In the step #2, with the chain law of derivative, one may transform Eq.
(2.1) into the following form:

y′(x)

y
=

d

dx
ln |y(x)| = −p(x).

Its LHS is now changed a complete differentiation with respect to x,
while its RHS is a known function. By integrating both sides, we derive

ln |y(x)| = −
∫

p(x)dx+ C,

or
y = ±C1e

−
∫

p(x)dx,

where C, as well as C1 = eC > 0, is arbitrary constant. As C=0, y(x) = 0
is a trivial solution, we derive the necessary form of solution:

y = Ae−
∫

p(x)dx. (2.2)

As the final step of derivation, one can verify the function (2.2) is indeed
a solution for any value of constant A. In summary, we deduce that (2.2)
is the form of solution, that contains all possible solution. Hence, one
can call (2.2) as the general solution of Eq. (2.1).

1.2 Linear inhomogeneous equation
We now consider the general case:

dy

dx
+ p(x)y = q(x).
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We still proceed in the three steps as we did in the previous subsection.
However, now in the step #2 one cannot directly transform the LHS of
Eq. in the complete differential form as we did for the case of homoge-
neous Eq. For this purpose, we multiply the both sides of our differential
equation with a factor µ(x) ̸= 0. Then our equation is equivalent (has
the same solutions) to the equation

µ(x)y′(x) + µ(x)p(x)y(x) = µ(x)q(x).

We wish that with a properly chosen function µ(x),

µ(x)y′(x) + µ(x)p(x)y(x) =
d

dx
[µ(x)y(x)].

For this purpose, the function µ(x) must has the property

µ′(x) = p(x)µ(x), (2.3)

and µ(x) ̸= 0 for all x. By solving the linear homogeneous equation
(2.3), one obtain

µ(x) = e
∫

p(x)dx. (2.4)

With this function, which is called an integrating factor, our equation
is now transformed into the form that we wanted:

d

dx
[µ(x)y(x)] = µ(x)q(x), (2.5)

Integrating both sides, we get

µ(x)y =

∫
µ(x)q(x)dx+ C

with C an arbitrary constant. Solving for y, we get

y =
1

µ(x)

∫
µ(x)q(x)dx+

C

µ(x)
= yP (x) + yH(x) (2.6)

as the general solution for the general linear first order ODE

y′ + p(x)y = q(x).

In solution (2.6):

the first part, yP (x): a particular solution of the inhomogeneous
equation,
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the second part, yH(x): the general solution of the associate
homogeneous equation.

Note that for any pair of scalars a, b with a in (I), there is a unique
scalar C such that y(a) = b. Geometrically, this means that the solution
curves y = ϕ(x) are a family of non-intersecting curves which fill the
region I ×R.

Example 1: y′ + xy = x. This is a linear first order ODE in standard
form with p(x) = q(x) = x. The integrating factor is

µ(x) = e
∫

xdx = ex
2/2.

Hence, after multiplying both sides of our differential equation, we get

d

dx
(ex

2/2y) = xex
2/2

which, after integrating both sides, yields

ex
2/2y =

∫
xex

2/2dx+ C = ex
2/2 + C.

Hence the general solution is y = 1 + Ce−x2/2.

The solution satisfying the initial condition: y(0) = 1:

y = 1, (C = 0);

and

the solution satisfying I.C., y(0) = a:

y = 1 + (a− 1)e−x2/2, (C = a− 1).

Example 2: xy′ − 2y = x3 sinx,
(x > 0). We bring this linear first order equation to standard form by
dividing by x. We get

y′ − 2

x
y = x2 sinx.

The integrating factor is

µ(x) = e
∫

−2dx/x = e−2 lnx = 1/x2.

After multiplying our DE in standard form by 1/x2 and simplifying, we
get

d

dx
(y/x2) = sinx
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from which y/x2 = − cosx+ C, and

y = −x2 cosx+ Cx2. (2.7)

Note that (2.7) is a family of solutions to the DE

xy′ − 2y = x3 sinx.

To determine a special solution, one needs to impose an IC. For this
problem, let us exam the following IC’s:

1 For given IC: y(0) = 0, from the general solution (2.7) we derive that

0 = y(0) = 0 + c ∗ 0 = 0.

So that, the IC is satisfied for any constant C. The problem has
infinitely many solutions.

2 For given IC: y(0) = b ̸= 0, from the general solution (2.7) we derive
that

b = y(0) = 0 + c ∗ 0 = 0.

So that, the IC cannot be satisfied with any constant C. The problem
has no solution.

3 For given IC: y(a) = b where a ̸= 0 and b is any number, from the
general solution (2.7) we derive that

b = y(0) = −a2 cos a+ c ∗ a2 = a2(C − cos a),

so that, C = cos a+ b/a2 is uniquely determined. The problem has a
unique solution.

This example displays a complicated situation, when the IC is imposed
at x = 0. Why does this happen? The simple explanation to such
abnormality is that because x = 0 is a singular point, where p(0) = ∞.
Such an abnormal situation will be discussed more deeply in the future.

2. Nonlinear Equations (I)

2.1 Separable Equations.
The first order ODE y′ = f(x, y) is said to be separable if f(x, y) can

be expressed as a product of a function of x times a function of y. The
DE then has the form:

y′ = g(x)h(y), x ∈ (I).



12 ORDINARY DIFFERENTIAL EQUATIONS FOR ENGINEERS

We apply the procedure of three steps for the solutions as before. Assume
that the solution y = y(x) exists, and h(y) ̸= 0 as x ∈ (I). Then by
dividing both sides by h[y(x)], it becomes

y′(x)

h[y(x)]
= g(x). (2.8)

Of course this is not valid for those solutions y = y(x) at the points
where h[y(x)] = 0. Furthermore, we assume that the LHS can be written
in the form of complete differentiation: d

dxH[y(x)], where H[y(x)] is a
composite function of x to be determined. Once we find the function
H(y), we may write

H[y(x)] =

∫
y′(x)

h[y(x)]
dx =

∫
g(x)dx+ C.

However, by chain rule we have

d

dx
H[y(x)] = H ′(y)y′(x).

By comparing the above with the LHS of (3.33), it follows that

H ′(y) =
1

h(y)
.

Thus, we derive that

H(y) =

∫
dy

h(y)
=

∫
g(x)dx+ C, (2.9)

This gives the implicit form of the solution. It determines the value of y
implicitly in terms of x. The function given in (2.9) can be easily verified
as indeed a solution. Note that with the assumption h(y) ̸= 0 at the
beginning of the derivation, some solution may be excluded in (2.9). As
a matter of fact, one can verify that the Eq. may allow the constant
solutions,

y = y∗, (2.10)

as h(y∗) = 0.

Example 1: y′ = x−5
y2

.

To solve it using the above method we multiply both sides of the
equation by y2 to get

y2y′ = (x− 5).



FIRST ORDER DIFFERENTIAL EQUATIONS 13

Integrating both sides we get y3/3 = x2/2− 5x+ C. Hence,

y =
[
3x2/2− 15x+ C1

]1/3
.

Example 2: y′ = y−1
x+3 (x > −3). By inspection, y = 1 is a solution.

Dividing both sides of the given DE by y − 1 we get

y′

y − 1
=

1

x+ 3
.

This will be possible for those x where y(x) ̸= 1. Integrating both sides
we get ∫

y′

y − 1
dx =

∫
dx

x+ 3
+ C1,

from which we get ln |y− 1| = ln(x+3)+C1. Thus |y− 1| = eC1(x+3)
from which y − 1 = ±eC1(x+ 3). If we let C = ±eC1 , we get

y = 1 + C(x+ 3)

. Since y = 1 was found to be a solution by inspection the general
solution is

y = 1 + C(x+ 3),

where C can be any scalar. For any (a, b) with a ̸= −3, there is only one
member of this family which passes through (a, b).

However, it is seen that there is a family of lines passing through
(−3, 1), while no solution line passing through (−3, b) with b ̸= 1). Here,
x = −3 is a singular point.

Example 3: y′ = y cosx
1+2y2

. Transforming in the standard form then

integrating both sides we get∫
(1 + 2y2)

y
dy =

∫
cosxdx+ C,

from which we get a family of the solutions:

ln |y|+ y2 = sinx+ C,

where C is an arbitrary constant. However, this is not the general solu-
tion of the equation, as it does not contains, for instance, the solution:
y = 0. With I.C.: y(0)=1, we get C = 1, hence, the solution:

ln |y|+ y2 = sinx+ 1.
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2.2 Logistic Equation

y′ = ay(b− y),

where a, b > 0 are fixed constants. This equation arises in the study
of the growth of certain populations. Since the right-hand side of the
equation is zero for y = 0 and y = b, the given DE has y = 0 and y = b
as solutions. More generally, if y′ = f(t, y) and f(t, c) = 0 for all t in
some interval (I), the constant function y = c on (I) is a solution of
y′ = f(t, y) since y′ = 0 for a constant function y.

To solve the logistic equation, we write it in the form

y′

y(b− y)
= a.

Integrating both sides with respect to t we get∫
y′dt

y(b− y)
= at+ C

which can, since y′dt = dy, be written as∫
dy

y(b− y)
= at+ C.

Since, by partial fractions,

1

y(b− y)
=

1

b
(
1

y
+

1

b− y
)

we obtain
1

b
(ln |y| − ln |b− y|) = at+ C.

Multiplying both sides by b and exponentiating both sides to the base
e, we get

|y|
|b− y|

= ebCeabt = C1e
abt,

where the arbitrary constant C1 = ebC > 0 can be determined by the
initial condition (IC): y(0) = y0 as

C1 =
|y0|

|b− y0|
.

Two cases need to be discussed separately.
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Case (I), y0 < b: one has C1 = | y0
b−y0

| = y0
b−y0

> 0. So that,

|y|
|b− y|

=

(
y0

b− y0

)
eabt > 0, (t ∈ (I)).

From the above we derive

y/(b− y) = C1e
abt,

y = (b− y)C1e
abt.

This gives

y =
bC1e

abt

1 + C1eabt
=

b
(

y0
b−y0

)
eabt

1 +
(

y0
b−y0

)
eabt

.

It shows that if y0 = 0, one has the solution y(t) = 0. However, if
0 < y0 < b, one has the solution 0 < y(t) < b, and as t → ∞, y(t) → b.

Case (II), y0 > b: one has C1 = | y0
b−y0

| = − y0
b−y0

> 0. So that,∣∣∣∣ y

b− y

∣∣∣∣ = (
y0

y0 − b

)
eabt > 0, (t ∈ (I)).

From the above we derive

y/(y − b) =

(
y0

y0 − b

)
eabt,

y = (y − b)

(
y0

y0 − b

)
eabt.

This gives

y =
b
(

y0
y0−b

)
eabt(

y0
y0−b

)
eabt − 1

.

It shows that if y0 > b, one has the solution y(t) > b, and as t → ∞,
y(t) → b.

It is derived that

y(t) = 0 is an unstable equilibrium state of the system;

y(t) = b is a stable equilibrium state of the system.
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2.3 Fundamental Existence and Uniqueness
Theorem

If the function f(x, y) together with its partial derivative with respect
to y are continuous on the rectangle

(R) : |x− x0| ≤ a, |y − y0| ≤ b

there is a unique solution to the initial value problem

y′ = f(x, y), y(x0) = y0

defined on the interval |x− x0| < h where

h = min(a, b/M), M = max |f(x, y)|, (x, y) ∈ (R).

Note that this theorem indicates that a solution may not be defined
for all x in the interval |x− x0| ≤ a. For example, the function

y =
bCeabx

1 + Ceabx

is solution to y′ = ay(b − y) but not defined when 1 + Ceabx = 0 even
though f(x, y) = ay(b− y) satisfies the conditions of the theorem for all
x, y.

The next example show why the condition on the partial derivative
in the above theorem is important sufficient condition.

Consider the differential equation y′ = y1/3. Again y = 0 is a solution.
Separating variables and integrating, we get∫

dy

y1/3
= x+ C1

which yields

y2/3 = 2x/3 + C

and hence

y = ±(2x/3 + C)3/2.

Taking C = 0, we get the solution

y = ±(2x/3)3/2, (x ≥ 0)

which along with the solution y = 0 satisfies y(0) = 0. Even more,
Taking C = −(2x0/3)

3/2, we get the solution:
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y =

{
0 (0 ≤ x ≤ x0)

±[2(x− x0)/3]
3/2, (x ≥ x0)

which also satisfies y(0) = 0. So the initial value problem

y′ = y1/3, y(0) = 0

does not have a unique solution. The reason this is so is due to the fact
that

∂f

∂y
(x, y) =

1

3y2/3

is not continuous when y = 0.

Many differential equations become linear or separable after a change
of variable. We now give two examples of this.

2.4 Bernoulli Equation:

y′ = p(x)y + q(x)yn (n ̸= 1).

Note that y = 0 is a solution. To solve this equation, we set

u = yα,

where α is to be determined. Then, we have

u′ = αyα−1y′,

hence, our differential equation becomes

u′/α = p(x)u+ q(x)yα+n−1. (2.11)

Now set
α = 1− n,

Thus, (2.11) is reduced to

u′/α = p(x)u+ q(x), (2.12)

which is linear. We know how to solve this for u from which we get solve

u = y1−n

to get

y = u1/(1−n). (2.13)
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2.5 Homogeneous Equation:

y′ = F (y/x).

To solve this we let
u = y/x,

so that
y = xu, and y′ = u+ xu′.

Substituting for y, y′ in our DE gives

u+ xu′ = F (u)

which is a separable equation. Solving this for u gives y via y = xu.

Note that
u ≡ a

is a solution of
xu′ = F (u)− u

whenever F (a) = a and that this gives

y = ax

as a solution of
y′ = f(y/x).

Example. y′ = (x− y)/x+ y. This is a homogeneous equation since

x− y

x+ y
=

1− y/x

1 + y/x
.

Setting u = y/x, our DE becomes

xu′ + u =
1− u

1 + u

so that

xu′ =
1− u

1 + u
− u =

1− 2u− u2

1 + u
.

Note that the right-hand side is zero if u = −1±
√
2. Separating variables

and integrating with respect to x, we get∫
(1 + u)du

1− 2u− u2
= ln |x|+ C1
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which in turn gives

(−1/2) ln |1− 2u− u2| = ln |x|+ C1.

Exponentiating, we get

1√
|1− 2u− u2|

= eC1 |x|.

Squaring both sides and taking reciprocals, we get

u2 + 2u− 1 = C/x2

with C = ±1/e2C1 . This equation can be solved for u using the quadratic
formula. If x0, y0 are given with

x0 ̸= 0, and u0 = y0/x0 ̸= −1

there is, by the fundamental, existence and uniqueness theorem, a unique
solution with I.C.

y(x0) = y0.

For example, if x0 = 1, y0 = 2, we have, u(x0) = 2, so, C = 7 and
hence

u2 + 2u− 1 = 7/x2

Solving for u, we get

u = −1 +
√
2 + 7/x2

where the positive sign in the quadratic formula was chosen to make
u = 2, x = 1 a solution. Hence

y = −x+ x
√
2 + 7/x2 = −x+

√
2x2 + 7

is the solution to the initial value problem

y′ =
x− y

x+ y
, y(1) = 2

for x > 0 and one can easily check that it is a solution for all x. Moreover,
using the fundamental uniqueness theorem, it can be shown that
it is the only solution defined for all x.
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3. Nonlinear Equations (II)— Exact Equation
and Integrating Factor

3.1 Exact Equations.
By a region of the (x, y)-plane we mean a connected open subset of

the plane. The differential equation

M(x, y) +N(x, y)
dy

dx
= 0

is said to be exact on a region (R) if there is a function F (x, y) defined
on (R) such that

∂F

∂x
= M(x, y);

∂F

∂y
= N(x, y)

In this case, if M,N are continuously differentiable on (R) we have

∂M

∂y
=

∂N

∂x
. (2.14)

Conversely, it can be shown that condition (2.14) is also sufficient for the
exactness of the given DE on (R) providing that (R) is simply connected,
.i.e., has no “holes”.

The exact equations are solvable. In fact, suppose y(x) is its solution.
Then one can write:

M [x, y(x)] +N [x, y(x)]
dy

dx
=

∂F

∂x
+

∂F

∂y

dy

dx

=
d

dx
F [x, y(x)] = 0.

It follows that
F [x, y(x)] = C,

where C is an arbitrary constant. This is an implicit form of the solution
y(x). Hence, the function F (x, y), if it is found, will give a family of the
solutions of the given DE.

The curves F (x, y) = C are called integral curves of the given DE.

Example 1. 2x2y dy
dx + 2xy2 + 1 = 0. Here

M = 2xy2 + 1, N = 2x2y

and R = R2, the whole (x, y)-plane. The equation is exact on R2 since
R2 is simply connected and

∂M

∂y
= 4xy =

∂N

∂x
.
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To find F we have to solve the partial differential equations

∂F

∂x
= 2xy2 + 1,

∂F

∂y
= 2x2y.

If we integrate the first equation with respect to x holding y fixed, we
get

F (x, y) = x2y2 + x+ ϕ(y).

Differentiating this equation with respect to y gives

∂F

∂y
= 2x2y + ϕ′(y) = 2x2y

using the second equation. Hence ϕ′(y) = 0 and ϕ(y) is a constant
function. The solutions of our DE in implicit form is

x2y2 + x = C.

Example 2. We have already solved the homogeneous DE

dy

dx
=

x− y

x+ y
.

This equation can be written in the form

y − x+ (x+ y)
dy

dx
= 0

which is an exact equation. In this case, the solution in implicit form is

x(y − x) + y(x+ y) = C,

i.e.,
y2 + 2xy − x2 = C.

4. Integrating Factors.
If the differential equation M +Ny′ = 0 is not exact it can sometimes

be made exact by multiplying it by a continuously differentiable function
µ(x, y). Such a function is called an integrating factor. An integrating
factor µ satisfies the PDE:

∂µM

∂y
=

∂µN

∂x
,

which can be written in the form(
∂M

∂y
− ∂N

∂x

)
µ = N

∂µ

∂x
−M

∂µ

∂y
.
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This equation can be simplified in special cases, two of which we treat
next.

µ is a function of x only. This happens if and only if

∂M
∂y − ∂N

∂x

N
= p(x)

is a function of x only in which case µ′ = p(x)µ.

µ is a function of y only. This happens if and only if

∂M
∂y − ∂N

∂x

M
= q(y)

is a function of y only in which case µ′ = −q(y)µ.

µ = P (x)Q(y) . This happens if and only if

∂M

∂y
− ∂N

∂x
= p(x)N − q(y)M, (2.15)

where

p(x) =
P ′(x)

P (x)
, q(y) =

Q′(y)

Q(y)
.

If the system really permits the functions p(x), q(y), such that (2.15)
hold, then we can derive

P (x) = ±e
∫

p(x)dx; Q(y) = ±e
∫

q(y)dy.

Example 1. 2x2 + y + (x2y − x)y′ = 0. Here

∂M
∂y − ∂N

∂x

N
=

2− 2xy

x2y − x
=

−2

x

so that there is an integrating factor µ(x) which is a function of x only,
and satisfies

µ′ = −2µ/x.

Hence µ = 1/x2 is an integrating factor and

2 + y/x2 + (y − 1/x)y′ = 0

is an exact equation whose general solution is

2x− y/x+ y2/2 = C



FIRST ORDER DIFFERENTIAL EQUATIONS 23

or
2x2 − y + xy2/2 = Cx.

Example 2. y + (2x− yey)y′ = 0. Here

∂M
∂y − ∂N

∂x

M
=

−1

y
,

so that there is an integrating factor which is a function of y only which
satisfies

µ′ = µ/y.

Hence y is an integrating factor and

y2 + (2xy − y2ey)y′ = 0

is an exact equation with general solution:

xy2 + (−y2 + 2y − 2)ey = C.

A word of caution is in order here. The solutions of the exact DE
obtained by multiplying by the integrating factor may have
solutions which are not solutions of the original DE. This is due
to the fact that µ may be zero and one will have to possibly exclude
those solutions where µ vanishes. However, this is not the case for the
above Example 2.





Chapter 3

N-TH ORDER DIFFERENTIAL EQUATIONS

1. Introduction
In this lecture we will state and sketch the proof of the fundamental

existence and uniqueness theorem for the n-th order DE

y(n) = f(x, y, y′, . . . , y(n−1)).

The starting point is to convert this DE into a system of first order DE’.
Let y1 = y, y2 = y′, . . . y(n−1) = yn. Then the above DE is equivalent to
the system

dy1
dx = y2
dy2
dx = y3

...
dyn
dx = f(x, y1, y2, . . . , yn).

(3.1)

More generally let us consider the system

dy1
dx = f1(x, y1, y2, . . . , yn)
dy2
dx = f2(x, y1, y2, . . . , yn)

...
dyn
dx = fn(x, y1, y2, . . . , yn).

(3.2)

If we let

Y = (y1, y2, . . . , yn),

F (x, Y ) =
{
f1(x, Y ), f2(x, Y ), . . . , fn(x, Y )

}

25
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and
dY

dx
=

(
dy1
dx

,
dy2
dx

, . . . ,
dyn
dx

)
,

the system becomes
dY

dx
= F (x, Y ).

2. (*)Fundamental Theorem of Existence and
Uniqueness

2.1 Theorem of Existence and Uniqueness (I)

If fi(x, y1, . . . , yn) and ∂fi
∂yj

are continuous on the n + 1-dimensional

box
R : |x− x0| < a, |yi − ci| < b, (1 ≤ i ≤ n)

for 1 ≤ i, j ≤ n with |fi(x, y)| ≤ M and∣∣∣∣ ∂fi∂y1

∣∣∣∣+ ∣∣∣∣ ∂fi∂y2

∣∣∣∣+ . . .

∣∣∣∣ ∂fi∂yn

∣∣∣∣ < L

on R for all i, the initial value problem

dY

dx
= F (x, Y ), Y (x0) = (c1, c2, . . . , cn)

has a unique solution on the interval:

|x− x0| ≤ h = min(a, b/M).

The proof is exactly the same as for the proof for n = 1. Since fi(x, y1, . . . , yn),
∂fi
∂yj

are continuous in the strip:

|x− x0| ≤ a,

we have an constant L such that

|f(x, Y )− f(x, Z)| ≤ L|Y − Z|.

The Picard iterations Yk(x) defined by

Y0(x) = Y0 = (c1, . . . , cn),

Yk+1(x) = Y0 +
∫ x
x0

F (t, Yk(t))dt,

converge to the unique solution Y and

|Y (x)− Yk(x)| ≤ (M/L)ehLhk+1/(k + 1)!.

As a corollary of the above theorem we get the following fundamental
theorem for n-th order DE’s.
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2.2 Theorem of Existence and Uniqueness (II)

If f(x, y1, . . . , yn) and
∂f
∂yj

are continuous on the box

R : |x− x0| ≤ a, |yi − ci| ≤ b (1 ≤ i ≤ n)

and |f(x, y1, . . . , yn)| ≤ M on R, then the initial value problem

y(n) = f(x, y, y′, . . . , y(n−1)),

with I.C’s:
y(i−1)(x0) = ci (1 ≤ i ≤ n)

has a unique solution on the interval:

|x− x0| ≤ h = max(a, b/M).

2.3 Theorem of Existence and Uniqueness (III)
If a0(x), a1(x), . . . , an(x) are continuous on an interval I and a0(x) ̸= 0

on I then, for any x0 ∈ I, that is not an endpoint of I, and any scalars
c1, c2, . . . , cn, the initial value problem

a0(x)y
(n) + a1(x)y

(n−1) + · · ·+ an(x)y = b(x),

with I.C.’s:
y(i−1)(x0) = ci (1 ≤ i ≤ n)

has a unique solution on the interval I.

In this case:

f1 = y2, f2 = y3, fn = p1(x)y1 + · · · pn(x)yn + q(x)

where
pi(x) = an−i(x)/a0(x),

and
q(x) = −b(x)/a0(x).

Hence, ∂f
∂yj

are continuous

3. Linear Equations
In this chapter, we are only concerned with linear equations.

3.1 Basic Concepts and General Properties
Let us now go to linear equations. The general form is

L(y) =

a0(x)y
(n) + a1(x)y

(n−1) + · · ·+ an(x)y = b(x). (3.3)

The function L is called a differential operator.



28 ORDINARY DIFFERENTIAL EQUATIONS FOR ENGINEERS

3.1.1 Linearity

The characteristic features of linear operator L is that

With any constants (C1, C2),

L(C1y1 + C2y2) = C1L(y1) + C2L(y2).

With any given functions of x, p1(x), p2(x), and the Linear operators,

L1(y) = a0(x)y
(n) + a1(x)y

(n−1) + · · ·+ an(x)y

L2(y) = b0(x)y
(n) + b1(x)y

(n−1) + · · ·+ bn(x)y,

the function

p1L1 + p2L2

defined by

(p1L1 + p2L2)(y) = p1(x)L1(y) + p2(x)L2(y)

=
[
p(x)a0(x) + p2(x)b0(x)

]
y(n) + · · ·

+ [p1(x)an(x) + p2(x)bn(x)] y

is again a linear differential operator.

Linear operators in general are subject to the distributive law:

L(L1 + L2) = LL1 + LL2,

(L1 + L2)L = L1L+ L2L.

Linear operators with constant coefficients are commutative:

L1L2 = L2L1.

Note: In general the linear operators with non-constant coeffi-
cients are not commutative: Namely,

L1L2 ̸= L2L1.

For instance, let L1 = a(x) d
dx , L2 =

d
dx .

L1L2 = a(x)
d2

dx2
̸= L2L1 =

d

dx

[
a(x)

d

dx

]
.
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3.1.2 Superposition of Solutions

The solutions the linear of equation (3.3) have the following properties:

For any two solutions y1, y2 of (3.3), namely,

L(y1) = b(x), L(y2) = b(x),

the difference (y1 − y2) is a solution of the associated homogeneous
equation

L(y) = 0.

For any pair of of solutions y1, y2 of the associated homogenous equa-
tion:

L(y1) = 0, L(y2) = 0,

the linear combination
(a1y1 + a2y2)

of solutions y1, y2 is again a solution of the homogenous equation:

L(y) = 0.

3.1.3 (∗) Kernel of Linear operator L(y)

The solution space of L(y) = 0 is also called the kernel of L and is
denoted by ker(L). It is a subspace of the vector space of real valued
functions on some interval I. If yp is a particular solution of

L(y) = b(x),

the general solution of
L(y) = b(x)

is
ker(L) + yp = {y + yp | L(y) = 0}.

3.2 New Notations
The differential operator

{L(y) = y′} =⇒ Dy.

The operator
L(y) = y′′ = D2y = D ◦Dy,

where ◦ denotes composition of functions. More generally, the operator

L(y) = y(n) = Dny.
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The identity operator I is defined by

I(y) = y = D0y.

By definition D0 = I. The general linear n-th order ODE can therefore
be written [

a0(x)D
n + a1(x)D

n−1 + · · ·+ an(x)I
]
(y) = b(x).

4. Basic Theory of Linear Differential
Equations

In this section we will develop the theory of linear differential equa-
tions. The starting point is the fundamental existence theorem for the
general n-th order ODE L(y) = b(x), where

L(y) = Dn + a1(x)D
n−1 + · · ·+ an(x).

We will also assume that a0(x) ̸= 0, a1(x), . . . , an(x), b(x) are continuous
functions on the interval I.
The fundamental theory says that for any x0 ∈ I, the initial value
problem

L(y) = b(x)

with the initial conditions:

y(x0) = d1, y
′(x0) = d2, . . . , y

(n−1)(x0) = dn

has a unique solution y = y(x) for any (d1, d2, . . . , dn) ∈ Rn.
From the above, one may deduce that the general solution of n-th

order linear equation contains n arbitrary constants. It can be also
deduced that the above solution can be expressed in the form:

y(x) = d1y1(x) + · · ·+ dnyn(x),

where the {yi(x)}, (i = 1, 2, · · · , n) is the set of the solutions for the IVP
with IC’s: {

y(i−1)(x0) = 1, i = 1, 2, · · ·n)
y(k−1)(x0) = 0, (k ̸= i, 1 ≤ k ≤ n).

In general, if the equation L(y) = 0 has a set of n solutions: {y1(x), · · · yn(x)}
of the equation, such that any solution y(x) of the equation can be ex-
pressed in the form:

y(x) = c1y1(x) + · · ·+ cnyn(x),

with a proper set of constants {c1, · · · , cn}, then the solutions {yi(x), i =
1, 2, · · · , n} is called a set of fundamental solutions of the equation.
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4.1 Basics of Linear Vector Space
4.1.1 Dimension and Basis of Vector Space, Fundamental

Set of Solutions of Eq.

We call the vector space being n-dimensional with the notation by
dim(V ) = n. This means that there exists a sequence of elements:
y1, y2, . . . , yn ∈ V such that every y ∈ V can be uniquely written in the
form

y = c1y1 + c2y2 + . . . cnyn

with c1, c2, . . . , cn ∈ R. Such a sequence of elements of a vector space
V is called a basis for V . In the context of DE’s it is also known as a
fundamental set.

The number of elements in a basis for V is called the dimension of V
and is denoted by dim(V ). For instance,

e1 = (1, 0, . . . , 0), e2 = (0, 1, . . . , 0), . . . ,
en = (0, 0, . . . , 1)

is the standard basis of geometric vector space Rn.
A set of vectors v1, v2, · · · , vn in a vector space V is said to span or

generate V if every v ∈ V can be written in the form

v = c1v1 + c2v2 + · · ·+ cnvn

with c1, c2, . . . , cn ∈ R. Obviously, not any set of n vectors can span
the vector space V . It will be seen that {v1, v2, · · · , vn} span the vector
space V , if and only if they are linear independent.

4.1.2 Linear Independency

Recall that, as it is learn in Calculus, a set of geometric vectors:
v1, v2, . . . , vn is said to be linearly independent if and only if

c1v1 + c2v2 + . . . cnvn = 0

implies that the scalars c1, c2, . . . , cn are all zero. The same concept
can be introduced for the space of functions. Namely, a set of func-
tions: v1(x), v2(x), . . . , vn(x) defined on the interval x ∈ (I) is said to be
linearly independent if and only if

c1v1(x) + c2v2(x) + . . . cnvn(x) = 0

for all x ∈ (I) implies that the scalars c1, c2, . . . , cn are all zero.
A basis can also be characterized as a linearly independent gener-

ating set since the uniqueness of representation is equivalent to linear
independence. More precisely,

c1v1 + c2v2 + · · ·+ cnvn = c′1v1 + c′2v2 + · · ·+ c′nvn
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implies
ci = c′i for all i,

if and only if v1, v2, . . . , vn are linearly independent.
To determine the linear independency of given set of functions {v1(x), v2(x), · · · , vn(x)},

one may use two methods. To demonstrate the idea, let us take n = 3.

Method (I): We pick three points (x1, x2, x3) ∈ (I). we may derive a
system linear equations:

c1v1(xi) + c2v2(xi) + c3v3(xi) = 0, (i = 1, 2, 3).

If (x1, x2, x3) are chosen properly, such that the determinant of the co-
efficients of above equations is

∆ =

∣∣∣∣∣∣
v1(x1) v2(x1) v3(x1)
v1(x2) v2(x2) v3(x2)
v1(x3) v2(x3) v3(x3)

∣∣∣∣∣∣ ̸= 0,

we derive c1 = c2 = c3 = 0. Hence, we may conclude that the set of
functions is linear independent.

Example 1. Given a set of functions:

cos(x), cos(2x), sin(3x).

Show that they are linearly independent. To prove their linear indepen-
dence, suppose that c1, c2, c3 are scalars such that

c1 cos(x) + c2 cos(2x) + c3 sin(3x) = 0 (3.4)

for all x. Then setting x = 0, π/2, π, we get

c1 + c2 = 0,
−c2 = 0,
−c1 + c2 − c3 = 0,

from which ∆ ̸= 0, hence c1 = c2 = c3 = 0. So that, this set of function
is (L.I.)

Example 2. Given a set of functions:

{v1 = x3, v2 = |x|3}, x ∈ (I) = (−∞,∞).

Show that they are linearly independent in (I). To show this, one may
set two points: {x = −1, 1} ∈ (I). It is then derived that

∆ =

∣∣∣∣ v1(x1) v2(x1)
v1(x2) v2(x2)

∣∣∣∣ = ∣∣∣∣ 1 −1
1 1

∣∣∣∣ = 2 ̸= 0.
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It is done.
A simple example of a set of linearly dependent functions is:

sin2(x), cos2(x), cos(2x), x ∈ (I).

since we have the identity

cos(2x) = cos2(x)− sin2(x),

which implies that

cos(2x) + sin2(x) + (−1) cos2(x) = 0,

for all x ∈ (I).

Method (II): We need to assume that the functions vi(x) are differen-
tiable up to (n − 1)-th order. From the formula (3.4), by making the
derivatives on both sides twice, one may derive:

c1v
(i)
1 (x) + c2v

(i)
2 (x) + c3v

(i)
3 (x) = 0, (i = 1, 2), (3.5)

for all x ∈ (I).
We choose one point x0 ∈ (I), and evaluate the formulas (3.4) and

(3.5) at x = x0. Thus, we may derive the following system linear equa-
tions:

c1v
(i)
1 (x0) + c2v

(i)
2 (x0) + c3v

(i)
3 (x0) = 0, (i = 0, 1, 2).

If x0 is chosen properly, such that the determinant of the coefficients of
above equations is

∆(x0) =

∣∣∣∣∣∣
v1(x0) v2(x0) v3(x0)
v′1(x0) v′2(x0) v′3(x0)
v′′1(x0) v′′2(x0) v′′3(x0)

∣∣∣∣∣∣ ̸= 0, (3.6)

we derive c1 = c2 = c3 = 0. Hence, we can conclude that the set of
functions is linearly independent.

Example 3. Given the set of functions: cos(x), cos(2x), cos(3x). Show
that they are L.I. by th2 method (II). We calculate

∆(x) =

∣∣∣∣∣∣
cos(x) cos(2x) cos(3x)
− sin(x) −2 sin(2x) −3 sin(3x)
− cos(x) −4 cos(2x) −9 cos(3x)

∣∣∣∣∣∣
and choose x = π/4. It is found that ∆(π/4)) = −8. However, we have
W (0) = 0. It is seen that one cannot conclude linear dependency
from the fact that ∆(x0) = 0 at a point x0.
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Note that the condition (3.6) is just a sufficient condition for linear
independency, but not a necessary condition. In other words, the con-
dition (3.6) is a necessary condition for linear dependency, but not a
sufficient condition. Hence, even though ∆(x) = 0 for all x ∈ (I), one
still cannot conclude that the set of functions are linearly dependent.

To demonstrate this more clearly, let us reconsider the example 2.
It is seen that the two functions are differentiable in the interval (I).
Hence, the method (II)is applicable. It is derived that

in the sub-interval x ≥ 0, one has v1(x) = x3, v2(x) = x3, so that,

∆(x) =

∣∣∣∣ x3 x3

3x2 3x2

∣∣∣∣ = 0;

in the sub-interval x < 0, one has v1(x) = x3, v2(x) = −x3

∆(x) =

∣∣∣∣ x3 −x3

3x2 −3x2

∣∣∣∣ = 0;

Therefore, we have ∆(x) = 0 in the whole interval (I). However, these
two function are linearly independent, not linearly dependent. The de-
terminant (3.6) is called the Wronskian of functions v1(x), v2(x), v3(x).

Example 4. Given the set of functions: {1, cos2 x, sin2 x}. One can
determine that these functions are linearly dependent, as 1 − cos2 x −
sin2 x = 0 for all x ∈ (−∞,∞). On the other hand, one can shown that
as the necessary condition, the wronskian of these functions is zero, for
all x ∈ (−∞,∞). Indeed, one can calculate that

∆(x) =

∣∣∣∣∣∣
1 cos2 x sin2 x
0 − sin(2x) − sin(2x)
0 −2 cos(2x) − cos(2x)

∣∣∣∣∣∣ = 0.

4.2 Wronskian of n-functions
4.2.1 Definition

If y1, y2, . . . , yn are n functions which have derivatives up to order
n− 1 then the Wronskian of these functions is the determinant

W = W (y1, y2, . . . , yn)

=

∣∣∣∣∣∣∣∣∣∣
y1 y2 . . . yn
y′1 y′2 . . . y′n
...

...
...

y
(n−1)
1 y

(n−1)
2 . . . y

(n−1)
n

∣∣∣∣∣∣∣∣∣∣
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As is shown for the case n = 3, we may conclude that if W (x0) ̸= 0
for some point x0, then y1, y2, . . . , yn are linearly independent.

Note: As we have seen for the case n = 3, one cannot conclude linear
dependence from the fact that W (x0) = 0 at a point x = x0.

However, it will be seen later that this is not the case if

y1, y2, . . . , yn

are solutions of an n-th order linear homogeneous ODE.

4.2.2 Theorem 1

The the Wronskian of n solutions of the n-th order linear ODE

L(y) = Dn + a1(x)D
n−1 + · · ·+ an(x) = 0,

is subject to the following first order ODE:

dW

dx
= −a1(x)W,

with solution

W (x) = W (x0)e
−
∫ x

x0
a1(t)dt

.

From the above it follows that the Wronskian of n solutions of the
n-th order linear ODE L(y) = 0 is either identically zero or vanishes
nowhere.

Proof: We prove this theorem for the case of the second order equation
only. Let

L(yi) = y′′i + a1(x)y
′
i + a2yi = 0, (i = 1, 2). (3.7)

Note that

dW

dx
=

d

dx

∣∣∣∣ y1, y2y′1, y
′
2

∣∣∣∣ = ∣∣∣∣ y′1, y′2y′1, y
′
2

∣∣∣∣+ ∣∣∣∣ y1, y2y′′1 , y
′′
2

∣∣∣∣
=

∣∣∣∣ y1, y2y′′1 , y
′′
2

∣∣∣∣
=

∣∣∣∣ y1, y2
−(a1y

′
1 + a2y1), −(a1y

′
2 + a2y2)

∣∣∣∣ .
This yields

W ′(x) = −a1(x)W (x), (3.8)
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so that,

W (x) = W (x0)e
−
∫ x

x0
a1(t)dt

.

Notes: It is deduced from the above result that the sign of Wronskian
W (x) given by a set of solutions of linear homogeneous Eq. is unchange-
able in the interval (I). Namely, for any given x0 ∈ (I),

if W (x0) = 0, then W (x) = 0 every where in (I);

if W (x0) > 0, then W (x) > 0 every where in (I);

if W (x0) < 0, then W (x) < 0 every where in (I).

In other words, if the sign of Wronskian W (x) given by a set of function
{y1, y2, · · · , yn} changes on the interval (I), then this set of functions
cannot be a set of solutions for any linear homogeneous Eq.

4.2.3 Theorem 2

If y1, y2, . . . , yn are solutions of the linear ODE L(y) = 0, the following
are equivalent:

1 y1, y2, . . . , yn is a set of fundamental solutions, or a basis for the vector
space V = ker(L);

2 y1, y2, . . . , yn are linearly independent;

3 (∗) y1, y2, . . . , yn span V ;

4 y1, y2, . . . , yn generate ker(L);

5 W (y1, y2, . . . , yn) ̸= 0 at some point x0;

6 W (y1, y2, . . . , yn) is never zero.

Proof. One may first show (2) → (6). It implies that ifW (y1, y2, . . . , yn) =
0 at some point x = x0, {y1, y2, . . . , yn}must be linearly dependent. This
can be done based on the theorem of existence and uniqueness of the
trivial solution y = ϕ(x) = 0 for the IVP imposed at x = x0. To prove
this, let us consider the solution

ϕ(x) = c1y1 + c2y2 + · · ·+ cnyn,

where {c1, c2, · · · , cn} are a certain set of constants to be determined.
We let the values of the function ϕ(x) and its derivatives ϕ(i)(x) up to
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n− 1-th order evaluated at the point x = x0 all equal to zero. Namely,
we set

ϕ(x0) = c1y1(x0) + · · ·+ cnyn(x0) = 0
ϕ′(x0) = c1y

′
1(x0) + · · ·+ cny

′
n(x0) = 0

...

ϕ(n−1)(x0) = c1y
(n−1)
1 (x0) + · · ·+ cny

(n−1)
n (x0) = 0.

This yields a system of linear algebraic equations for the constants
{c1, c2, · · · , cn}. Since the Wronskian W (x0) = 0, the above system
would have a set of solution for {c1, c2, · · · , cn}, which are not all zero.
As a consequence, with this set of constants, the function ϕ(x) is the
solution of L(x) = 0 satisfying the zero initial conditions. However, on
the other hand, the system allows the zero solution y(x) = 0, which
also satisfies the zero initial conditions. From the fundamental theorem
of existence and uniqueness, we deduce that these two solution are the
same. Namely,

ϕ(x) = c1y1 + c2y2 + · · ·+ cnyn ≡ 0,

for all x ∈ (I). This implied y1, y2, . . . , yn are linearly dependent.
We now show (2) → (1). We need to prove that a set of linear inde-

pendent solutions {y1, · · · , yn} must be a set of fundamental solutions.
It implies that for any given solution z(x), there exists a set of constants,

{c1, c2, · · · , cn},

such that, the solution z(x) can be expressed as

z(x) = c1y1 + c2y2 + · · ·+ cnyn.

To show this, we denote that

ϕ(x) = c1y1 + c2y2 + · · ·+ cnyn (3.9)

where
{c1, c2, · · · , cn}

is a set of constants to be determined. From (2), one can deduce that
(5) will be true. Hence, there must be some point x0, such that the
Wronskian W [y1, y2, . . . , yn] = W (x0) ̸= 0. With the formula (3.9), we
let

z(x0) = α1 = c1y1(x0) + · · ·+ cnyn(x0) = ϕ(x0)
z′(x0) = α2 = c1y

′
1(x0) + · · ·+ cny

′
n(x0) = ϕ′(x0)

...

z(n−1)(x0) = αn = c1y
(n−1)
1 (x0) + · · ·+ cny

(n−1)
n (x0)

= ϕ(n−1)(x0).
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The above linear system may uniquely determine the constants:

{c1, c2, · · · , cn},

since its determinant
W (x0) ̸= 0.

As a consequence, the function ϕ(x) is fully determined. On the other
hand, the above results also show that the two solutions z(x) and ϕ(x)
satisfy the same initial conditions at x = x0. From the theorem of
uniqueness of solution, it follows that

z(x) ≡ ϕ(x), for all x ∈ (I).

QED

4.2.4 The Solutions of L[y] = 0 as a Linear Vector Space

Suppose that v1(x), v2(x), · · · , vn(x) are the linear independent solu-
tions of linear equation L[y] = 0. Then any solution of this equation can
be written in the form

v(x) = c1v1 + c2v2 + · · ·+ cnvn

with c1, c2, . . . , cn ∈ R. Especially The zero function v(x) = 0 is also
solution. The all solutions of linear homogeneous equation form a vector
space V with the basis

v1(x), v2(x), · · · , vn(x).

The vector space V consists of all possible linear combinations of the
vectors:

{v1, v2, . . . , vn}.

5. Finding the Solutions in terms of the Method
with Differential Operators

5.1 Solutions for Equations with Constants
Coefficients

In what follows, we shall first focus on the linear equations with con-
stant coefficients:

L(y) = a0y
(n) + a1y

(n−1) + · · ·+ any = b(x)

and present two different approaches to solve them.
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5.1.1 Basic Equalities (I).

We may prove the following basic identity of differential operators:
for any scalar a,

(D − a) = eaxDe−ax

(D − a)n = eaxDne−ax
(3.10)

where the factors eax, e−ax are interpreted as linear operators. This
identity is just the fact that

dy

dx
− ay = eax

(
d

dx
(e−axy)

)
.

The formula (3.10) may be extensively used in solving the type of linear
equations under discussion.

Note: equalities (3.10) are still applicable, if the parameter a ∈ C, and
operators acting on complex-valued function y(x).

Let us first consider the homogeneous ODE

L(y) = P (D)y = 0. (3.11)

Here
P (D) = (a0D

(n) + a1D
(n−1) + · · ·+ an)

is a n-th order polynomial of operator D, which is associated with P (D),
one may write the characteristic polynomial:

ϕ(r) = P (r) = (a0r
n + a1r

n−1 + · · ·+ an). (3.12)

5.1.2 Cases (I)

The characteristic polynomial ϕ(r) has n distinct real roots: ri ̸=
rj , (i ̸= j). In this case, one may write

L(y) = P (D)y = (D − r1)(D − r2) · · · (D − rn)y = 0.

To find solution, one can first solve each factor equations:

(D − ri)yi = 0, (i = 1, 2, · · · , n)

separately, which yields a set of independent, so is also fundamental
solutions: {yi(x) = erix}, (i = 1, 2, · · · , n). The general solution can be
written in the form:

y(x) = C1y1(x) + C2y2(x) + · · ·+ Cnyn(x).
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5.1.3 Cases (II)

. The characteristic polynomial ϕ(r) has multiple roots with m mul-
tiplicity.

In this case, one may write

L(y) = P (D)y = (D − r1)
my = 0.

By applying the equalities (3.10), we derive

(D − r1)
my = (er1xDme−r1x)y = 0;

so that,
Dm(e−r1xy) = 0.

This yields
(e−r1xy) = a0 + a1x+ · · ·+ am−1x

m−1),

and
y(x) = (a0 + a1x+ · · ·+ an−1x

m−1)er1x.

With the above result, one may write

ker{(D − a)m} = {(a0 + a1x+ · · ·+ am−1x
m−1)eax |

a0, a1, . . . , am−1 ∈ R}.

5.1.4 Cases (III)

The characteristic polynomial ϕ(r) has a multiple complex root with
m multiplicity. Note that the complex roots of polynomial ϕ(r) with
real coefficients must be complex conjugate. So that the complex roots
must be paired, as r1,2 = λ ± iµ. For the case of m = 1, let r1, r2 be
simple complex conjugate roots. One may write

L(y) = P (D)y = (D − r1)(D − r2)y = 0,

which yields two sets of the complex solutions:

{er1x, er2x}.

We recall the definition of the imaginary number i, from which we have

i2 = −1; i3 = −i; i4 = 1; i5 = i, · · · .

On the other hand, from the Euler formula eix = cosx + i sinx, where
x ∈ (R), we may determine the complex exponential function of z =
z + iy:

ez = ex+iy = exeiy = ex (cos y + i sin y) . (3.13)
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Note that the Euler formula may be also derived form the definition of
the complex exponential function with the Taylor series:

eix =
∞∑
n=0

inxn

n!
=

∞∑
n=0

(−1)nx2n

2n!

+i
∞∑
n=0

(−1)nx2n+1

(2n+ 1)!

= cosx+ i sinx. (3.14)

From the definition (3.13), it can be proved that the formulas

D(erx) = rerx, Dn(erx) = rnerx

are all applicable, when r is a complex number. So that, the basic
equalities are now extended to the case with complex number r. Thus,
we have the two complex solutions:

y1(x) = er1x = eλx(cosµx+ i sinµx),

y2(x) = er2x = eλx(cosµx− i sinµx)

with a proper combination of these two solutions, one may derive two
real solutions:

ỹ1(x) =
1

2
[y1(x) + y2(x)] = eλx cosµx,

and

ỹ2(x) = −1

2
i[y1(x)− y2(x)] = eλx sinµx

and the general solution:

y(x) = eλx(A cosµx+B sinµx).

For the case of multiple complex roots (m > 1), one may write

L(y) = P (D)y = (D − r1)
m(D − r2)

my = 0.

To solve it, one may respectively solve the following two equations:

(D − r1)
my = 0, (D − r2)

my = 0,

which yield two sets of the complex solutions:

(a0 + a1x+ · · ·+ am−1x
m−1)er1x

(b0 + b1x+ · · ·+ bm−1x
m−1)er2x,
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where ai, bi, (i = 0, · · · ,m − 1) are arbitrary complex constants in the
number field (C).

The general complex solution can be written as

y(x) = (a0 + · · ·+ am−1x
m−1)eλx(cosµx+ i sinµx),

+(b0 + · · ·+ bm−1x
m−1)eλx(cosµx− i sinµx),

By taking the real part and imaginary part, one derive the general real
solution in the form:

y(x) = eλx
[
(ã0 + ã1x+ · · ·+ ãm−1x

m−1) cosµx

+(b̃0 + b̃1x+ · · ·+ b̃m−1x
m−1) sinµx

]
,

where (ãi, b̃i), i = 0, · · · ,m− 1 are arbitrary real constants.

5.1.5 Summary

In summary, it can be proved that the following results hold:

ker {(D − a)m} = span(eax, xeax, . . . , xm−1eax).

It means that DE

{(D − a)m}y = 0

has a set of fundamental solutions:{
eax, xeax, . . . , xm−1eax

}

ker {(D − λ)2 + µ2)m}

= span(eλxf(x), xeλxf(x), · · · , xm−1eλxf(x)),

where f(x) = cos(µx) or sin(µx)

It means that DE

{((D − λ)2 + µ2)m}y = 0

has a set of fundamental solutions:{
eλxf(x), xeλxf(x), . . . , xm−1eλxf(x)

}
,

where f(x) = cos(µx) or sin(µx).



N-TH ORDER DIFFERENTIAL EQUATIONS 43

5.1.6 Theorem 1

ker{Pn(D)Qm(D)} = ker{Pn(D)}+ ker{Qm(D)}

=

{
{y1}; {y2}

∣∣∣ y1 ∈ ker{Pn(D)},
y2 ∈ ker{Qm(D)}

}
,

provided Pn(X), Qm(X) are two polynomials with constant coefficients
that have no common roots .

In other words, assume that DE

Pn(D)y = 0,

has the set of fundamental solutions:{
p1(x), p2(x), · · · , pn(x)}

while DE
Qm(D)y = 0,

has the set of fundamental solutions:{
q1(x), q2(x), · · · qm(x)

}
.

Then DE
Pn(D)Qm(D)y = 0

has the set of fundamental solutions:{
p1(x), · · · , pn(x); q1(x), · · · qm(x)

}
.

Example 1. By using the differential operation method, one can easily
solve some inhomogeneous equations. For instance, let us reconsider the
example 1. One may write the DE

y′′ + 2y′ + y = x

in the operator form as

(D2 + 2D + I)(y) = x.

The operator (D2 + 2D+ I) = ϕ(D) can be factored as (D+ I)2. With
(3.10), we derive that

(D + I)2 = (e−xDex)(e−xDex) = e−xD2ex.

Consequently, the DE
(D + I)2(y) = x
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can be written
e−xD2ex(y) = x

or
d2

dx2
(exy) = xex

which on integrating twice gives

exy = xex − 2ex +Ax+B,

y = x− 2 +Axe−x +Be−x.

We leave it to the reader to prove that the general solution of DE

(D − a)ny = 0,

is
{(a0 + a1x+ · · ·+ an−1x

n−1}eax

where
a0, a1, . . . , an−1 ∈ R.

Example 2. Now consider the DE

y′′ − 3y′ + 2y = ex.

In operator form this equation is

(D2 − 3D + 2I)(y) = ex.

Since (D2 − 3D + 2I) = (D − I)(D − 2I), this DE can be written

(D − I)(D − 2I)(y) = ex.

Now let
z = (D − 2I)(y).

Then
(D − I)(z) = ex, (exDe−x)z = ex.

It has the solution
z = xex +Aex.

Now z = (D − 2I)(y) is the linear first order DE

y′ − 2y = xex +Aex

which has the solution

y = ex − xex −Aex +Be2x.
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Notice that −Aex+Be2x is the general solution of the associated homo-
geneous DE

y′′ − 3y′ + 2y = 0

and that ex − xex is a particular solution of the original DE

y′′ − 3y′ + 2y = ex.

Example 3. Consider the DE

y′′ + 2y′ + 5y = sin(x)

which in operator form is (D2 + 2D + 5I)(y) = sin(x). Now

D2 + 2D + 5I = (D + I)2 + 4I

and so the associated homogeneous DE has the general solution

Ae−x cos(2x) +Be−x sin(2x).

All that remains is to find a particular solution of the original DE. We
leave it to the reader to show that there is a particular solution of the
form C cos(x) +D sin(x).

Example 4. Solve the initial value problem

y′′′ − 3y′′ + 7y′ − 5y = 0,

with I.C’s:
y(0) = 1, y′(0) = y′′(0) = 0.

The DE in operator form is

(D3 − 3D2 + 7D − 5)(y) = 0.

Since
ϕ(r) = r3 − 3r2 + 7r − 5 = (r − 1)(r2 − 2r + 5)

= (r − 1)[(r − 1)2 + 4],

we have

L(y) = (D3 − 3D2 + 7D − 5)(y)

= (D − 1)[(D − 1)2 + 4](y)

= [(D − 1)2 + 4](D − 1)(y)

= 0. (3.15)
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From here, it is seen that the solutions for

(D − 1)(y) = 0, (3.16)

namely,

y(x) = c1e
x, (3.17)

and the solutions for

[(D − 1)2 + 4](y) = 0, (3.18)

namely,

y(x) = c2e
x cos(2x) + c3e

x sin(2x), (3.19)

must be the solutions for our equation (3.15). Thus, we derive that the
following linear combination

y = c1e
x + c2e

x cos(2x) + c3e
x sin(2x), (3.20)

must be the solutions for our equation (3.15). In solution (3.20), there
are three arbitrary constants (c1, c2, c3). One can prove that this solution
is the general solution, which covers all possible solutions of (3.15). For
instance, given the I.C.’s:

y(0) = 1, y′(0) = 0, y′′(0) = 0,

from (3.20), we can derive

c1 + c2 = 1,

c1 + c2 + 2c3 = 0,

c1 − 3c2 + 4c3 = 0,

and find c1 = 5/4, c2 = −1/4, c3 = −1/2.

6. Solutions for Equations with Variable
Coefficients

In this lecture we will give a few techniques for solving certain linear
differential equations with non-constant coefficients. We will mainly
restrict our attention to second order equations. However, the techniques
can be extended to higher order equations. The general second order
linear DE is

p0(x)y
′′ + p1(x)y

′ + p2(x)y = q(x).

This equation is called a non-constant coefficient equation if at least one
of the functions pi is not a constant function.
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6.1 Euler Equations

An important example of a non-constant linear DE is Euler’s equation

x2y′′ + axy′ + by = 0, (3.21)

where a, b are constants.
This equation has singularity at x = 0. The fundamental theorem

of existence and uniqueness of solution holds in the region x > 0 and
x < 0, respectively. So one must solve the problem in the region x > 0,
or x < 0 separately.

Let x = ±et, t = ln |x| and

y(x) = y(±et) = ỹ(t).

Then we derive
dỹ

dt
=

dy

dx

dx

dt
= ±et

dy

dx
.

In operator form, we have

d

dx
= ±e−tD, x

d

dx
= D,

here we have set D = d
dt . From the above, we derive

d2

dx2
= (±1)2e−tDe−tD = e−2tetDe−tD

= (±1)2e−2t(D − 1)D,

so that x2y′′ = D(D − 1)ỹ. By induction one easily proves that

dn

dxn
= (±1)ne−ntD(D − 1) · · · (D − n+ 1)

so that,

xny(n) = D(D − 1) · · · (D − n+ 1)(ỹ).

With the variable t, Euler’s equation becomes

D(D − 1)ỹ + aDỹ + bỹ

=
d2ỹ

dt2
+ (a− 1)

dỹ

dt
+ bỹ = q(et) = q̃(t),

which is a linear constant coefficient DE. Solving this for ỹ as a function
of t and then making the change of variable t = ln(x), we obtain the
solution of Euler’s equation for y as a function of x.
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For the region x < 0, we may let −x = et, or |x| = et. Then the
equation

x2y′′ + axy′ + by = 0, (x < 0)

is changed to the same form

d2ỹ

dt2
+ (a− 1)

dỹ

dt
+ bỹ = 0. (3.22)

Hence, we have the solution y(x) = ỹ(ln |x|) (x < 0).

The above equation with constant coefficients (3.22) can be solved as
with the way demonstrated in the previous sections. Assume:

P (D) = (D − r1)(D − r2).

There are three cases:

Cases (I): real roots r1 ̸= r2 =⇒ two linear independent solutions:

ỹ(t) =
{
er1t; er2t

}
.

so that
y(x) =

{
|x|r1 ; |x|r2

}
.

Cases (II): real roots r1 = r2 =⇒ two linear independent solutions:

ỹ(t) =
{
er1t; ter1t

}
.

so that
y(x) =

{
|x|r1 ; |x|r1 ln |x|

}
.

Cases (III): complex roots r1,2 = λ ± µ, =⇒ two linear independent
complex solutions:

ỹ1,2(t) =
{
er1,2t = eλte±µt

}
;

or two linear independent real solutions:

ỹ1,2(t) = eλt
{
cos(µt); sin(µt)

}
.

Returning to variable x, we have

y1,2(x) = |x|λ
{
cos(µ ln |x|); sin(µ ln |x|

}
;
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The above approach, can extend to solve the n-th order Euler equation

xny(n) + a1x
n−1y(n−1) + · · ·+ any = q(x), (3.23)

where a1, a2, . . . an are constants. Then we may reduce the original Eq.
to the Eq. with constant coefficients:

P (D){ỹ(t)} = 0,

where
P (D) = D(D − 1) · · · (D − n+ 1)

+ D(D − 1) · · · (D − n+ 2)a1 + · · ·
+ D(D − 1)an−2 +Dan−1 + an.

Example 1. Solve x2y′′ + xy′ + y = ln(x), (x > 0).

Making the change of variable x = et we obtain

d2ỹ

dt2
+ ỹ = t

whose general solution is ỹ = A cos(t) +B sin(t) + t. Hence

y = A cos(ln(x)) +B sin(ln(x)) + ln(x)

is the general solution of the given DE.

Example 2. Solve x3y′′′ + 2x2y′′ + xy′ − y = 0, (x > 0).

This is a third order Euler equation. Making the change of variable
x = et, we get{

(D(D − 1)(D − 2) + 2D(D − 1) + (D − 1)
}
(ỹ)

= (D − 1)(D2 + 1)(ỹ) = 0

which has the general solution ỹ = c1e
t + c2 sin(t) + c3 cos(t). Hence

y = c1x+ c2 sin(ln(x)) + c3 cos(ln(x))

is the general solution of the given DE.

7. Finding the Solutions in terms of the Method
with Undetermined Parameters

In what follows, we are going to describe another method different
from the method of differential operators.
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7.1 Solutions for Equations with Constants
Coefficients

To illustrate the idea, as a special case, let us first consider the 2-nd
order Linear equation with the constant coefficients:

L(y) = ay′′ + by′ + cy = f(x). (3.24)

The associate homogeneous equation is:

L(y) = ay′′ + by′ + cy = 0. (3.25)

7.2 Basic Equalities (II)
We first give the following basic identities:

D(erx) = rerx; D2(erx) = r2erx;

· · · Dn(erx) = rnerx. (3.26)

To solve this equation, we assume that the solution is in the form
y(x) = erx, where r is a constant to be determined. Due to the properties
of the exponential function erx:

y′(x) = ry(x); y′′(x) = r2y(x);

· · · y(n) = rny(x), (3.27)

we can write

L(erx) = ϕ(r)erx. (3.28)

for any given (r, x), where

ϕ(r) = ar2 + br + c.

is called the characteristic polynomial. From (3.28) it is seen that the
function erx satisfies the equation (3.24), namely

L(erx) = 0,

as long as the constant r is the root of the characteristic polynomial, i.e.

ϕ(r) = 0.

In general, the polynomial ϕ(r) has two roots (r1, r2): One can write

ϕ(r) = ar2 + br + c = a(r − r1)(r − r2).

Accordingly, the equation (3.25) has two solutions:

{y1(x) = er1x; y2(x) = er2x}.

Three cases should be discussed separately.



N-TH ORDER DIFFERENTIAL EQUATIONS 51

7.3 Cases (I) ( r1 > r2)

When b2 − 4ac > 0, the polynomial ϕ(r) has two distinct real roots
(r1 ̸= r2).

In this case, the two solutions, y(x); y2(x) are different. The following
linear combination is not only solution, but also the general solution
of the equation:

y(x) = Ay1(x) +By2(x), (3.29)

where A,B are arbitrary constants. To prove that, we make use of the
fundamental theorem which states that if y, z are two solutions such that

y(0) = z(0) = y0

and

y′(0) = z′(0) = y′0

then y = z. Let y be any solution and consider the linear equations in
A,B

Ay1(0) +By2(0) = y(0),
Ay′1(0) +By′2(0) = y′(0),

(3.30)

or

A+B = y0,
Ar1 +Br2 = y′0.

(3.31)

Due to r1 ̸= r2, these conditions leads to the unique solution A,B. With
this choice of A,B the solution

z = Ay1 +By2

satisfies

z(0) = y(0), z′(0) = y′(0)

and hence y = z. Thus, (3.37) contains all possible solutions of the
equation, so, it is indeed the general solution.

7.4 Cases (II) ( r1 = r2 )

When b2−4ac = 0, the polynomial ϕ(r) has double root: r1 = r2 =
−b
2a .

In this case, the solution

y1(x) = y2(x) = er1x.



52 ORDINARY DIFFERENTIAL EQUATIONS FOR ENGINEERS

Thus, for the general solution, one needs to derive another type of the
second solution. For this purpose, one may use the method of reduc-
tion of order.

Let us look for a solution of the form C(x)er1x with the undetermined
function C(x). By substituting the equation, we derive that

L
(
C(x)er1x

)
= C(x)ϕ(r1)e

r1x

+a
[
C ′′(x) + 2r1C

′(x)
]
er1x

+bC ′(x)er1x = 0.

Noting that
ϕ(r1) = 0; 2ar1 + b = 0,

we get
C ′′(x) = 0

or
C(x) = Ax+B,

where A,B are arbitrary constants. Thus, the solution:

y(x) = (Ax+B)er1x, (3.32)

is a two parameter family of solutions consisting of the linear combina-
tions of the two solutions:

y1 = er1x, y2 = xer1x.

It is also the general solution of the equation. The proof is similar to
that given for the case (I) based on the fundamental theorem of existence
and uniqueness.

Another approach to treat this case is as follows: Let us consider the
case of equation of order n. Then we have the identity:

L[erx] = ϕ(r)erx, (3.33)

which is valid for all x ∈ I and arbitrary r. We suppose that the poly-
nomial ϕ(r) has multiple root r = r1 with multiplicity m. Hence, we
have

ϕ(r) = (r − r1)
mR(r).

It is seen that

ϕ(r1) = ϕ′(r1) = ϕ′′(r1) = · · · = ϕ(m−1)(r1) = 0.
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We now make derivative with respect to r on the both sides of (3.33),
it follows that

d
drL [erx] = L

[
d
dre

rx
]
= L [xerx]

= ϕ′(r)erx + xϕ(r)erx.
(3.34)

Let r = r1 in (3.33) and (3.34), it follows that

L [er1x] = L [xer1x] = 0. (3.35)

One may make derivatives on (3.33) up to the order of m − 1. As a
consequence, we obtain the linear independent solutions:

{er1x, xer1x, x2er1x, · · · , xm−1er1x}.

Example 1. Consider the linear DE y′′ + 2y′ + y = x. Here

L(y) = y′′ + 2y′ + y.

A particular solution of the DE L(y) = x is

yp = x− 2.

The associated homogeneous equation is

y′′ + 2y′ + y = 0.

The characteristic polynomial

ϕ(r) = r2 + 2r + 1 = (r + 1)2

has double roots r1 = r2 = −1.

Thus the general solution of the DE

y′′ + 2y′ + y = x

is

y = Axe−x +Be−x + x− 2.

This equation can be solved quite simply without the use of the fun-
damental theorem if we make essential use of operators.
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7.5 Cases (III) ( r1,2 = λ ± iµ)

When b2 − 4ac < 0, the polynomial ϕ(r) has two conjugate complex
roots r1,2 = λ±iµ. Noting the basic equalities (II) can be extended to the
case with complex number r, we may write the two complex solutions:

y1(x) = er1x = eλx(cosµx+ i sinµx),

y2(x) = er2x = eλx(cosµx− i sinµx)

with a proper combination of these two solutions, one may derive two
real solutions:

ỹ1(x) =
1

2
[y1(x) + y2(x)] = eλx cosµx,

and

ỹ2(x) = −1

2
i[y1(x)− y2(x)] = eλx sinµx

and the general solution:

y(x) = eλx(A cosµx+B sinµx).

7.6 Solutions for Euler Equations
The idea of the undetermined constant method can be applied to solve

the Euler equations

xny(n) + a1x
n−1y(n−1) + · · ·+ any = q(x), (3.36)

defined earlier. In doing so, we need to assume that the solutions of
Euler Eq. has the form: y(x) = xr and apply the following properties of
the power function.

7.7 Basic Equalities (III)

xy′ = rxr,

x2y′′ = r(r − 1)xr,

x3y′′′ = r(r − 1)(r − 2)xr,

...,

By substituting the above into equation (3.36), we derive

L[y(x)] = ϕ(r)xr = 0, for all x ∈ (I),

where
ϕ(r) = P (r)
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is called the characteristic polynomial. It is derived that if r = r0 is
a root of ϕ(r), such that ϕ(r0) = 0, then y(x) = xr0 must be a solution
of the Euler equation.

To demonstrate better, let us consider the special case (n = 2):

L[y] = x2y′′ + axy′ + by = 0,

where a, b are constants. In this case, we have the characteristic poly-
nomial ϕ(r) = r(r− 1)+ ar+ b = r2 +(a− 1)r+ b, which in general has
two roots r = (r1, r2). Accordingly, the equation has two solutions:

{y1(x) = xr1 ; y2(x) = xr2}.

Similar to the problem for the equations with constant coefficients, there
are three cases to be discussed separately.

7.8 Cases (I) ( r1 ̸= r2)

When (a − 1)2 − 4b > 0, the polynomial ϕ(r) has two distinct real
roots (r1 ̸= r2). In this case, the two solutions, y1(x); y2(x) are linear
independent. The general solution of the equation is:

y(x) = Ay1(x) +By2(x), (3.37)

where A,B are arbitrary constants.

7.9 Cases (II) ( r1 = r2 )
When (a− 1)2 − 4b = 0, the polynomial ϕ(r) has a double root r1 =

r2 =
1−a
2 . In this case, the solution

y1(x) = y2(x) = xr1 .

Thus, for the general solution, one may derive the second solution by
using the method of reduction of order.

Let us look for a solution of the form C(x)y1(x) with the undetermined
function C(x). By substituting the equation, we derive that

L
[
C(x)y1(x)

]
= C(x)ϕ(r1)y1(x) + C ′′(x)x2y1(x)

+C ′(x)
[
2x2y′1(x) + axy1(x)

]
= 0.

Noting that
ϕ(r1) = 0; 2r1 + a = 1,

we get
xC ′′(x) + C ′(x) = 0
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or C ′(x) = A
x , and

C(x) = A ln |x|+B,

where A,B are arbitrary constants. Thus, the solution:

y(x) = (A ln |x|+B)x
1−a
2 . (3.38)

is a two parameter family of solutions consisting of the linear combina-
tions of the two solutions:

y1 = xr1 , y2 = xr1 ln |x|.

7.10 Cases (III) ( r1,2 = λ ± iµ)

When (a−1)2−4b < 0, the polynomial ϕ(r) has two conjugate complex
roots r1,2 = λ± iµ. Thus, we have the two complex solutions:

y1(x) = xr1 = er1 ln |x|

= eλ ln |x|[ cos(µ ln |x|) + i sin(µ ln |x|)]
= |x|λ[ cos(µ ln |x|) + i sin(µ ln |x|)],

y2(x) = xr2 = er2 ln |x|

= eλ ln |x|[ cos(µ ln |x|)− i sin(µ ln |x|)]
= |x|λ[ cos(µ ln |x|)− i sin(µ ln |x|)].

With a proper combination of these two solutions, one may derive two
real solutions:

ỹ1(x) =
1

2
[y1(x) + y2(x)] = |x|λ cos(µ ln |x|),

and

ỹ2(x) = −1

2
i[y1(x)− y2(x)] = |x|λ sin(µ ln |x|).

and the general solution:

|x|λ[A cos(µ ln |x|) +B sin(µ ln |x|)].

We obtain the same results as what we derived by using the method
of differential operator.

Example 1. Solve x2y′′ + xy′ + y = 0, (x > 0).

The characteristic polynomial for the equation is

ϕ(r) = r(r − 1) + r + 1 = r2 + 1.
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whose roots are r1,2 = ±i. The general solution of DE is

y = A cos(lnx) +B sin(lnx).

Example 2. Solve x3y′′′ + 2x2y′′ + xy′ − y = 0, (x > 0).

This is a third order Euler equation. Its characteristic polynomial is

ϕ(r) = r(r − 1)(r − 2) + 2r(r − 1) + r − 1
= (r − 1)[r(r − 2) + 2r + 1]
= (r − 1)(r2 + 1).

whose roots are r1,2,3 = (1,±i). The general solution od DE:

y = c1x+ c2 sin(ln |x|) + c3 cos(ln |x|).

Example 1. Solve x2y′′ + xy′ + y = ln(x), (x > 0).

Making the change of variable x = et we obtain

d2ỹ

dt2
+ ỹ = t

whose general solution is ỹ = A cos(t) +B sin(t) + t. Hence

y = A cos(ln(x)) +B sin(ln(x)) + ln(x)

is the general solution of the given DE.

Example 2. Solve x3y′′′ + 2x2y′′ + xy′ − y = 0, (x > 0).

This is a third order Euler equation. Making the change of variable
x = et, we get{

(D(D − 1)(D − 2) + 2D(D − 1) + (D − 1)
}
(ỹ)

= (D − 1)(D2 + 1)(ỹ) = 0

which has the general solution ỹ = c1e
t + c2 sin(t) + c3 cos(t). Hence

y = c1x+ c2 sin(ln(x)) + c3 cos(ln(x))

is the general solution of the given DE.
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7.11 (*) Exact Equations
The DE p0(x)y

′′ + p1(x)y
′ + p2(x)y = q(x) is said to be exact if

p0(x)y
′′ + p1(x)y

′ + p2(x)y =
d

dx
(A(x)y′ +B(x)y).

In this case the given DE is reduced to solving the linear DE

A(x)y′ +B(x)y =

∫
q(x)dx+ C

a linear first order DE. The exactness condition can be expressed in
operator form as

p0D
2 + p1D + p2 = D(AD +B).

Since

d

dx
(A(x)y′ +B(x)y) = A(x)y′′ + (A′(x)

+B(x))y′ +B′(x)y,

the exactness condition holds if and only if A(x), B(x) satisfy

A(x) = p0(x), B(x) = p1(x)− p′0(x), B′(x) = p2(x).

Since the last condition holds if and only if

p′1(x)− p′′0(x) = p2(x),

we see that the given DE is exact if and only if

p′′0 − p′1 + p2 = 0

in which case

p0(x)y
′′ + p1(x)y

′ + p2(x)y =

d
dx [p0(x)y

′ + (p1(x)− p′0(x))y].

Example 3. Solve the DE xy′′ + xy′ + y = x, (x > 0).

This is an exact equation since the given DE can be written

d

dx
(xy′ + (x− 1)y) = x.

Integrating both sides, we get

xy′ + (x− 1)y = x2/2 +A

which is a linear DE. The solution of this DE is left as an exercise.
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8. Finding a Particular Solution for
Inhomogeneous Equation

In this lecture we shall discuss the methods for producing a particular
solution of a special kind for the general linear DE.

In what follows we shall use the operator method to find a particular
solution of inhomogeneous equations.

8.1 The Annihilator and the Method of
Undetermined Constants

We first consider the following type of inhomogeneous Eq.’s:

L(y) = P (D)(y)

= (a0D
(n) + a1D

(n−1) + · · ·+ anD
0)y = b(x).

(3.39)

Here, we assume that L = P (D) is a polynomial of differential operator;
while the inhomogeneous term b(x) has an annihilator. The so-called
annihilator of function b(x) is defined as a polynomial of deferential
operator Q(D), such that Q(D)(b(x)) = 0; or say, the inhomogeneous
term b(x) is a solution of linear equation Q(D){y(x))} = 0.

It can be shown that if the inhomogeneous term b(x) has an anni-
hilator as Q(D), then one can transform the inhomogeneous equation
(3.42) to the homogeneous equation. For this purpose, one may apply
the differential operator Q(D) to its both sides of (3.42). It follows that

Φ(D)(y) = Q(D)P (D)(y) = 0.

The above method is also called the Annihilator Method.

Example 1. Solve the initial value problem

y′′′ − 3y′′ + 7y′ − 5y = x+ ex,

y(0) = 1, y′(0) = y′′(0) = 0.

This DE is non-homogeneous. The associated homogeneous equation
was solved in the previous lecture. Note that in this example, In the
inhomogeneous term b(x) = x+ex is in the kernel of Q(D) = D2(D−1).
Hence, we have

D2(D − 1)2[(D − 1)2 + 4](y) = 0

which yields

y = Ax+B + Cxex + c1e
x + c2e

x cos(2x) + c3e
x sin(2x).
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This shows that there is a particular solution of the form

yP = Ax+B + Cxex (3.40)

which is obtained by discarding the terms:

yH(x) = c1e
x + c2e

x cos(2x) + c3e
x sin(2x)

in the solution space of the associated homogeneous DE.

Now the remaining part of problem is to determine the arbitrary con-
stants A,B,C in the form of particular solution (3.40).

In doing so, substituting (3.40) in the original DE we get

y′′′ − 3y′′ + 7y′ − 5y = 7A− 5B − 5Ax− Cex

which is equal to x+ ex if and only if

7A− 5B = 0, −5A = 1, −C = 1.

So that A = −1/5, B = −7/25, C = −1. Hence the general solution is

y = c1e
x + c2e

x cos(2x) + c3e
x sin(2x)− x/5− 7/25− xex.

To satisfy the initial condition y(0) = 0, y′(0) = y′′(0) = 0 we must have

c1 + c2 = 32/25,
c1 + c2 + 2c3 = 6/5,
c1 − 3c2 + 4c3 = 2

(3.41)

which has the solution

c1 = 3/2, c2 = −11/50, c3 = −1/25.

It is evident that if the function b(x) can not be annihilated by any
linear operator Q(D), the annihilator method will not applicable.

8.1.1 The Annihilators for Some Types of Functions

The annihilators Q(D) for some types of functions F (x) are as follows:

For the functions

F (x) = a0 + a1x+ · · ·+ akx
k,

we have the annihilator:

Q(D) = Dk+1.
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For the functions

F (x) = (a0 + a1x+ · · ·+ akx
k)eax,

we have the annihilator:

Q(D) = (D − a)k+1.

For the functions

F (x) = eλx
[
a0 cosµx+ b0 sinµx

]
,

we have the annihilator:

Q(D) = [(D − λ)2 + µ2].

For the functions

F (x) = (a0 + a1x+ · · ·+ akx
k)eλx cosµx,

or
F (x) = (b0 + b1x+ · · ·+ bkx

k)eλx sinµx,

we have the annihilator:

Q(D) = [(D − λ)2 + µ2]k+1.

Example 1: Given the functions:

(1) F1(x) = x cos(x)
(2) F2(x) = x2ex sin(3x)
(3) F3(x) = 2x sin(2x) + 3e2x cos(5x).

The annihilators are:

(1) Q1(D) = (D2 + 1)2

(2) Q2(D) = [(D − 1)2 + 9]3

(3) Q3(D) = (D2 + 4)2[(D − 2)2 + 25].

8.1.2 Basic Properties of the Annihilators

The annihilator of function b(x) has the following properties:

1 Assume that Q(D) is the annihilator of both b1(x) and b2(x). Then
Q(D) will be also an annihilator of b(x) = c1b1(x) + c2b2(x).

2 Assume that Q(D) is the annihilator of both b(x). Then Q(D) ◦
R(D) must be also an annihilator of b(x), where R(D) is an arbitrary
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polynomial of differential operator. It is seen that a given function
will have infinitely many annihilators, if it has an annihilator. It is
evident that among these annihilators, there is one annihilator that
is the differential operator polynomial of smallest degree.

3 Assume that b(x) = b1(x) + b2(x). let Q1(D) be the annihilator
of b1(x), while Q2(D) be the annihilator of b2(x). Then Q(D) =
Q1(D) ◦Q2(D) is the annihilator of b(x).

Proof: Proofs of these properties are very simple. For instance, to prove
the property 3, we may derive that since

Q1(D)[b1(x)] = Q2(D)[b2(x)] = 0,

it follows that
Q1(D) ◦Q2(D)[b1(x) + b2(x)] = 0.

8.1.3 The Basic Theorems of the Annihilator Method

Theorem 1 Give differential equation:

P (D)[y(x)] = b(x), (3.42)

and let Q(D) be the annihilator of b(x). Assume that The operators
P (D) andQ(D) have no common root. Then the Eq. has the following
form of particular solution:

yp(x) = ker{Q(D)}

Proof: Since

Q(D)P (D)[y(x)] = 0, (3.43)

and P (D) and Q(D) have no common root, we may first solve the fol-
lowing two Eq.’s:

P (D)[y1(x)] = 0;
Q(D)[y2(x)] = 0.

and write the general solution of the above Eq.(3.43) as

y(x) = ker{P (D)}+ ker{Q(D)}.

However, it is noticed that P (D)[yH(x)] = 0, or

yH = ker{P (D)}.
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It is derived that we has the following form of particular solution of Eq.
(3.42):

yp(x) = y(x)− yH(x) = ker{Q(D)}.
Theorem 2 Give differential equation:

P (D)[y(x)] = b(x) = xkeax, (3.44)

Assume that P (D) = P̂ (D)(D−a)m, where P̂ (a) ̸= 0 and m ≥ 0. Then
the Eq. (3.44) allows a particular solution in the form:

yp(x) = xmker{Q(D)}.

where Q(D) = (D − a)k+1 is the annihilator of b(x).
Proof: Applying the annihilator on both sides of equation, we get ho-
mogeneous equation:

P (D)Q(D)y = P̂ (D)(D − a)m(D − a)k+1y = 0.

We may write

P̂ (D)(D − a)m+k+1y = 0. (3.45)

Since P̂ (D) and (D − a)m+k+1 have no common factor, (3.45) has the
general solution:

y(x) =
{
[(c0 + c1x+ · · · cm−1x

m−1)

+cmxm + · · ·+ cm+kx
m+k]eax

}
+ker{P̂ (D)}.

On the other hand, the general solution of the associated homogeneous
Eq. can be written as

yH(x) = ker{P (D)}+
{
[c0 + c1x+ · · ·+ cm−1x

m−1]eax
}
.

Therefore we derive that a particular solution is in the form:

yp = y(x)− yH(x) = [cmxm + · · ·+ cm+kx
m+k]eax,

or in the form:
yp = xm[A0 + · · ·+Akx

k]eax,

where
[A0 + · · ·+Akx

k]eax = ker{Q(D)}.
The next step is to determine the undermined constants

{A0, · · · , Ak}
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by substituting yp to the original inhomogeneous equation:

P (D) = xkeax.

In terms of this theorem, one may directly determine the form of par-
ticular solution yp(x) by skipping the intermediate steps.

Example 2: Find a particular solution for the following equation:

y′′ + 2y′ + 2y = b(t) = b1(x) + b2(x)

= 3e−t + 2e−t cos t+ 4e−tt sin t, (3.46)

Solution: We have

P (D)yH = 0; P (D) = D2 + 2D + 2 = [(D + 1)2 + 1].

and
Q1(D) = D, Q2(D) = [(D + 1)2

=⇒ Q(D) = (D + 1) ◦ [(D + 1)2 + 1]2.

Then
P (D)Q(D)y

= [(D + 1)2 + 1] · (D + 1) · [(D + 1)2 + 1]2y

= (D + 1) · [(D + 1)2 + 1]3y = 0.

We solve
y(t) = Ae−t + [b3 +B2t+B1t

2]e−t cos t
+[d3 +D2t+D1t

2]e−t sin t.

On the other hand, we have

yH = b3e
−t cos t+ d3e

−t sin t.

Hence, we have
y(t) = yH + yP ,

where
yP = Ae−t + [B2t+B1t

2]e−t cos t
+[D2t+D1t

2]e−t sin t
= Ae−t + t[B2 +B1t]e

−t cos t
+t[D2 +D1t]e

−t sin t.

However, in terms of the theorem 1-2, since in this case, m = 1, we may
directly write

yp(x) = ker{Q1(D)}+ t ker{Q2(D)}.

By substituting it into the equation:

P (D)yP = b(t),
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one may determine the constants: {A,B2, B1, D2, D1}.

Example 3: Find a particular solution for the following equation:

y′′ − 4y′ + 4y = b1(t) + b2(t) + b3(t)

= 2t2 + 4te2t + t sin 2t. (3.47)

Solution: We have

P (D)yH = 0; P (D) = D2 − 4D + 4 = (D − 2)2.

and
Q1(D) = D3, Q2(D) = (D − 2)2, Q3(D) = (D2 + 4)2

=⇒
Q(D) = D3 ◦ (D − 2)2 ◦ (D2 + 4)2.

Moreover, we may let let y(t) = y1(t) + y2(t) + y3(t) and separate the
Eq. (3.46) into three inhomogeneous Eq.’ as follows:

P (D)[y1] = b1(t), (3.48)

P (D)[y2] = b2(t), (3.49)

P (D)[y3] = b3(t). (3.50)

Since P (D) has no common root with Q1(D) and Q3(D), according to
the Theorem 1, we derive that the particular solution:

y1p(t) ∈ ker{Q1(D)}; y3p(t) ∈ ker{Q3(D)}.

It follows that

y1p(t) = (A0t
2 +A1t+A2);

y3p(t) = [D0t+D1) sin 2t+ (E0t+ E1) cos 2t.

On the other hand, P (D) has a common root D = 2 with Q2(D). Ac-
cording to the Theorem 2, we have m = 2, k = 1, and

y2p(t) ∈ t2ker{Q2(D)}.

Hence, we have

y2p(t) = t2(B1 +B0t)e
2t. (3.51)

Adding up these three solutions, we obtain

yp(t) = y1p(t) + y2p(t) + y3p(t),

or
yp(t) = ker{Q1}+ t2ker{Q2}+ ker{Q3}.
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As the next step, we need to determine the constants (A0, A1, A2; B0, B1;D0, D1, D2)
by respectively substituting the above solutions y1p, y2p, y3p into the
Eq.’s (3.48), then comparing the both sides of Eq.’, It is derived that

A0 = 1/2, A1 = 1, A2 = 3/4
B0 = 2/3, B1 = 0;
D0 = 0, D1 = 1/16
E0 = 1/8, E1 = 1/16.

Note: The Theorem 2 is still applicable, if the parameter a = (λ+iµ) ∈
C. In this case it yields a complex solution yp(x).
Theorem 3 Give differential equation:

P (D)y = b(x), x ∈ R,

with with complex inhomogeneous term b(x) = f(x) + ig(x). Then
the complex solution of the above equation can be written as y(x) =
u(x) + iv(x), where {u, v} are real solutions subject to the following
equations, respectively:

P (D)u = f(x), P (D)v = g(x) x ∈ R.

Thus, to solve the equation:

P (D)u = xkeλx cos(µx), or, P (D)v = xkeλx sin(µx),

One may first solve the extended complex equation:

P (D)y = xkeax,

where a = (λ+ iµ). This can be done by aid of Theorem 2.

Example 4: Solve

y′′ − 2y′ + 5y = 8ex cos 2x.

Let b(x) = 8e(1+2i)x, y(x) = ℜ{z(x)} and consider

z′′ − 2z′ + 5z = b(x) = 8e(1+2i)x.

Here P (D) = D2− 2D+5 = (D− 1)2+4, Q(D) = D− a. As a = 1+2i
and P (a) = 0, m = 1, we derive

zp = Axeax.
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To determine A, we calculate:

z′p = A(ax+ 1)eax,
z′′p = Aeax[a(ax+ 1) + a].

By substituting the above into EQ, we derive

Aeaxa(ax+ 2)− 2A(ax+ 1)eax + 5xAeax = 8eax

or

A[a(ax+ 2)− 2(ax+ 1) + 5x] = 8

which leads to

A(a2 − 2a+ 5) = 0, 2aA− 2A = 8.

Hence, we derive A = 2
a−2 = 2

i = −2i, and

zp = −2iex(cos 2x+ i sin 2x).

From the Theorem 2, we finally derive

y(x) = ℜ{z(x)} = 2xex sin 2x.

8.2 The Method of Variation of Parameters
The method of Variation of parameters is for producing a particular

solution of a special kind for the general linear DE in normal form

L(y) = y(n) + a1(x)y
(n−1) + · · ·+ an(x)y = b(x)

from a fundamental set {y1, y2, . . . , yn} of solutions of the associated
homogeneous equation.

In this method we try for a solution of the form

yP = C1(x)y1 + C2(x)y2 + · · ·+ Cn(x)yn.

Then
y′P = C1(x)y

′
1 + C2(x)y

′
2 + · · ·+ Cn(x)y

′
n

+C ′
1(x)y1 + C ′

2(x)y2 + · · ·+ C ′
n(x)yn

and we impose the condition

C ′
1(x)y1 + C ′

2(x)y2 + · · ·+ C ′
n(x)yn = 0.

Then

y′P = C1(x)y
′
1 + C2(x)y

′
2 + · · ·+ Cn(x)y

′
n
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and hence

y′′P = C1(x)y
′′
1 + C2(x)y

′′
2 + · · ·+ Cn(x)y

′′
n

+C ′
1(x)y

′
1 + C ′

2(x)y
′
2 + · · ·+ C ′

n(x)y
′
n.

Again we impose the condition

C ′
1(x)y

′
1 + C ′

2(x)y
′
2 + · · ·+ C ′

n(x)y
′
n = 0

so that
y′′P = C1(x)y

′′
1 + C2(x)y

′′
2 + · · ·+ Cn(x)y

′
n.

We do this for the first n− 1 derivatives of y, so that

for 1 ≤ k ≤ n− 1, we have

y
(k)
P = C1(x)y

(k)
1 + C2(x)y

(k)
2 + · · ·Cn(x)y

(k)
n ,

with the condition:

C ′
1(x)y

(k−1)
1 + C ′

2(x)y
(k−1)
2 + · · ·+ C ′

n(x)y
(k−1)
n = 0.

Finally, as k = n, we have

y
(n)
P = C1(x)y

(n)
1 + C2(x)y

(n)
2 + · · ·Cn(x)y

(n)
n

+C ′
1(x)y

(n−1)
1 + C ′

2(x)y
(n−1)
2 + · · ·+ C ′

n(x)y
(n−1)
n .

Now, by substituting yP , y
′
P , . . . , y

(n)
P in Eq. L(y) = b(x), we get

C1(x)L(y1) + C2(x)L(y2) + · · ·+ Cn(x)L(yn)

+C ′
1(x)y

(n−1)
1 + C ′

2(x)y
(n−1)
2 + · · ·+ C ′

n(x)y
(n−1)
n

= b(x).

However, L(yi) = 0 for 1 ≤ k ≤ n. So that, we have

C ′
1(x)y

(n−1)
1 + C ′

2(x)y
(n−1)
2 + · · ·+ C ′

n(x)y
(n−1)
n = b(x).

We thus obtain the system of n linear equations for{
C ′
1(x), . . . , C

′
n(x)

}
.

C ′
1(x)y1 + C ′

2(x)y2 + · · ·+ C ′
n(x)yn = 0,

C ′
1(x)y

′
1 + C ′

2(x)y
′
2 + · · ·+ C ′

n(x)y
′
n = 0,

...

C ′
1(x)y

(n−1)
1 + C ′

2(x)y
(n−1)
2 + · · ·+ C ′

n(x)y
(n−1)
n = b(x).
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One can solve this linear algebraic system by the Cramer’s rule. Suppose
that

(A)x⃗ = b⃗,

where 

(A) =
(
a⃗1, a⃗2, · · · , a⃗n

)
a⃗i = [ai1, ai2, · · · , ain]T

x⃗ = [x1, x2, · · · , xn]T

b⃗ = [b1, b2, · · · , bn]T

Then we have the solution:

xj =
det

(
a⃗1,···,⃗aj−1 ,⃗b,⃗aj+1,···,⃗an

)
det

(
a⃗1,···,⃗aj−1 ,⃗aj ,⃗aj+1,···,⃗an

) ,
n = 1, 2, · · · .

For our case, we have

a⃗i = [yi, y
′
i, · · · , y

n−1
i ]T = y⃗i, (i = 1, 2, · · ·)

b⃗ = [0, 0, · · · , b(x)]T

hence, we solve

C ′
j(x) =

det

(
y⃗1,···,y⃗j−1 ,⃗b,y⃗j+1,···,y⃗n

)
det

(
y⃗1,···,y⃗j−1,y⃗j ,y⃗j+1,···,y⃗n

) ,
(n = 1, 2, · · ·).

Note that we can write

det
(
y⃗1, · · · , y⃗j−1, y⃗j , y⃗j+1, · · · , y⃗n

)
= W (y1, y2, . . . yn),

where W (y1, y2, . . . yn) is the Wronskian. Moreover, in terms of the
cofactor expansion theory, we can expand the determinant

det
(
y⃗1, · · · , y⃗j−1, b⃗, y⃗j+1, · · · , y⃗n

)
along the column j. Since b⃗ only has one non-zero element, it follows
that

det
(
y⃗1, · · · , y⃗j−1, b⃗, y⃗j+1, · · · , y⃗n

)
= (−1)n+jb(x)Wi.
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Here we have use the notation:

Wi = W (y1, · · · , yj−1, ŷj , jj+1, · · · , yn),

where the ŷi means that yi is omitted from the Wronskian W .

Thus, we finally obtain we find

C ′
i(x) = (−1)n+ib(t)

Wi

W
dt

and, after integration,

Ci(x) =

∫ x

x0

(−1)n+ib(t)
Wi

W
dt.

Note that the particular solution yP found in this way satisfies

yP (x0) = y′P (x0) = · · · = y
(n−1)
P = 0.

The point x0 is any point in the interval of continuity of the ai(x) and
b(x). Note that yP is a linear function of the function b(x).

Example 2. Find the general solution of y′′ + y = 1/x on x > 0.
The general solution of y′′ + y = 0 is

y = c1 cos(x) + c2 sin(x).

Using variation of parameters with

y1 = cos(x), y2 = sin(x), b(x) = 1/x

and x0 = 1, we have

W = 1, W1 = sin(x), W2 = cos(x)

and we obtain the particular solution

yp = C1(x) cos(x) + C2(x) sin(x)

where

C1(x) = −
∫ x

1

sin(t)

t
dt, C2(x) =

∫ x

1

cos(t)

t
dt.

The general solution of y′′ + y = 1/x on x > 0 is therefore

y = c1 cos(x) + c2 sin(x)

−
(∫ x

1
sin(t)

t dt
)
cos(x) +

(∫ x
1

cos(t)
t dt

)
sin(x).
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When applicable, the annihilator method is easier as one can see from
the DE

y′′ + y = ex.

With
(D − 1)ex = 0.

it is immediate that yp = ex/2 is a particular solution while variation of
parameters gives

yp = −
(∫ x

0
et sin(t)dt

)
cos(x)

+

(∫ x

0
et cos(t)dt

)
sin(x).

(3.52)

The integrals can be evaluated using integration by parts:∫ x

0
et cos(t)dt = ex cos(x)− 1 +

∫ x

0
et sin(t)dt

= ex cos(x) + ex sin(x)− 1

−
∫ x

0
et cos(t)dt

which gives ∫ x

0
et cos(t)dt =

[
ex cos(x) + ex sin(x)− 1

]
/2

∫ x

0
et sin(t)dt = ex sin(x)

−
∫ x

0
et cos(t)dt

=
[
ex sin(x)− ex cos(x) + 1

]
/2

so that after simplification

yp = ex/2− cos(x)/2− sin(x)/2.

8.3 Reduction of Order

If y1 is a non-zero solution of a homogeneous linear n-th order DE
L[y] = 0, one can always find a new solution of the form

y = C(x)y1

for the inhomogeneous DE L[y] = b(x), where C ′(x) satisfies a homoge-
neous linear DE of order n− 1. Since we can choose C ′(x) ̸= 0, the new
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solution y2 = C(x)y1 that we find in this way is not a scalar multiple of
y1.

In particular for n = 2, we obtain a fundamental set of solutions y1, y2.
Let us prove this for the second order DE

p0(x)y
′′ + p1(x)y

′ + p2(x)y = 0.

If y1 is a non-zero solution we try for a solution of the form

y = C(x)y1.

Substituting y = C(x)y1 in the above we get

p0(x)
(
C ′′(x)y1 + 2C ′(x)y′1 + C(x)y′′1

)
+p1(x)

(
C ′(x)y1 + C(x)y′1

)
+ p2(x)C(x)y1 = 0.

Simplifying, we get

p0y1C
′′(x) + (2p0y

′
1 + p1y1)C

′(x) = 0

since
p0y

′′
1 + p1y

′
1 + p2y1 = 0.

This is a linear first order homogeneous DE for C ′(x). Note that to solve
it we must work on an interval where

y1(x) ̸= 0.

However, the solution found can always be extended to the places where
y1(x) = 0 in a unique way by the fundamental theorem.

The above procedure can also be used to find a particular
solution of the non-homogenous DE

p0(x)y
′′ + p1(x)y

′ + p2(x)y = q(x)

from a non-zero solution of

p0(x)y
′′ + p1(x)y

′ + p2(x)y = 0.

Example 4. Solve y′′ + xy′ − y = 0.

Here y = x is a solution so we try for a solution of the form y = C(x)x.
Substituting in the given DE, we get

C ′′(x)x+ 2C ′(x) + x(C ′(x)x+ C(x))− C(x)x = 0
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which simplifies to

xC ′′(x) + (x2 + 2)C ′(x) = 0.

Solving this linear DE for C ′(x), we get

C ′(x) = Ae−x2/2/x2

so that

C(x) = A

∫
dx

x2ex2/2
+B

Hence the general solution of the given DE is

y = A1x+A2x

∫
dx

x2ex2/2
.

Example 5. Solve y′′ + xy′ − y = x3ex.

By the previous example, the general solution of the associated ho-
mogeneous equation is

yH = A1x+A2x

∫
dx

x2ex2/2
.

Substituting yp = xC(x) in the given DE we get

C ′′(x) + (x+ x/2)C ′(x) = x2ex.

Solving for C ′(x) we obtain

C ′(x) = 1

x2ex
2/2

(
A2 +

∫
x4ex+x2/2dx

)
= A2

1

x2ex
2/2

+H(x),

where

H(x) =
1

x2ex2/2

∫
x4ex+x2/2dx.

This gives

C(x) = A1 +A2

∫
dx

x2ex2/2
+

∫
H(x)dx,

We can therefore take

yp = x

∫
H(x)dx,

so that the general solution of the given DE is

y = A1x+A2x

∫
dx

x2ex2/2
+ yp(x) = yH(x) + yp(x).





Chapter 4

LAPLACE TRANSFORMS

1. Introduction
We begin our study of the Laplace Transform with a motivating ex-

ample: Solve the differential equation

y′′ + y = f(t) =


0, 0 ≤ t < 10,
1, 10 ≤ t < 10 + 2π,
0, 10 + 2π ≤ t.

with IC’s:

y(0) = 0, y′(0) = 0 (4.1)

Here, f(t) is piecewise continuous and any solution would also
have y′′ piecewise continuous. To describe the motion of the ball

using techniques previously developed we have to divide the problem
into three parts:

(I) 0 ≤ t < 10;

(II) 10 ≤ t < 10 + 2π;

(III) 10 + 2π ≤ t.

(I). The initial value problem determining the motion in part I is

y′′ + y = 0, y(0) = y′(0) = 0.

The solution is
y(t) = 0, 0 ≤ t < 10.

75



76 ORDINARY DIFFERENTIAL EQUATIONS FOR ENGINEERS

Taking limits as t → 10 from the left, we find

y(10) = y′(10) = 0.

(II). The initial value problem determining the motion in part II is

y′′ + y = 1, y(10) = y′(10) = 0.

The solution is

y(t) = 1− cos(t− 10), 10 ≤ t < 2π + 10.

Taking limits as t → 10 + 2π from the left, we get

y(10 + 2π) = y′(10 + 2π) = 0.

(III). The initial value problem for the last part is

y′′ + y = 0, y(10 + 2π) = y′(10 + 2π) = 0

which has the solution

y(t) = 0, 10 + 2π ≤ t < ∞.

Putting all this together, we have

y(t) =


0, 0 ≤ t < 10,
1− cos(t− 10), 10 ≤ t < 10 + 2π,
0, 10 + 2π ≤ t.

The function y(t) is continuous with continuous derivative

y′(t) =


0, 0 ≤ t < 10,
sin(t− 10), 10 ≤ t < 10 + 2π,
0, 10 + 2π ≤ t.

However the function y′(t) is not differentiable at t = 10 and t = 10+2π.
In fact

y′′(t) =


0, 0 ≤ t < 10,
cos(t− 10), 10 < t < 10 + 2π,
0, 10 + 2π < t.


The left-hand and right-hand limits of y′′(t) at t = 10 are 0 and 1
respectively. At t = 10 + 2π they are 1 and 0.

By a solution we mean any function y = y(t) satisfying the DE for those
t not equal to the points of discontinuity of f(t). In this case we have
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shown that a solution exists with y(t), y′(t) continuous. In the same way,
one can show that in general such solutions exist using the fundamental
theorem.

We now want to describe is an approach for doing such problems without
having to divide the problem into parts. Such an approach is the
Laplace transform.

2. Laplace Transform

2.1 Definition
2.1.1 Piecewise Continuous Function

Let f(t) be a function defined for t ≥ 0. The function f(t) is said to
be piecewise continuous, if

(1) f(t) converges to a finite limit f(0+) as t → 0+

(2) for any c > 0, the left and right hand limits f(c−), f(c+) of f(t)
at c exist and are finite.

(3) f(c−) = f(c+) = f(c) for every c > 0 except possibly a finite set
of points or an infinite sequence of points converging to +∞.

Thus the only points of discontinuity of f(t) are jump discontinuities.
The function is said to be normalized if f(c) = f(c+) for every c ≥ 0.

2.1.2 Laplace Transform

The Laplace transform F (s) = L{f(t)} of given function f(x) is the
function of a new variable s defined by

F (s) =

∫ ∞

0
e−stf(t)dt = lim

N→+∞

∫ N

0
e−stf(t)dt, (4.2)

provided that the improper integral exists.

2.2 Existence of Laplace Transform
For the function of exponential order, its Laplace transform exists.

The function f(t) is said to be of exponential order, if there are con-
stants a,M such that

|f(t)| ≤ Meat

for all t.

very large of class of functions is of exponential order. For instance,
the solutions of constant coefficient homogeneous DE’s are all of ex-
ponential order.
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For a function f(t) of exponential order, the convergence of the
improper integral in (4.2) is guaranteed. In fact, from∫ N

0
|e−stf(t)|dt ≤ M

∫ N

0
e−(s−a)tdt

= M

{
1

s− a
− e−(s−a)N

s− a

}
(4.3)

which shows that the improper integral converges absolutely when
s > a. It shows that |F (s)| < M

s−a as N → ∞.

3. Basic Properties and Formulas of
Laplace Transform

3.1 Linearity of Laplace Transform

L{af(t) + bg(t)} = aL{f(t)}+ bL{g(t)}.

3.2 Laplace Transforms for f(t) = eat

The calculation (4.3) shows that

L{eat} =
1

s− a

for s > a. Setting a = 0, we get L{1} = 1
s for s > 0.

The above holds when f(t) is complex valued and a = λ+iµ, s = σ+ iτ
are complex numbers. The integral exists in this case for ℜ{s} > ℜ{a}.

For example, this yields

L{eit} =
1

s− i
, L{e−it} =

1

s+ i
.

3.3 Laplace Transforms for f(t) = {sin(bt) and
cos(bt)}

Using the linearity property of the Laplace transform

L{af(t) + bf(t)} = aL{f(t)}+ bL{g(t)},

by using  sin(t) = (eit − e−it)/2i,

cos(t) = (eit + e−it)/2,
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we find

L{sin(bt)} =
1

2i

( 1

s− bi
− 1

s+ bi

)
=

b

s2 + b2
,

and

L{cos(bt)} =
1

2

( 1

s− bi
+

1

s+ bi

)
=

s

s2 + b2
,

for s > 0.

3.4 Laplace Transforms for {eatf(t); f(bt)}
From the definition of the Laplace transform, we derive the following

two identities after a change of variable.

L{eatf(t)}(s) = L{f(t)}(s− a) = F (s− a),

L{f(bt)}(s) = 1
bL{f(t)}(s/b) =

1
bF (s/b).

Using the first of these formulas, we get

L{eat sin(bt)} = b
(s−a)2+b2

,

L{eat cos(bt)} = s−a
(s−a)2+b2

.

3.5 Laplace Transforms for {tnf(t)}
From the definition of the Laplace transform,

F (s) = L{f(t)}(s) =
∫ ∞

0
e−stf(t)dt, (4.4)

by taking the derivative with respect to s inside the integral, we can
derive:

L{tnf(t)}(s) = (−1)n
dn

dsn
L{f(t)}(s).

For n = 1, one can verify the formula directly by differentiating with
respect s on the definition of the Laplace transform, whereas the general
case follows by induction.

For example, using this formula, we obtain using f(t) = 1

L{tn}(s) = (−1)n
dn

dsn
1

s
=

n!

sn+1
.

With f(t) = sin(t) and f(t) = cos(t) we get

L{t sin(bt)}(s) = − d

ds

b

s2 + b2
=

2bs

(s2 + b2)2
,
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L{t cos(bt)}(s) = − d

ds

s

s2 + b2
=

s2 − b2

(s2 + b2)2

=
1

s2 + b2
− 2b2

(s2 + b2)2
.

3.6 Laplace Transforms for {f ′(t)}
The following formula shows how to compute the Laplace transform

of f ′(t) in terms of the Laplace transform of f(t):

L{f ′(t)}(s) = sL{f(t)}(s)− f(0).

This follows from

L{f ′(t)}(s) =
∫ ∞

0
e−stf ′(t)dt

= e−stf(t)
∣∣∣∞
0

+ s

∫ ∞

0
e−stf(t)dt

= s

∫ ∞

0
e−stf(t)dt− f(0), (4.5)

since e−stf(t) converges to 0 as t → +∞ in the domain of definition of
the Laplace transform of f(t). To ensure that the first integral is defined,
we have to assume f ′(t) is piecewise continuous. Repeated applications
of this formula give

L{f (n)(t)}(s) = snL{f(t)}(s)− sn−1f(0)

−sn−2f ′(0)− · · · − fn−1(0).

The following theorem is important for the application of the Laplace
transform to differential equations.

4. Inverse Laplace Transform

4.1 Theorem 1:
If f(t), g(t) are normalized piecewise continuous functions of expo-

nential order then

L{f(t)} = L{g(t)}

implies

f = g.
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4.2 Theorem 2:
The necessary condition for a function F (s) having the inverse Laplace

transform f(t) = L−1{F (s)} is

lim
ℜ{s}→∞

F (s) = 0.

4.3 Definition
If F (s) is the Laplace of the normalized piecewise continuous func-

tion f(t) of exponential order then f(t) is called the inverse Laplace
transform of F (s). This is denoted by

f(t) = L−1{F (s)}.
Note that the inverse Laplace transform is also linear. Using the Laplace
transforms we found for t sin(bt), t cos(bt) we find

L−1
{

s

(s2 + b2)2

}
=

1

2b
t sin(bt),

and

L−1
{

1

(s2 + b2)2

}
=

1

2b3
sin(bt)− 1

2b2
t cos(bt).

5. Solve IVP of DE’s with Laplace Transform
Method

In this lecture we will, by using examples, show how to use Laplace
transforms in solving differential equations with constant coefficients.

5.1 Example 1
Consider the initial value problem

y′′ + y′ + y = sin(t), y(0) = 1, y′(0) = −1.

Step 1
Let Y (s) = L{y(t)}, we have

L{y′(t)} = sY (s)− y(0) = sY (s)− 1,

L{y′′(t)} = s2Y (s)− sy(0)− y′(0)

= s2Y (s)− s+ 1.

Taking Laplace transforms of the DE, we get

(s2 + s+ 1)Y (s)− s =
1

s2 + 1
.
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Step 2
Solving for Y (s), we get

Y (s) =
s

s2 + s+ 1
+

1

(s2 + s+ 1)(s2 + 1)
.

Step 3
Finding the inverse laplace transform.

y(t) = L−1{Y (s)} = L−1
{

s
s2+s+1

}
+L−1

{
1

(s2+s+1)(s2+1)

}
.

Since
s

s2 + s+ 1
=

s

(s+ 1/2)2 + 3/4

=
s+ 1/2

(s+ 1/2)2 + (
√
3/2)2

− 1√
3

√
3/2

(s+ 1/2)2 + (
√
3/2)2

we have

L−1
{

s

s2 + s+ 1

}
= e−t/2 cos(

√
3 t/2)

− 1√
3
e−t/2 sin(

√
3 t/2). (4.6)

Using partial fractions we have

1

(s2 + s+ 1)(s2 + 1)
=

As+B

s2 + s+ 1
+

Cs+D

s2 + 1
.

Multiplying both sides by (s2 + 1)(s2 + s + 1) and collecting terms, we
find

1 = (A+ C)s3 + (B + C +D)s2 + (A+ C +D)s+B +D.

Equating coefficients, we get A+C = 0, B+C+D = 0, A+C+D = 0,
B +D = 1,

from which we get A = B = 1, C = −1, D = 0, so that

L−1
{

1

(s2 + s+ 1)(s2 + 1)

}
= L−1

{
s+ 1

s2 + s+ 1

}

−L−1
{

s

s2 + 1

}
.
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Since

L−1
{

1

s2 + s+ 1

}
=

2√
3
e−t/2 sin(

√
3 t/2),

L−1
{

s

s2 + 1

}
= cos(t)

we obtain

y(t) = 2e−t/2 cos(
√
3 t/2)− cos(t).

5.2 Example 2
As we have known, a higher order DE can be reduced to a system of

DE’s. Let us consider the system

dx

dt
= −2x+ y,

dy

dt
= x− 2y

(4.7)

or [
x′(t)
y′(t)

]
=

[
−2 1
1 −2

] [
x
y

]
;

with the initial conditions x(0) = x0 = 1, y(0) = y0 = 2. One may
rewrite the system in the form of matrix: x′(t) = Ax, where

A =

[
−2 1
1 −2

]
, x = (x, y)T .

Step 1
Taking Laplace transforms the system becomes

sX(s)− 1 = −2X(s) + Y (s),

sY (s)− 2 = X(s)− 2Y (s),
(4.8)

where X(s) = L{x(t)}, Y (s) = L{y(t)}.

Step 2
Solving for X(s), Y (s). The above linear system of equations can be
written in the form:[

−2− s 1
1 −2− s

] [
X(s)
Y (s)

]
= −

[
x0
y0

]
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or

(s+ 2)X(s)− Y (s) = x0 = 1,

−X(s) + (s+ 2)Y (s) = y0 = 2.
(4.9)

Note that for any given matrix A(ai,j), the determinant of the matrix
∆(λ) = det(A − λI) is called the characteristic polynomial; the root of
∆(λ) is called the eigenvalue of the matrix A. In our case, the determi-
nant of the coefficient matrix of the above system of linear equations is
just the characteristic polynomial of A:

∆(s) = −det(A− sI) = s2 + 4s+ 3 = (s+ 1)(s+ 3),

whose two roots are the eigenvalues of A: s1,2 = −1,−3. Using Cramer’s
rule we get

X(s) =
(s+ 2)x0 + y0
(s− s1)(s− s2)

=
(s+ 4)

(s+ 1)(s+ 3)

Y (s) =
(s+ 2)y0 + x0
(s− s1)(s− s2)

=
2s+ 5

(s+ 1)(s+ 3)
.

Step 3
Finding the inverse Laplace transform. By making the partial fraction,
we derive

s+ 4

(s+ 1)(s+ 3)
=

3/2

s+ 1
− 1/2

s+ 3
, (4.10)

2s+ 5

(s+ 1)(s+ 3)
=

3/2

s+ 1
+

1/2

s+ 3
, (4.11)

we obtain

x(t) =
3

2
e−t − 1

2
e−3t, y(t) =

3

2
e−t +

1

2
e−3t.

Similarly, one can apply the Laplace method solve more general sys-
tem of Eq’s with n×n constant coefficients matrix. In the future, it will
be demonstrated that there is another approach to solve the system of
Eq’s based on the eigenvectors of matrix.

It is seen from the above examples that the Laplace transform often
reduces the solution of differential equations to a partial fractions
calculation. If

F (s) = P (s)/Q(s)
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is a ratio of polynomials with the degree of P (s) less than the degree of
Q(s) then F (s) can be written as a sum of terms each of which corre-
sponds to an irreducible factor of Q(s). Each factor Q(s) of the form
s− a contributes the terms

A1

s− a
+

A1

(s− a)2
+ · · ·+ Ar

(s− a)r

where r is the multiplicity of the factor s−a. Each irreducible quadratic
factor s2 + as+ b contributes the terms

A1s+B1

s2 + as+ b
+

A2s+B2

(s2 + as+ b)2
+ · · ·+ Ars+Br

(s2 + as+ b)r

where r is the degree of multiplicity of the factor s2 + as+ b.

5.3 Example 3
Consider the initial value problem

y′′ + 2ty′ − 4y = 9, y(0) = 3, y′(0) = 0.

Step 1
Let Y (s) = L{y(t)}, we have

L{ty′(t)} = − d

ds
[sY (s)− y(0)] = −Y (s)− sY ′(s),

L{y′′(t)} = s2Y (s)− sy(0)− y′(0)

= s2Y (s)− 3s.

Taking Laplace transforms of the DE, we get

−2sY ′(s) + (s2 − 6)Y (s)− 3s =
9

s
.

or

Y ′(s)− (s2 − 6)

2s
Y (s) = − 9

2s2
− 3

2
.

Step 2

With the integral factor: s3e−
s2

4 , the General solution of the above ODE
is obtained as

Y (s) = A
e

s2

4

s3
+

3

s
+

21

s3
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From the definition of Laplace Transform, one may assume that

lim
s→∞

Y (s) = 0.

It follows that the arbitrary constant must vanish. A = 0. Therefore,

Step 3

y(t) = L−1{Y (s)} = 3 +
21

2
t2.

6. Further Studies of Laplace Transform

6.1 Step Function
6.1.1 Definition

uc(t) =

{
0 t < c,
1 t ≥ c.

6.1.2 Some basic operations with the step function

Cutting-off head part Generate a new function F (t) by “cutting-off
the head part” of another function f(t) at t = c:

F (t) = f(t)uc(t) =

{
0 (0 < t < c)
f(t) (t > c).

Cutting-off tail part Generate a new function F (t) by “cutting-off the
tail part” of another function f(t) at t = c:

F (t) = f(t)[1− uc(t)] =

{
f(t) (0 < t < c)
0 (t > c).

Cutting-off both head and tail part Generate a new function F (t) by
“cutting-off the head part” of another function f(t) at t = c1 and its
tail part at t = c2 > c1:

F (t) = f(t)uc1(t)− f(t)uc2(t)

=


0 (0 < t < c1)
f(t) (c1 < t < c2)
0 (t > c2).

(4.12)
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It is easy to prove that if 0 < t1 < t2, we may write discontinuous
function:

f(t) =


0, (∞ < t < 0)
f1(t), (0 ≤ t < t1)
f2(t), (t1 ≤ t < t2)
f3(t), (t2 ≤ t < ∞.

where fk(t), (k = 1, 2, 3) are known, and defined on (−∞,∞) into
the form

f(t) =
[
f1(t)u0(t)− f1(t)ut1(t)

]
+
[
f2(t)ut1(t)− f2(t)ut2(t)

]
+f3(t)ut2(t)

6.1.3 Laplace Transform of Unit Step Function

L{uc(t)} =
e−cs

s
.

One can derive

L{uc(t)f(t− c)} = e−csF (s) = e−csL[f(t)].

or

L{uc(t)g(t)} = e−csL[G(t+ c)].

Accordingly, we have

L−1 {e−csL[f(t)]
}
= uc(t)f(t− c).

Example 1. Determine L[f ], if

f(t) =


0, (0 ≤ t < 1)
t− 1, (1 ≤ t < 2)
1, (t ≥ 2).

Solution: In terms of the unit step function, we can express

f(t) = (t− 1)u1(t)− (t− 2)u2(t).

Let g = t. Then we have

f(t) = g(t− 1)u1(t)− g(t− 2)u2(t).
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It follows that

L[f ] = e−sL(g)− e2sL[g] = 1

s2
(e−s − e−2s).

Example 2. Determine L−1
[
2e−s

s2+4

]
.

Solution: We have

L[sin 2t] = 2

s2 + 4
.

Hence,

L−1
[
2e−s

s2+4

]
= L−1

{
e−sL[sin 2t]

}
= u1(t) sin[2(t− 1)]

Example 3. Determine L−1
[
(s−4)e−3s

s2−4s+5

]
.

Solution: Let
G(s) = (s−4)

s2−4s+5
= (s−4)

(s−2)2+1

=
[

(s−2)
(s−2)2+1

− 2
(s−2)2+1

]
.

Thus,

L−1[e−3sG(s)] = L−1
{
e−3s(L[e2t cos t− 2e2t sin t])

}
= u3(t)e

2(t−3)[ cos(t− 3)− 2 sin(t− 3)]

Example 3’. Find the solution for the IVP:

y′′ − 4y′ + 5 = etu3(t), y(0) = 0, y′(0) = 1.

Solution:

L[y′′ − 4y′ + 5] = L[etu3(t)] = e3L[et−3u3(t)].

We have

Y (s)(s2 − 4s+ 5)− 1 = e3
e−3s

s− 1

so that
Y (s) = e3e−3s 1

(s−1)[(s−2)2+1]
+ 1

[(s−2)2+1]

= e3e−3s
[
1
2

1
s−1 − 1

2
s−3

[(s−2)2+1]

]
+ 1

[(s−2)2+1]
.
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Note that

L−1
[ 1

s− 1

]
= et

L−1
[ s− 2

[(s− 2)2 + 1]

]
= e2t cos t

L−1
[ 1

[(s− 2)2 + 1]

]
= e2t sin t.

Thus, we have

L−1
[
e−3s 1

s− 1

]
= e(t−3)u3(t)

L−1
[
e−3s s− 2

[(s− 2)2 + 1]

]
= e2(t−3) cos(t− 3)u3(t)

L−1
[
e−3s 1

[(s− 2)2 + 1]

]
= e2(t−3) sin(t− 3)u3(t).

Finally, we derive

y(t) = e2t sin t+ 1
2e

3
[
et−3 − e2(t−3) cos(t− 3)

+e2(t−3) sin(t− 3)
]
u3(t)

Example 4. Determine L[f ], if

f(t) =


f1(t), (0 ≤ t < t1)
f2(t), (t1 ≤ t < t2)
f3(t), (t2 ≤ t < t3)
f4(t), (t3 ≤ t < ∞.

we can express

f(t) = f1(t)− f1(t)ut1(t) + f2(t)ut1(t)

−f2(t)ut2(t) + f3(t)ut2(t)

−f3(t)ut3(t) + f4(t)ut3(t)

= f1(t) + [f2(t)− f1(t)]ut1(t)

+[f3(t)− f2(t)]ut2(t)

+[f4(t)− f3(t)]ut3(t).

Now we may apply the formula

L{uc(t)f(t− c)} = e−csL[f(t)](s),



90 ORDINARY DIFFERENTIAL EQUATIONS FOR ENGINEERS

or
L{uc(t)g(t)} = e−csL[g(t+ c)](s),

Suppose that
L[f1(t)] = F1(s)

and
L[f2(t+ t1)− f1(t+ t1)](s) = G1(s)

L[f3(t+ t2)− f2(t+ t2)](s) = G2(s)

L[f4(t+ t3)− f3(t+ t3)](s) = G3(s).

Then we can write

L[f(t)](s) = F1(s) + e−t1sG1(s)

+e−t2sG2(s) + e−t3sG3(s)

Example 5. Determine L[f ], if

f(t) =


3, (0 ≤ t < 2)
1, (2 ≤ t < 3)
4t, (3 ≤ t < 8)
2t2, (8 ≤ t).

we can express

f(t) = 3− 2u2(t) + (4t− 1)u3(t) + (2t2 − 4t)u8(t).

Here,
g1(t) = 4t− 1, g2(t) = 2t2 − 4t,

we have
g1(t+ 3) = 4t+ 11,
g2(t+ 8) = 2(t+ 8)2 − 4(t+ 8)

= 2t2 + 32t+ 128− 4t− 32
= 2t2 + 28t+ 96.

Hence, we have

L[g1(t+ 3)] = G1(s) =
4

s2
+

11

s

and

L[g2(t+ 8)] = G2(s) =
4

s3
+

28

s2
+

96

s

It follows that

L[f(t)](s) = 1

s
− 2e−2s

s
+G1(s)e

−3s +G2(s)e
−8s.
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Example 6. Determine L[f ], if f(t) is a periotic function with period
T , and define the ‘windowed’ version of f(t) as:

fT (t) =

{
f(t), (0 ≤ t < T )

0, (Otherwise).

Then we have

f(t) = fT (t) + fT (t− T )uT (t) + fT (t− 2T )u2T (t)

+ · · ·+ fT (t− nT )unT (t) + · · ·

Thus, we have

L [f(t)] (s) = L [fT ] (s) + L [fT ] (s)e
−sT

+L [fT ] (s)e
−2sT + · · ·

+L [fT ] (s)e
−nsT + · · ·

=
L [fT ] (s)

1− e−sT
,

where

L [fT ] (s) =

∫ T

0
e−stf(t)dt.

Example 7. Determine L[f ], if f(t) is the sawtooth wave with period
T = 2 and

fT (t) =

{
2t, (0 ≤ t < 2)

0, (Otherwise).

Then we have

L [fT ] (s) =

∫ T

0
2te−stdt =

2

s2
− 2

(1 + 2s)e−2s

s2
,

and

L [f(t)] (s) =
2

1− e−2s

[
1

s2
− (1 + 2s)e−2s

s2

]
.

Example 8. Solve the IVP with Laplace transform method:

y′′ + 4y = f(t), y(0) = y′(0) = 0,

where

f(t) =


fT (t), (nπ ≤ t < (n+ 1)π),

(n = 0, 1, · · ·N).

0, (Otherwise).
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and

fT (t) =

{
sin t, (0 ≤ t < π)

0, (Otherwise).

Solution:
W may write

f(t) = fT (t) + fT (t− π)uT (t) + fT (t− 2π)u2π(t)

+ · · ·+ fT (t−Nπ)uNπ(t).

Thus, we have

L [f(t)] (s) = L [fT ] (s) + L [fT ] (s)e
−sπ

+L [fT ] (s)e
−2sπ + · · ·+ L [fT ] (s)e

−Nsπ.

Due to

L [fT ] (s) =

∫ π

0
e−st sin tdt =

1 + e−sπ

1 + s2
,

then we have

L [f(t)] (s) = F (s) =
1 + e−sπ

1 + s2

[
1 + e−sπ + e−2sπ

+ · · ·+ e−Nsπ
]

=
1

1 + s2

[
1 + 2(e−sπ + e−2sπ + · · ·+ e−Nsπ)

+e−(N+1)sπ
]
.

On the other hand, letting

L [y(t)] = Y (s),

from the equation we have

Y (s)(s2 + 4) = F (s),

so that

Y (s) =
1

(1 + s2)(s2 + 4)

[
1 + 2(e−sπ + e−2sπ + · · ·

+e−Nsπ) + e−(N+1)sπ
]
.

Let

H(s) =
1

(1 + s2)(s2 + 4)
=

1

3

[
1

(1 + s2)
− 1

(s2 + 4)

]
.
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We have

h(t) = L−1 [H(s)] =

(
1

3
sin t− 1

6
sin 2t

)
.

Therefore, we may derive

y(t) = L−1 [Y (s)] =
(
1
3 sin t−

1
6 sin 2t

)
+2uπ

[
1
3 sin(t− π)− 1

6 sin 2(t− π)
]

+2u2π
[
1
3 sin(t− 2π)

−1
6 sin 2(t− 2π)

]
+ · · ·

+2uNπ

[
1
3 sin(t−Nπ)− 1

6 sin 2(t−Nπ)
]

+u(N+1)π

[
1
3 sin(t− (N + 1)π)

−1
6 sin 2(t− (N + 1)π)

]
or

y(t) = L−1 [Y (s)] =
(
1
3 sin t−

1
6 sin 2t

)
+2uπ

[
−1

3 sin t−
1
6 sin 2t

]
+2u2π

[
1
3 sin t−

1
6 sin 2t

]
+ · · ·

+2uNπ

[
1
3(−1)N sin t− 1

6 sin 2t
]

+u(N+1)π

[
1
3(−1)N+1 sin t− 1

6 sin 2t
]
.

6.2 Impulse Function
6.2.1 Definition

Let

dτ (t) =

{ 1
2τ |t| < τ,
0 |t| ≥ τ.

It follows that

I(τ) =

∫ ∞

−∞
dτ (t)dt = 1.

Now, consider the limit,

δ(t) = lim
τ→0

dτ (t) =

{
0 t ̸= 0,
∞ t = 0,

which is called the Dirac δ-function. Evidently, the Dirac δ-function
has the following properties:
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1 ∫ ∞

−∞
δ(t)dt = 1.

2 ∫ B

A
δ(t− c)dt =

{
0 c ∈̄(A,B),
1 c ∈ (A,B).

3 ∫ B

A
δ(t− c)f(t)dt =

{
0 c ∈̄(A,B),
f(c) c ∈ (A,B).

6.2.2 Laplace Transform of Impulse Function

L{δ(t− c)} =


e−cs c > 0,
1/2 c = 0
0 c < 0.

One can derive

L{δ(t− c)f(t)} = e−csf(c), (c > 0).

Example 1. Solve the IVP:

y′′ + 4y′ + 13y = δ(t− π),

with
y(0) = 2, y′(0) = 1.

Solution: Take the Laplace transform of both sides, and impose IC’s. It
follows that

[s2Y − 2s− 1] + 4[sY − 2] + 13Y = e−πs

We have
Y = e−πs+2s+9

s2+4s+13
= e−πs+2s+9

(s+2)2+9

= e−πs

(s+2)2+9
+ 2(s+2)

(s+2)2+9
+ 5

(s+2)2+9
.

Take the inverse of the Laplace transform on both sides. we derive

y = L−1
{
e−πs

3 L[e−2t sin 3t]
}

+2[e−2t cos 3t] + 5
3 [e

−2t sin 3t]

= 1
3uπ(t)e

−2(t−π) sin 3(t− π)

+2[e−2t cos 3t] + 5
3 [e

−2t sin 3t].
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6.3 Convolution Integral
6.3.1 Theorem

Given

L{f(t)} = F (s), L{g(t)} = G(s),

one can derive
L−1{F (s) ·G(s)} = f(t) ∗ g(t)

= L−1{F (s)} ∗ L−1{G(s)}

where

f(t) ∗ g(t) =
∫ t

0
f(t− τ)g(τ)dτ

is called the convolution integral.

Proof:

L{f ∗ g(t)} =

∫ ∞

0
e−st

{∫ t

0
f(t− τ)g(τ)dτ

}
dt

=

∫ ∞

0

{∫ t

0
e−stf(t− τ)g(τ)dτ

}
dt.

However, it can be proven that∫∞
0

{∫ t
0 e

−stf(t− τ)g(τ)dτ
}
dt

=
∫∞
0

{∫∞
τ e−stf(t− τ)g(τ)dt

}
dτ.

Now let u = t− τ . We get

L{f ∗ g(t)} =

∫ ∞

0

{∫ ∞

0
e−s(u+τ)f(u)g(τ)du

}
dτ

= L{f(t)} · L{g(t)}

6.3.2 The properties of convolution integral

f(t) ∗ g(t) = g(t) ∗ f(t).

[cf(t) + dg(t)] ∗ h(t) = c[f(t) ∗ h(t)] + d[g(t) ∗ h(t)].

1 ∗ g(t) ̸= g(t)

0 ∗ g(t) = 0.

Example 1. Determine L−1
[

G(s)
(s−1)2+1

]
.
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Solution:

L−1
[

G(s)
(s−1)2+1

]
= L−1[G(s)] ∗ L−1

[
1

(s−1)2+1

]
= e−t sin t ∗ g(t).

Example 2. Solve the IVP:

y′′ + ω2y = f(t)

with
y(0) = α, y′(0) = β.

Solution: Step #1: Taking Laplace transform of both sides, it follows

that
[s2Y − αs− β] + ω2Y = F (s).

Step #2: We solve

Y (s) =
F (s)

s2 + ω2
+

αs

s2 + ω2
+

β

s2 + ω2
.

Step #3: Taking inverse Laplace transform of both sides, we obtain

y(t) = 1
ω

∫ t
0 sinω(t− τ)f(τ)dτ

+α cosωt+ β
ω sinωt.



Chapter 5

SERIES SOLUTION OF LINEAR DIFFERENTIAL

EQUATIONS

1. Series Solutions near an Ordinary Point

1.1 Introduction
A function f(x) of one variable x is said to be analytic at a point

x = x0 if it has a convergent power series expansion

f(x) =
∞∑
0

an(x− x0)
n

= a0 + a1(x− x0) + a2(x− x0)
2

+ · · ·+ an(x− x0)
n + · · ·

for |x− x0| < R, R > 0.

This point x = x0 is also called ordinary point. Otherwise, f(x) is said
to have a singularity at x = x0. The largest such R (possibly +∞)
is called the radius of convergence of the power series. The series
converges for every x with |x − x0| < R and diverges for every x with
|x− x0| > R. There is a formula for R = 1

ℓ , where

ℓ = lim
n→∞

|an|1/n, or lim
n→∞

|an+1|
|an|

,

if the latter limit exists. The same is true if x, x0, ai are complex. For
example,

1

1 + x2
= 1− x2 + x4 − x6 + · · ·+ (−1)nx2n + · · ·

for |x| < 1. The radius of convergence of the series is 1. It is also equal
to the distance from 0 to the nearest singularity x = i of 1/(x2 + 1) in
the complex plane.

97
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Power series can be integrated and differentiated within the interval
(disk) of convergence. More precisely, for |x− x0| < R we have

f ′(x) =
∞∑
n=1

nanx
n−1 =

∞∑
n=0

(n+ 1)an+1x
n,

∫ x

0

( ∞∑
n=0

ant
n

)
dt =

∞∑
n=0

an
n+ 1

xn+1 =
∞∑
n=1

an−1

n
xn

and the resulting power series have R as radius of convergence. If f(x),
g(x) are analytic at x = x0 then so is f(x)g(x) and af + bg with any
scalars a, b, whose radii of convergence is not smaller than the radii of
convergence of the series for f(x), g(x). If f(x) is analytic at x = x0 and
f(x0) ̸= 0 then 1/f(x0) is analytic at x = x0 with radius of convergence
equal to the distance from x0 to the nearest zero of f(x) in the complex
plane.

The following theorem shows that linear DE’s with analytic coeffi-
cients at x0 have analytic solutions at x0 with radius of convergence as
big as the smallest of the radii of convergence of the coefficient functions.

1.2 Series Solutions near an Ordinary Point

Theorem 1
If p1(x), p2(x), . . . , pn(x), q(x) are analytic at x = x0, the solutions of
the DE

y(n) + p1(x)y
(n−1) + · · ·+ pn(x)y = q(x)

are analytic with radius of convergence ≥ the smallest of the radii of
convergence of the coefficient functions

p1(x), p2(x), . . . , pn(x), q(x).

The proof of this result follows from the two steps: First find the formal
series solutions for the EQ, then prove the formal series solutions are
convergent.

Example 1. The coefficients of the DE y′′ + y = 0 are analytic every-
where, in particular at x = 0. Any solution y = y(x) has therefore a
series representation

y =
∞∑
n=0

anx
n

with infinite radius of convergence. We have

y′ =
∞∑
n=0

(n+ 1)an+1x
n,
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y′′ =
∞∑
n=0

(n+ 1)(n+ 2)an+2x
n.

Therefore, we have

y′′ + y =
∞∑
n=0

((n+ 1)(n+ 2)an+2 + an)x
n = 0

for all x. It follows that

(n+ 1)(n+ 2)an+2 + an = 0

for n ≥ 0. Thus we obtain

an+2 = − an
(n+ 1)(n+ 2)

, for n ≥ 0, (5.1)

from which we obtain

a2 = − a0
1 · 2

, a3 = − a1
2 · 3

, a4 = − a2
3 · 4

=
a0

1 · 2 · 3 · 4
,

a5 = − a3
4 · 5

=
a1

2 · 3 · 4 · 5
.

(5.1) is called the recurrence formula.
By induction one obtains

a2n = (−1)n
a0

(2n)!
, a2n+1 = (−1)n

a1
(2n+ 1)!

and hence that

y = a0
∑∞

n=0(−1)n x2n

(2n)! + a1
∑∞

n=0(−1)n x2n+1

(2n+1)!

= a0 cos(x) + a1 sin(x).

Example 2. The simplest non-constant DE is y′′ + xy = 0 which is
known as Airy’s equation. Its coefficients are analytic everywhere and
so the solutions have a series representation

y =
∞∑
n=0

anx
n

with infinite radius of convergence. We have

y′′ + xy =
∞∑
n=0

(n+ 1)(n+ 2)an+2x
n +

∞∑
n=0

anx
n+1,

=
∞∑
n=0

(n+ 1)(n+ 2)an+2x
n +

∞∑
n=1

an−1x
n,

= 2a2 +
∞∑
n=1

((n+ 1)(n+ 2)an+2 + an−1)x
n

= 0



100 ORDINARY DIFFERENTIAL EQUATIONS FOR ENGINEERS

from which we get the recurrence formula:

a2 = 0,

(n+ 1)(n+ 2)an+2 + an−1 = 0

for n ≥ 1. Since a2 = 0 and

an+2 = − an−1

(n+ 1)(n+ 2)
, for n ≥ 1

we have

a3 = − a0
2 · 3

, a4 = − a1
3 · 4

, a5 = 0,

a6 = − a3
5 · 6

=
a0

2 · 3 · 5 · 6
,

a7 = − a4
6 · 7

=
a1

3 · 4 · 6 · 7
.

By induction we get a3n+2 = 0 for n ≥ 0 and

a3n = (−1)n
a0

2 · 3 · 5 · 6 · · · (3n− 1) · 3n
,

a3n+1 = (−1)n
a1

3 · 4 · 6 · 7 · · · (3n) · (3n+ 1)
.

Hence y = a0y1 + a1y2 with

y1 = 1− x3

2·3 + x6

2·3·5·6 − · · ·

+(−1)n x3n

2·3·5·6···(3n−1)·3n + · · · ,

y2 = x− x4

3·4 + x7

3·4·6·7 − · · ·

+(−1)n x3n+1

3·4·6·7···(3n)·(3n+1) + · · · .

For positive x the solutions of the DE y′′ + xy = 0 behave like the
solutions to a mass-spring system with variable spring constant.

The solutions oscillate for x > 0 with increasing frequency as |x| →
∞.

For x < 0 the solutions are monotone. For example, y1, y2 are
increasing functions of x for x ≤ 0.
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2. Series Solution near a Regular Singular Point

2.1 Introduction
In this lecture we investigate series solutions for the general linear DE

a0(x)y
(n) + a1(x)y

(n−1) + · · ·+ an(x)y = b(x),

where the functions a1, a2, . . . , an, b are analytic at x = x0. If a0(x0) ̸= 0
the point x = x0 is called an ordinary point of the DE. In this case,
the solutions are analytic at x = x0 since the normalized DE

y(n) + p1(x)y
(n−1) + · · ·+ pn(x)y = q(x),

where
pi(x) = ai(x)/a0(x), q(x) = b(x)/a0(x),

has coefficient functions which are analytic at x = x0.

If a0(x0) = 0, the point x = x0 is said to be a singular point for the
DE.

If k is the multiplicity of the zero of a0(x) at x = x0 and the multi-
plicities of the other coefficient functions at x = x0 is as big then, on
cancelling the common factor (x − x0)

k for x ̸= x0, the DE obtained
holds even for x = x0 by continuity, has analytic coefficient functions at
x = x0 and x = x0 is an ordinary point.

In this case the singularity is said to be removable. For example,
the DE xy′′ + sin(x)y′ + xy = 0 has a removable singularity at x = 0.

2.2 Series Form of Solutions near a Regular
Singular Point

In general, the solution of a linear DE in a neighborhood of a singu-
larity is extremely difficult. However, there is an important special case
where this can be done. For simplicity, we treat the case of the general
second order homogeneous DE

a0(x)y
′′ + a1(x)y

′ + a2(x)y = 0, (x > x0),

with a singular point at x = x0. We say that x = x0 is a regular
singular point if the normalized DE

y′′ + p(x)y′ + q(x)y = 0, (x > 0),

is such that (x − x0)p(x) and (x − x0)
2q(x) are analytic at x = x0. A

necessary and sufficient condition for this is that

lim
x→x0

(x− x0)p(x) = p0, lim
x→x0

(x− x0)
2q(x) = q0
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exist and are finite. In this case

(x− x0)p(x) = p0 + p1(x− x0) + · · ·+ pn(x− x0)
n + · · · ,

(x− x0)
2q(x) = q0 + q1(x− x0) + · · ·+ qn(x− x0)

n + · · · .
Without loss of generality we can, after possibly a change of variable

x− x0 = t, for simplicity, hereafter we assume that the regular singular
point is x0 = 0. Then we may re-write the DE in the form:

x2L[y] = x2y′′ + x(xp(x))y′ + x2q(x)y = 0.

This DE is an Euler DE if xp(x) = p0, x
2q(x) = q0. This suggests

that we should look for solutions of the form

y = xr
( ∞∑
n=0

anx
n

)
=

∞∑
n=0

anx
n+r,

with a0 ̸= 0. Substituting this in the DE gives

x2L[y] =
∞∑
n=0

(n+ r)(n+ r − 1)anx
n+r

+

( ∞∑
n=0

pnx
n

)( ∞∑
n=0

(n+ r)anx
n+r

)

+

( ∞∑
n=0

qnx
n

)( ∞∑
n=0

anx
n+r

)
which, on expansion and simplification, becomes

x2L[y] = a0F (r)xr +
∞∑
n=1

(n+ r)(n+ r − 1)anx
n+r

+
∞∑
n=1

{
pnra0 + pn−1(1 + r)a1 + · · ·

+p1(n− 1 + r)an−1 + p0(n+ r)an
}
xn+r

+
∞∑
n=1

{
qna0 + qn−1a1 + · · ·+ q1an−1 + q0an

}
xn+r

or

x2L[y] = a0F (r)xr +
∞∑
n=1

{
F (n+ r)an

+[(n+ r − 1)p1 + q1]an−1 + · · ·

+(rpn + qn)a0
}
xn+r,
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where

F (r) = r(r − 1) + p0r + q0.

We call

F (r) = r(r − 1) + p0r + q0 = 0, (5.2)

the indicial equation.
Equating coefficients of the series on the right side to zero, namely set

F (n+ r)an = −[(n+ r − 1)p1 + q1]an−1

− · · · − (rpn + qn)a0 (5.3)

for n ≥ 1, results in the recurrence formula:

an(r) =
−[(n+r−1)p1+q1]an−1−···−(rpn+qn)a0

F (n+r) (5.4)

and

x2L[y(x, r)] = a0F (r)xr. (5.5)

It is important to note that when the coefficients an(r) of series
solution y(x) are given by the recurrence formula (5.4), the
formula (5.5) will be valid for all x and any parameters (r, a0).
The above recurrence equation (5.4), may be re-written in the form:

an(r) = R[a0, a1(r), · · · , an−1(r), r, n]. (5.6)

It may be deduced that an(r) = a0ân(r), and ân(r) can be uniquely
determined from (5.6) by setting â0 = 1 as follows:

ân(r) = R[1, â1(r), · · · , ân−1(r), r, n]

=
−[(n+r−1)p1+q1]ân−1−···−(rpn+qn)

F (n+r)

(5.7)

for n ≥ 1.
The indicial equation (5.2) has two roots: r1, r2. Three cases should

be discussed separately.

2.2.1 Case (I): The roots (r1 − r2 ̸= N)

Two roots do’nt differ by an integer. In this case,

F (r) = (r − r1)(r − r2).
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With r = r1 and r = r2, we obtain the linearly independent solutions

y1 = |x|r1
( ∞∑
n=0

ân(r1)x
n

)
,

y2 = |x|r2
( ∞∑
n=0

ân(r2)x
n

)
.

(5.8)

It can be shown that the radius of convergence of the infinite series is the
distance to the singularity of the DE nearest to the singularity x = 0.

When r1 = r2 or r1 = r2+N , only the first solution y1(x) correspond-
ing to r = r1

y1 = |x|r1
( ∞∑
n=0

ân(r1)x
n

)
.

can be obtained through the above procedure.
In those cases, a second linearly independent solution can then

be found by the method of reduction of order.
However, a second solution can be also found with the method shown

below.

2.2.2 Case (II): The roots (r1 = r2)

In this case, we have F (r) = (r−r1)
2. Setting â0 = 1, with {ân(r), (n ≥

1)} determined by (5.7), from the equality (5.5) we get

x2y′′ + x2p(x)y′ + x2q(x)y = (r − r1)
2xr,

which is valid for all values of variables x and r. Differentiating this
equation with respect to r, we get

x2
(
∂y
∂r

)′′
+ x2p(x)

(
∂y
∂r

)′
+ x2q(x)∂y∂r

= 2(r − r1)x
r + (r − r1)

2xr ln(x).

Setting r = r1, we find that

y2 =
∂y

∂r
(x, r1) = xr1

[ ∞∑
n=0

ân(r1)x
n
]
ln(x)

+xr1
∞∑
n=0

â′n(r1)x
n

= y1 ln(x) + xr1
∞∑
n=0

â′n(r1)x
n,

where â′n(r) is the derivative of ân(r) with respect to r. This is a second
linearly independent solution.



SERIES SOLUTION OF LINEAR DIFFERENTIAL EQUATIONS 105

2.2.3 Case (III): The roots (r1 − r2 = N > 0)

For this case, r1 = r2 +N . Thus,

F (r2 +N) = 0.

Thus, from (5.7) we find âN (r2) = ∞. Consequently, we cannot derive
y2(x) with the root r2 as in case (I).

To resolve the difficulty, we now set a0 = (r − r2),

an(r) = (r − r2)ân(r), (n ≥ 1),

and consider the function

y(x, r) =
∞∑
n=0

an(r)x
n+r.

Thus, from the equality (5.5) we get

x2L[y(x, r)] = (r − r1)(r − r2)
2xr.

Differentiating both sides of this equality with respect to r, we get

x2L[ ∂∂ry(x, r)] = (r − r1)(r − r2)
2xr ln(x)

+(r − r2)
[
(r − r2) + 2(r − r1)

]
xr.

Setting r = r2, it is seen that y2(x) = ∂
∂ry(x, r2) is a solution of the

given DE. This leads to

y2 = ln |x|
∞∑
n=0

an(r2)x
n+r2 + xr2

∞∑
n=0

a′n(r2)x
n. (5.9)

We are now going to further investigate the above result.

1. The simplification of the first power series term: One may deduce that

as n ≤ (N − 1),
an(r2) = 0,

This directly follows from the definition an(r) = (r − r2)ân(r);

as n = N ,
aN (r2) = lim

r→r2
(r − r2)âN (r) = a < ∞,

as n ≥ N + 1, or n = N + k,

an(r2) = aN+k(r2) = aâk(r1).



106 ORDINARY DIFFERENTIAL EQUATIONS FOR ENGINEERS

Proof: We re-write the recurrence formula (5.3) as

an(r) = (r − r2)R[â0, · · · , âN , · · · , ân−1, r, n]

= − [(n+r−1)p1+q1]ân−1(r)
F (n+r) (r − r2)

− · · · − [(N+r−1)pn−N+qn−N ]âN (r)
F (n+r) (r − r2)

− · · · − [rpn+qn]â0(r−r2)
F (n+r) .

(5.10)

As r → r2, it is reduced to

an(r2) = − [(n+r2−1)p1+q1]an−1(r2)
F (n+r2)

− · · · − [(N+r2−1)pn−N+qn−N ]a
F (n+r2)

.
(5.11)

With n+r2 = N+k+r2 = k+r1, n−N = k, by denoting aN+k(r2) =
abk, we may re-write the above formula as

bk = − [(k+r1−1)p1+q1]bn−1

F (k+r1)

− · · · − [(r1−1)pk+qk]b0
F (k+r1)

.
(5.12)

Due to b0 = 1, this yields bk = âk(r1).
By substituting the above results to the first power series on the right
hand side of (5.9), we derive

∞∑
n=0

an(r2)x
n+r2 =

∞∑
N+k=0

aN+k(r2)x
N+k+r2

= a
∞∑
k=0

âk(r1)x
k+r1

= ay1(x).

2. The simplification of the second power series term: we now investi-
gate the second power series on the right hand side of (5.9). One may
deduce that

as n ≤ (N − 1),
a′n(r2) = ân(r2)

This directly follows from the definition an(r) = (r − r2)ân(r);

as n = N , though âN (r2) = ∞, we may have

a′N (r2) = lim
r→r2

[(r − r2)âN (r)]′ = ãN < ∞;



SERIES SOLUTION OF LINEAR DIFFERENTIAL EQUATIONS 107

as n ≥ N + 1, from the recurrence formula (5.10), we derive

a′n(r2) = ãn(r2) = lim
r→r2

[(r − r2)ân(r)]
′

− [(n+r2−1)p1+q1]ãn−1(r2)
F (n+r2)

− · · · − [(N+r2−1)pn−N+qn−N ]ãN
F (n+r2)

− · · · − [r2pn+qn]â0
F (n+r2)

.

(5.13)

Here the sequence {ãN+1, · · · ãn−1} are calculated by setting r = r2
and âN (r) = ãN in the recurrence formula (5.7). Thus, we may write
the second power series as

|x|r2
∞∑
n=0

ãn(r2)x
n,

where

ãn(r2) =


1 n = 0;
ân(r2) 0 < n < N ;
ãN n = N.

Whereas for n > N ,

ãn = R[1, â1, · · · , âN−1, ãN , ãN+1,
· · · , ãn−1, r2, n],

which is obtained by setting r = r2 in the recurrence formula (5.7)
and replacing the variable âN (r2) by the number ãN .

Thus, we finally derive

y2(x) = ay1(x) ln |x|+ |x|r2
( ∞∑
n=0

ãn(r2)x
n

)
. (5.14)

Thus, we obtain two linearly independent solution. The above method

is due to Frobenius and is called the Frobenius method.

2.3 Summary
Theorem 2.3.1 (Frobenius Theorem)

Give the normalized DE

y′′ + p(x)y′ + q(x)y = 0, (x > 0).

Suppose say that x = 0 is a regular singular point, and

xp(x) = p0 + p1x+ · · ·+ pnx
n + · · · ,
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x2q(x) = q0 + q1x+ · · ·+ qnx
n + · · · .

Then, we have the indicial equation:

F (r) = r(r − 1) + p0r + q0 = 0,

which has two roots:r1, r2. There three distinct cases:

1 Case (I): The roots (r1 − r2 ̸= N)

The system has the linearly independent solutions:

y1 = |x|r1
(
1 +

∞∑
n=1

ân(r1)x
n
)
,

y2 = |x|r2
(
1 +

∞∑
n=1

ân(r2)x
n
)
.

2 Case (II): The roots (r1 = r2) The system has the linearly inde-
pendent solutions:

y1 = |x|r1
(
1 +

∞∑
n=1

ân(r1)x
n
)
,

y2 = y1(x) ln |x|+ |x|r1
( ∞∑
n=0

bnx
n
)
,

where bn = â′n(r2); b0 = 0, since â0 = 1.

3 Case (III): The roots (r1 = r2 +N) The system has the linearly
independent solutions:

y1 = |x|r1
(
1 +

∞∑
n=1

ân(r1)x
n
)
,

y2 = ay1(x) ln |x|+ |x|r2
( ∞∑
n=0

ãnx
n
)
,

where ã0 = 1 and a0(r) = (r − r2).

Example 1. The DE 2xy′′ + y′ + 2xy = 0 has a regular singular point
at x = 0 since xp(x) = 1/2 and x2q(x) = x2. Noting that

p0 =
1

2
, p1 = p2 = · · · = 0,

and
q0 = q1 = 0, q2 = 1, q3 = q4 = . . . = 0,
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we derive the indicial equation:

r(r − 1) +
1

2
r = r(r − 1

2
) = 0.

The roots are r1 = 1/2, r2 = 0 which do not differ by an integer. For
the recurrence formula, we have

(r + 1)(r + 1
2)a1 = 0,

(n+ r)(n+ r − 1
2)an = −an−2 for n ≥ 2,

(5.15)

so that

an = −2an−2/(r + n)(2r + 2n− 1)

for n ≥ 2. Hence 0 = a1 = a3 = · · · a2n+1 for n ≥ 0 and

a2 = − 2
(r+2)(2r+3)a0,

a4 = − 2
(r+4)(2r+7)a2

= 22

(r+2)(r+4)(2r+3)(2r+7)a0.

It follows by induction that

a2n = (−1)n
2n

(r + 2)(r + 4) · · · (r + 2n)

× 1

(2r + 3)(2r + 7) · · · (2r + 4n− 1)
a0. (5.16)

Setting, r = 1/2, 0, a0 = 1, we get

y1 =
√
x

∞∑
n=0

(−1)n
x2n

(5 · 9 · · · (4n+ 1))n!
,

y2 =
∞∑
n=0

(−1)n
x2n

(3 · 7 · · · · (4n− 1))n!
.

The infinite series have an infinite radius of convergence since x = 0 is
the only singular point of the DE.

Example 2. The DE xy′′ + y′ + y = 0 has a regular singular point at
x = 0 with xp(x) = 1, x2q(x) = x. Noting that

p0 = 1, p1 = p2 = · · · = 0,

and

q0 = 0, q1 = 1, q2 = q3 = q4 = . . . = 0,
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we get the indicial equation:

r(r − 1) + r = r2 = 0.

This equation has only one root x = 0. The recursion equation is

(n+ r)2an = −an−1, n ≥ 1.

The solution with a0 = 1 is

an(r) = (−1)n
1

(r + 1)2(r + 2)2 · · · (r + n)2
.

setting r = 0 gives the solution

y1 =
∞∑
n=0

(−1)n
xn

(n!)2
.

Taking the derivative of an(r) with respect to r we get, using

a′n(r) = an(r)
d

dr
ln [an(r)]

(logarithmic differentiation),we get

a′n(r) = −
(

2

r + 1
+

2

r + 2
+ · · ·+ 2

r + n

)
an(r)

so that

a′n(0) = 2(−1)n+1
1
1 + 1

2 + · · ·+ 1
n

(n!)2
.

Therefore a second linearly independent solution is

y2 = y1 ln(x) + 2
∞∑
n=1

(−1)n+1
1
1 + 1

2 + · · ·+ 1
n

(n!)2
xn.

The above series converge for all x. Any bounded solution of the given
DE must be a scalar multiple of y1.

Example 3.
L[y] = x2y′′ + xy′ + (x2 − 1)y = 0.

This DE has a regular singular point at x = 0, the indicial equation is

F (r) = r(r − 1) + r − ν2 = r2 − ν2 = (r − 1)(r + 1)

whose roots are
r1 = 1, r2 = −1.
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This is the case (III). Let

y(x, r) = xr
∞∑
n=0

anx
n,

we may derive

L[y(r, x)] = a0(r
2 − 1)xr + a1[(r + 1)2 − 1]xr+1

+
∞∑
n=2

{
[(r + n)2 − 1]an + an−2

}
xr+n = 0.

The recursion equations are

[(1 + r)2 − 1]a1 = 0,

[(n+ r)2 − 1]an = −an−2,

for n ≥ 2.

The first solution y1(x) can be obtained as in the last section. Let
r = r1 = 1 and a0 = 1, we have

a1 = 0,

an = − an−2

n(n+ 2)
, n ≥ 2.

It is derived that for the odd numbers,

a1 = a3 = a5 = · · · = 0;

while for the even numbers,

a2 =
(−1)a0
22(2)(1)

, a4 =
(−1)a2
22(3)(2)

, · · ·

In general, for n = 2m,

a2m =
(−1)ma0

22m(m+ 1)!m!
.

We obtain the first solution:

y1 = x
∞∑

m=0

(−1)mx2m

22m(m+ 1)!m!
.

In practice, one define the Bessel function J1(x) = 2y1(x).
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The second solution has the form:

y2 = ay1(x) lnx+ x−1
( ∞∑
n=0

cnx
n
)
,

Here, as it is known from the Frobenius theorem, c0 = 1.

We now compute

y′2(x) = ay′1(x) lnx+ ay1(lnx)
′ + x−1

∞∑
n=0

ncnx
n−1

−x−2
( ∞∑
n=0

cnx
n
)
,

y′′2(x) = ay′′1(x) lnx+ 2ay′1(lnx)
′ + ay1(lnx)

′′

+x−1
∞∑
n=2

n(n− 1)cnx
n−2 − 2x−2

∞∑
n=0

ncnx
n−1

+2x−3
∞∑
n=0

cnx
n,

Then we let

L[y2] = p0(x)y
′′
2 + p1(x)y

′
2 + p2(x)y2 = 0.

It follows that

L[y2] = a lnx
[
p0(x)y

′′
1 + p1(x)y

′
1 + p2(x)y1

]
+
[
x2ay1(lnx)

′′ + xay1(lnx)
′
]
+ 2axy′1

+
∞∑
n=0

[(n− 1)(n− 2)cn + (n− 1)cn − cn]x
n−1

+
∞∑
n=0

cnx
n+1.

Note that
L[y1] = p0(x)y

′′
1 + p1(x)y

′
1 + p2(x)y1 = 0,

and
x2ay1(lnx)

′′ + xay1(lnx)
′ = 0,

we obtain

L[y2] = 2axy′1

+
∞∑
n=0

[(n− 1)(n− 2)cn + (n− 1)cn − cn]x
n−1

+
∞∑
n=0

cnx
n+1,
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or,
∞∑
n=0

[(n− 1)(n− 2)cn + (n− 1)cn − cn]x
n−1

+
∞∑
n=0

cnx
n+1 = −2ax

∞∑
m=0

(−1)m(2m+ 1)x2m

22m(m+ 1)!m!
.

It may re-written as

−c1 + [0 · c2 + c0]x+
∞∑
n=2

[(n2 − 1)cn+1 − cn−1]x
n

= −2a

[
x+

∞∑
m=1

(−1)m(2m+ 1)x2m+1

22m(m+ 1)!m!

]
.

It follows that

c1 = 0, a = −c0/2,

Since c0 = 1, we have a = −1
2 . Furthermore, we have

c3 = c5 = · · · = 0.

Moreover, let n = 2m+ 1, we have

[(2m+ 1)2 − 1]c2m+2 − c2m

=
(−1)m(2m+ 1)x2m+1

22m(m+ 1)!m!
, m = 1, 2, · · ·

As m = 1, we have

(32 − 1)c4 + c2 = (−1)3/(22 · 2!).

c2 ⇒ c4 ⇒ c6 ⇒ · · ·

So that, c2 is arbitrary constant. In practice, one set c2 = 1/22. Thus,
we have

c4 =
−1

24 · 2

[
3

2
+ 1

]
=

−1

24 · 2!

[(
1 +

1

2

)
+ 1

]
We define

H0 = 1, Hn = 1 +
1

2
+

1

3
+ · · ·+ 1

n
, (n ≥ 1).

Then, we have

c4 =
−1

24 · 2!
(H2 +H1) .
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In general, one may write

c2m =
(−1)m+1

22mm!(m− 1)!
(Hm +Hm−1) .

We finally obtain:

y2(x) = −1
2y1(x) lnx

+
1

x

[
1 +

∞∑
m=1

(−1)m+1 (Hm +Hm−1)x
2m

22mm!(m− 1)!

]
.

3. (*)Bessel Equation
In this lecture we study an important class of functions which are

defined by the differential equation

x2y′′ + xy′ + (x2 − ν2)y = 0,

where ν ≥ 0 is a fixed parameter. This DE is known Bessel’s equation
of order ν.

This equation has x = 0 as its only singular point. Moreover, this
singular point is a regular singular point since

xp(x) = 1, x2q(x) = x2 − ν2.

Bessel’s equation can also be written

y′′ +
1

x
y′ + (1− ν2

x2
) = 0

which for x large is approximately the DE y′′ + y = 0 so that we can
expect the solutions to oscillate for x large. The indicial equation is

r(r − 1) + r − ν2 = r2 − ν2

whose roots are

r1 = ν, r2 = −ν.

Note that

p0 = 1, p1 = p2 = · · · = 0,

and

q0 = −ν2, q1 = 0, q2 = 1, q3 = q4 = . . . = 0,
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The recursion equations are

[(1 + r)2 − ν2]a1 = 0,

[(n+ r)2 − ν2]an = −an−2,

for n ≥ 2.

The general solution of these equations is

a2n+1 = 0, for n ≥ 0

and

a2n(r) =
(−1)na0

(r + 2− ν)(r + 4− ν) · · · (r + 2n− ν)

× 1

(r + 2 + ν)(r + 4 + ν) · · · (r + 2n+ ν)
.

3.1 The Case of Non-integer ν

If ν is not an integer and ν ̸= 1/2, we have the case (I). Two linearly
independent solutions of Bessel’s equation

Jν(x), J−ν(x)

can be obtained by taking r = ±ν, a0 = 1/2νΓ(ν + 1). Since, in this
case,

a2n =
(−1)na0

22nn!(r + 1)(r + 2) · · · (r + n)
,

we have for r = ±ν

Jr(x) =
∞∑
n=0

(−1)n

n!Γ(r + n+ 1)

(
x

2

)2n+r

.

Recall that the Gamma function Γ(x) is defined for x ≥ −1 by

Γ(x+ 1) =

∫ ∞

0
e−ttxdt.

For x ≥ 0 we have
Γ(x+ 1) = xΓ(x),

so that
Γ(n+ 1) = n!

for n an integer ≥ 0. We have

Γ

(
1

2

)
=

∫ ∞

0
e−tt−1/2dt = 2

∫ ∞

0
e−x2

dt =
√
π.
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The Gamma function can be extended uniquely to a function which
satisfies the identity

Γ(x) = Γ(x)/x,

for all x, but
x ̸= {0,−1,−2, . . . ,−n, . . .}.

This is true even if x is taken to be complex. The resulting function is
analytic except at zero and the negative integers where it has a simple
pole.

These functions are called Bessel functions of first kind of order ν.

As an exercise the reader can show that

J 1
2
(x) =

√
2

πx
sin(x), J− 1

2
=

√
2

πx
cos(x).

3.2 The Case of ν = −m with m an integer ≥ 0

For this case, the first solution Jm(x) can be obtained as in the last
section. As examples, we give some such solutions as follows:

The Case of m = 0:

J0(x) =
∞∑
n=0

(−1)n

22n(n!)2
x2n

The case m = 1:

J1(x) =
1

2
y1(x) =

x

2

∞∑
n=0

(−1)n

22nn!(n+ 1)!
x2n.

To derive the second solution, one has to proceed differently. For ν = 0
the indicial equation has a repeated root, we have the case (II). One has
a second solution of the form

y2 = J0(x) ln(x) +
∞∑
n=0

a′2n(0)x
2n

where

a2n(r) =
(−1)n

(r + 2)2(r + 4)2 · · · (r + 2n)2
.

It follows that

a′2n(r)

a2n
= −2

(
1

r + 2
+

1

r + 4
+ · · · 1

r + 2n

)
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so that

a′2n(0) = −
(
1 +

1

2
+ · · ·+ 1

n

)
a2n(0) = −hna2n(0),

where we have defined

hn =

(
1 +

1

2
+ · · ·+ 1

n

)
.

Hence

y2 = J0(x) ln(x) +
∞∑
n=0

(−1)n+1hn
22n(n!)2

x2n.

Instead of y2, the second solution is usually taken to be a certain linear
combination of y2 and J0. For example, the function

Y0(x) =
2

π

[
y2(x) + (γ − ln 2)J0(x)

]
,

where
γ = lim

n→∞
(hn − lnn) ≈ 0.5772

, is known as the Weber function of order 0. The constant γ is known
as Euler’s constant; it is not known whether γ is rational or not.

If ν = −m, with m > 0, the the roots of the indicial equation differ by
an integer, we have the case (III). Then one has a solution of the form

y2 = aJm(x) ln(x) +
∞∑
n=0

b′2n(−m)x2n+m

where b2n(r) = (r +m)a2n(r) and a = b2m(−m). In the case m = 1 we
have a0 = 1,

a = b2(−1) = −a0
2
,

b0(r) = (r − r2)a0

and for n ≥ 1,

b2n(r) =
(−1)na0

(r+3)(r+5)···(r+2n−1)(r+3)(r+5)···(r+2n+1) .

Subsequently, we have
b′0(r) = a0

and for n ≥ 1,

b′2n(r) = −
(

1
r+3 + 1

r+5 + · · ·+ 1
r+2n−1 + 1

r+3

+ 1
r+5 + · · ·+ 1

r+2n+1

)
b2n(r).
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From here, we obtain

b′0(−1) = a0

b′2n(−1) = −1
2 (hn + hn−1)b2n(−1), (n ≥ 1),

(5.17)

where

b2n(−1) =
(−1)n

22n(n− 1)!n!
a0.

So that

y2 =
−1
2 y1(x) ln(x)

+ 1
x

[
1 +

∑∞
n=1

(−1)n+1(hn+hn−1)
22n+1(n−1)!n!

x2n
]

= −J1(x) ln(x)

+ 1
x

[
1 +

∑∞
n=1

(−1)n+1(hn+hn−1)
22n+1(n−1)!n!

x2n
]

where, by convention, h0 = 0, (−1)! = 1.

The Weber function of order 1 is defined to be

Y1(x) =
4

π

[
− y2(x) + (γ − ln 2)J1(x)

]
.

The case m > 1 is slightly more complicated and will not be treated
here.

The second solutions y2(x) of Bessel’s equation of order m ≥ 0 are
unbounded as x → 0.

It follows that

Any solution of Bessel’s equation of order m ≥ 0 which is bounded
as x → 0 is a scalar multiple of Jm.

The solutions which are unbounded as x → 0 are called Bessel func-
tions of the second kind.

Refer to the Reference Book by Boyce & DiPrima.

4. Behaviors of Solutions near the Regular
Singular Point x = 0

In terms of the Frobenius Theorem, one may predict the behaviors
of solutions near the singular point, say, x = 0, without solving the
equation.

Assume that from the indicial equation, one finds the roots r1, r2.
Then there are several possibilities.
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4.1 Case (I): r1 − r2 ̸= N

(i). (r1 ≥ 0, r2 < 0): We have

y1(x) ∼ |x|r1 ∼ O(1), (x → 0)

bounded and
y2(x) ∼ |x|r2 ∼ ∞, (x → 0)

monotonically, unbounded.

(ii). (r1 > 0, r2 ≥ 0): We have

y1(x) ∼ |x|r1 ∼ 0, (x → 0),

and
y2(x) ∼ |x|r2 ∼ O(1), (x → 0).

monotonically. All solutions are bounded.

(iii). The roots are complex conjugate, (r1,2 = λ± iµ):

If λ < 0, all solutions are unbounded and oscillatory,

y1,2(x) ∼ |x|λ±iµ

= |x|λ{ cos(µ ln |x|)± i sin(µ ln |x|)}
→ ∞, (x → 0).

If λ ≥ 0, all solution are bounded and oscillatory,

y1,2(x) ∼ |x|λ±iµ

= |x|λ{ cos(µ ln |x|)± i sin(µ ln |x|)}
= O(1), (x → 0).

4.2 Case (II): r1 = r2
(i). (r1 > 0): We have

y1(x) ∼ |x|r1 ∼ 0, (x → 0)

is bounded and

y2(x) ∼ |x|r1 ln |x| ∼ 0, (x → 0)

is also bounded.

(ii). (r1 = r2 = 0): We have

y1(x) = O(1), (x → 0),

bounded, but
y2(x) ∼ ln |x| → ∞, (x → 0).

is unbounded.
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4.3 Case (III): r1 − r2 = N ̸= 0

(i). (r1 > r2 > 0): All solutions are bounded:

y1(x) ∼ |x|r1 ∼ 0, (x → 0)

is bounded and

y2(x) ∼ a|x|r1 ln |x|+ |x|r2 = 0, (x → 0).

(ii). (r1 > r2 = 0): All solutions are bounded:

y1(x) → 0, (x → 0),

and
y2(x) → O(1), (x → 0).

(iii). (r1 > 0 > r2): Some solutions are bounded:

y1(x) → 0, (x → 0),

and some solutions are unbounded:

y2(x) → ∞, (x → 0).



Chapter 6

(∗) SYSTEMS OF LINEAR DIFFERENTIAL

EQUATIONS: EIGENVECTOR METHOD

1. Introduction
Let us consider the system

dx

dt
= Ax. (6.1)

with an arbitrary n× n matrix A.
Suppose that the solution can be written in the form:

x(t) = v eλt, (6.2)

where λ is a parameter, while

v = [v1, v2, · · · , vn]T

is a constant column vector, both are to be determined. Substituting
(6.2) into (6.1), we derive

Av = λv,

or

(A− λI)v = 0. (6.3)

It is known from linear algebra that the linear homogeneous equation
(6.3) has non-trivial solution, if and only if the determinant

det(A− λI) = P (λ) = 0. (6.4)

The polynomial of λ of degree n-th, P (λ), is called the characteris-
tic polynomial. The roots of P (λ) are called the eigenvalues, while
the non-trivial solution v corresponding λ is called the eigenvectors
associated with the eigenvalue λ.

In the following, we consider the special case: n = 2.
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1.1 (2 × 2) System of Linear Equations

In case n = 2, we have

P (λ) = λ2 − tr(A)λ+ det(A) = 0. (6.5)

The characteristic equation (6.5) has three roots and there are three
cases depending on whether the discriminant

∆ = tr(A)2 − 4 det(A)

of the characteristic polynomial P (λ) is > 0, < 0, = 0.

1.2 Case 1: ∆ > 0

In this case the roots λ1, λ2 of the characteristic polynomial are real
and unequal, say λ1 < λ2. Let vi be an eigenvector with eigenvalues.

λ1,2 =
tr(A)

2
±

√
∆

2

By solving linear equation:

(A− λiI)vi = 0, (i = 1, 2)

one can derive that

v1 =

(
1
v12

)
, v2 =

(
1
v22.

)

v12 =
1

a12
[λ1 − a11] ,

v22 =
1

a12
[λ2 − a11] .

The two eigenvectors v1 and v2 are linear independent and the matrix

P = [v1,v2]

is invertible. In the other words, det(P ) ̸= 0 and the inverse P−1 exists.

Note that the equations

Av1 = λ1v1,

Av2 = λ1v2,

can be written in the matrix form:

A[v1,v2] = [v1,v2]

(
λ1 0
0 λ2

)
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or

AP = P

(
λ1 0
0 λ2

)
.

It shows that

P−1AP =

(
λ1 0
0 λ2

)
.

If we make the change of variable

x = Pu

with

u =

(
u1
u2

)
,

our system becomes

P
du

dt
= APu

or
du

dt
= P−1APu =

(
λ1 0
0 λ2

)
u.

Hence, our system reduces to the uncoupled system

du1
dt

= λ1u1,

du2
dt

= λ2u2

which has the general solution

u1 = c1e
λ1t,

u2 = c2e
λ2t.

Thus the general solution of the given system is

x = Pu = u1v1 + u2v2 = c1e
λ1tv1 + c2e

λ2tv2.

1.3 Case 2: ∆ < 0

In this case the roots of the characteristic polynomial are complex
numbers

λ = α± iω = tr(A)/2± i
√
|∆|/2.

The corresponding eigenvectors of A, like the case (1), can be still ex-
pressed as a (complex) scalar multiples of

v1 =

(
1
v12

)
v2 =

(
1
v22.

)
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v12 =
1

a12
[λ1 − a11] ,

v22 =
1

a12
[λ2 − a11] .

or say,

v1,2 =

(
1
σ ± iτ

)
where

σ = (α− a11)/a12, τ = ω/a12.

The general complex solutions is

z =
1

2
(c1 + ic2)e

αt(cos(ωt) + i sin(ωt))

(
1
σ + iτ

)
,

where c1, c2 are arbitrary constants.

For x is the general real solution, we must have

x = z+ z.

It follows that

x = eαt(c1 cos(ωt)− c2 sin(ωt))

(
1
σ

)
+eαt(c1 sin(ωt) + c2 cos(ωt))

(
0
τ

)
.

1.4 Case 3: ∆ = 0

Here the characteristic polynomial has only one root (multiple root)

λ = λ1 = tr(A)/2.

There were two distinct cases.

Case (I): A = λI. From equation,

(A− λ1I)v = 0.

In this case, rank{A − λ1I} = 0. So that, the number of eigenvector
corresponding to the eigenvalue λ1 is n1 = 2− 0 = 2; any vector

v ∈ R2
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will be a eigenvector corresponding to the eigenvalue λ1. Thus, corre-
sponding to the multiple eigenvalue λ1, one has two linear indepen-
dent eigenvectors:

v1 = [1, 0], v2 = [0, 1].

We derive the general solution:

x = c1v1e
λ1t + c2v2e

λ1t.

The same result can be obtained through another way. In fact, the
system for this case is reduced to

dx1
dt

= λx1,
dx2
dt

= λx2.

which has the general solution

x1 = c1e
λ1t

x2 = c2e
λ1t.

Case (II):
A ̸= λ1I.

The eigenvector v1 corresponding to eigenvalue λ1 satisfies:

Av1 = λ1v1.

In this case, rank{A − λ1I} = r = 1, the number of eigenvector corre-
sponding to the eigenvalue λ1 is n1 = n− r = 2− 1 = 1; So, only one
eigenvector v1 corresponding the multiple eigenvalue λ1 can be found
from

(A− λ1I)v2 = 0,

which leads to only one linearly independent solution:

x1 = eλ1tv1.

We assume the second solution has the following form:

x2 = x̂1 = eλ1t(v̂1,0 + tv̂1,1).

It follows that

d
dt x̂1 = eλ1t

[
(λ1v̂1,0 + v̂1,1) + λ1tv̂1,1

]
= Ax̂1 = Aeλ1t(v̂1,0 + tv̂1,1).
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It holds for all t. Hence, we derive that the two linear independent
vectors v̂1,0 and v̂1,1 can be obtained from the equations:

Av̂1,1 = λ1v̂1,1,

Av̂1,0 = λ1v̂1,0 + v̂1,1.

It can be proved (the proof is omitted) that that for the case of double
root, this second equation must be consistent, though the determinant

det(A− λ1I) = 0.

Example: Given

x′ = Ax, A =

[
6 −8
2 −2

]
.

We have

der(A− λI) =

∣∣∣∣ 6− λ −8
2 −2− λ

∣∣∣∣ = (λ− 2)2.

The system has a double eigenvalues λ = λ1 = 2, m1 = 2. In this case,
for the second solution we need to solve the systems,

Av̂1,1 = λ1v̂1,1,

Av̂1,0 = λ1v̂1,0 + v̂1,1,

becomes
Av̂1,1 = 2v̂1,1,

Av̂1,0 = 2v̂1,0 + v̂1,1,

We solve v̂1,1 = [c, d]T from the first equation,

(A− 2I)v̂1,1 =

[
4 −8
2 −4

]
[c, d]T = 0.

It is derived that rank{(A− 2I)} = 1 and

v̂1,1 = r[2, 1]T .

The second equation for v̂1,0 = [a, b]T becomes

(A− 2I)v̂1,0 =

[
4 −8
2 −4

]
[a, b]T = r[2, 1]T .

It is seen that this equation is consistent and has the solutions:

v̂1,0 =
[r
2
+ 2s, s

]
,
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where r, s are arbitrary constants. Let r = 2, s = 0, we get

v̂1,1 = [4, 2]T , v̂1,0 = [1, 0]T .

Note: For the case under discussion, one may introduce the matrix

P = [v̂1,1, v̂1,0],

we have

AP = P

(
λ 1
0 λ

)
.

Since P is invertible, we may write

P−1AP =

(
λ1 1
0 λ1

)
.

Setting as before
x = Pu

with

u =

(
u1
u2

)
,

our system becomes

P
du

dt
= APu

or
du

dt
= P−1APu =

(
λ1 1
0 λ1

)
u.

Hence, our system reduces to the uncoupled system

du1
dt = λ1u1 + u2,

du2
dt = λ1u2

which has the general solution

u2 = c2e
λ1t,

u1 = c1e
λ1t + c2te

λ1t.

Thus the general solution of the given system is

x = Pu = u1v̂1,1 + u2v̂1,0

= (c1 + c2t)e
λ1tv̂1,1 + c2e

λ1tv̂1,0.
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2. Solutions for (n × n) Homogeneous Linear
System

One may easily extend the ideas and results given in the previous
sections to the general (n× n) system of linear equations:

dx

dt
= Ax, t ∈ (I) (6.6)

where A is n× n matrix with real elements.
Let us consider the solution in the form:

x(t) = {x1(t), · · · , xn(t)} = eλtv.

It is derived that that

λeλtv = Aeλtv; (A− λI)v = 0.

It implies that λ must be an eigenvalue of A, satisfying

P (λ) = det(A− λI) = 0,

while v must be its corresponding eigenvector. There are several cases
should be discussed separately.

2.1 Case (I): (A) is non-defective matrix
Theorem 2.1.1 If A is non defective, having n real linear independent
eigenvectors {v1, · · ·vn} with corresponding eigenvalues λ1, · · · , λn (not
necessarily distinct), then the functions

xk(t) = eλktvk, (k = 1, 2, · · · , n),

yield a set of linear independent solutions of (6.6). Hence, the general
solution of EQ. is

x(t) = c1x1(t) + · · ·+ cnxn(t).

Proof: We have just shown that xk(t) are solution. So, we only need to
prove the n vector functions are linear independent. This can be done
by shown their determinant

det[x1, · · ·xn] = e(λ1+···+λn)t det[v1, · · · ,vn] ̸= 0,

for all t ∈ (I).
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Example 1: Find the general solution for EQ. x′ = Ax with

A =

 0 2 −3
−2 4 −3
−2 2 −1

 .
solution: It is calculated that

P (λ) = −(λ+ 1)(λ− 2)2,

so that A has simple EV λ = −1 and double EV λ = 2. We now proceed
to find the corresponding eigenvectors.

For λ1 = −1, we solve the system:

v1 + 2v2 − 3v3 = 0,
−2v1 + 5v2 − 3v3 = 0
−2v1 + 2v2 = 0,

which can be reduce to the echelon form:

v1 + 2v2 − 3v3 = 0,
v2 − v3 = 0
0 = 0.

It is seen rank{A − λ1I} = r1 = 2, n1 = n − r1 = 3 − 2 = 1. One
derives the solution v = (v1, v2, v3) = r(1, 1, 1), where r is arbitrary
constant. Thus, we have the corresponding eigenvector

v1 = (1, 1, 1).

For λ2 = 2, the multiplicity is m2 = 2, the system may reduce to a
single EQ:

2v1 − 2v2 + 3v3 = 0,

so that, rank{A − λ2I} = r2 = 1, n2 = n − r2 = 3 − 1 = 2. The
dimension of eigen-space E2 is n2 = dim(E2) = 2.

One may solve the general solution from the system (A− λ2I)v = 0,

v = r(1, 1, 0) + s(−3, 0, 2),

where r, s are arbitrary constants. Thus, we may set the two eigen-
vectors

v2 = (1, 1, 0), v3 = (−3, 0, 2).
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Thus, the system is non-defective, we have three L.I. solutions:

x1 = e−t(1, 1, 1)T ;
x2 = e2t(1, 1, 0)T ;
x3 = e2t(−3, 0, 2)T .

The general solution is

x(t) = c1x1(t) + c2x2(t) + c3x3(t).

2.2 Case (II): (A) has a pair of complex
conjugate eigen-values

Theorem 2.2.1 If A has a pair of complex conjugate EV’s, (λ, λ̄) =
a ± ib, with corresponding complex conjugate eigenvector are (v, v̄) =
vR ± ivI, then the functions

x1(t) = eat
[
cos(bt)vR − sin(bt)vI

]
,

x2(t) = eat
[
sin(bt)vR + cos(bt)vI

]
,

yield a pair of linear independent real solutions of (6.6).

Proof: The theorem for case (I) is applicable for the complex EV. Hence,
the system has a pair of the complex solutions:

x(t) = eλtv; x̄(t) = eλ̄tv̄.

Taking real part and imaginary part, respectively, we obtain the real
solutions:

x1(t) = ℜ{x(t)}; x2(t) = ℑ{x(t)}.

2.3 Case (III): (A) is a defective matrix
Theorem 2.3.1 Assume that A is defective with multiple eigenvalue λ
with the multiplicity m ≥ 1; the dimension of the eigen-space dim(E) =
k < m, and the corresponding the eigenvectors in the eigen-space are
(v1, · · ·vk). Then beside of solutions given by these eigenvectors:

xi(t) = eλtvi, (i = 1, 2, · · · k).
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one may look for the following forms (m− k) solutions for the system:

x̂1(t) = eλt
[
v̂1,0 + tv̂1,1

]
,

x̂2(t) = eλt
[
v̂2,0 + tv̂2,1 +

t2

2! v̂2,2

]
,

...

x̂j(t) = eλt
[
v̂j,0 + tv̂j,1 + · · ·+ tj

j! v̂j,j

]
,

...
(j = 1, 2, · · ·m− k).

To determine the vectors {v̂j,i, (i = 0, 1, · · · j), (j = 1, 2, · · ·m − k)},
we may substitute x̂j(t) into EQ (6.6):

x̂′
j(t) = λeλt

[
v̂j,0 + tv̂j,1 + · · ·+ tj

j! v̂j,j

]
+eλt

[
v̂j,1 + tv̂j,2 + · · ·+ tj−1

(j−1)! v̂j,j

]
= Aeλt

[
v̂j,0 + tv̂j,1 + · · ·+ tj

j! v̂j,j

]
.

It holds for all t ∈ (I). Equating the coefficients of each power term of
t of both sides, if follows that

(A− λI)v̂j,j = 0,
(A− λI)v̂j,j−1 = v̂j,j

(A− λI)v̂j,j−2 = v̂j,j−1
...

(A− λI)v̂j,0 = v̂j,1,
...
(j = 1, 2, · · ·m− k).

(6.7)

It is seen that v̂j,j ∈ (E) is one of the eigenvector corresponding to λ
to be determined. It can be proved that the system (6.7) allows a set of
non-zero solutions {v̂j,i, (i = 0, 1, · · · j), (j = 1, 2, · · ·m− k)}.

The whole set of solutions {xi(t); x̂j(t)} yield m linear independent so-
lutions of (6.6).

We do not give the proof of the above statement, but show the ideas
via the following example.

Example 2: Find the general solution for EQ: x′ = Ax with

A =

 6 3 6
1 4 2
−2 −2 −1

 .
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Solution: It is calculate that P (λ) = (λ − 3)3. One has EV, λ = 3,
multiplicity m = 3. The corresponding eigenvectors v = r(−1, 1, 0) +
s(−2, 0, 1), where (r, s) are two arbitrary constants. Hence, we have
v1 = (−1, 1, 0)T ; v2 = (−2, 0, 1)T , and dim(E) = k = 2 < m. (A) is
defective matrix. Thus, we have two solutions:

x1(t) = e3tv1; x2(t) = e3tv2.

The third solution can be expressed in the form:

x̂1(t) = e3t(v̂1,0 + tv̂1,1),

where (v̂1; v̂2) are subject to the system:

(A− 3I)v̂1,1 = 0,
(A− 3I)v̂1,0 = v̂1,1.

(6.8)

It is seen that v̂1,1 = r(−1, 1, 0) + s(−2, 0, 1), r, s are to be determined.
Furthermore, let us denote v̂1,0 = (a, b, c)T . (6.8) can be written as

3a+ 3b+ 6c = −r − 2s
a+ b+ c = r
−2a− 2b− 4c = s

This is a non-homogeneous linear system with zero determinant. The
augmented matrix is 

3 3 6
∣∣∣− r − 2s

1 1 2
∣∣∣ r

−1 −2 −4
∣∣∣ s


To have a solution, the system must satisfy the consistency condition
rank{(A − λI)} = rank{(A − λI)#} , which determines the constants
(r, s). By using Gauss elimination method, it is derived that the system
is row equivalent to 

1 1 2
∣∣∣ r

0 0 0
∣∣∣− 2(2r + s)

0 0 0
∣∣∣2r + s

 (6.9)

The consistency condition requires that

2r + s = 0.
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One may let r = 1, s = −2. So that, v̂1,1 = (3, 1,−2). The solution
v̂1,0 = (a, b, c)T can be obtained by solving (6.9):

a+ b+ 2c = 1.

It is obtained that a = 1, b = c = 0, so that, v̂1,0 = (1, 0, 0).

x̂1(t) = e3t[(1, 0, 0)T + t(3, 1,−2)T ].

The three linear independent solutions are {x1,x2, x̂1}.

3. Solutions for Non-homogeneous Linear System
Given non-homogeneous linear system:

dx

dt
= Ax+ b(t), t ∈ (I) (6.10)

where A is n×n matrix with real elements. Assume that the associated
homogeneous system:

dx

dt
= Ax, t ∈ (I) (6.11)

has linear independent solutions: {x1(t), · · ·xn(t)}. The general solution
of (6.10) is

x(t) = c1x1(t) + · · ·+ cnxn(t) + xp(t),

xp(t) is a particular solution of EQ. (6.10).

3.1 Variation of Parameters Method
To determine a particular solution xp(t), we assume

xp(t) = u1(t)x1(t) + · · ·+ un(t)xn(t) = X(t)u(t),

where

X(t) = [x1, · · · ,xn], u = [u1(t), · · · , un(t)]T .

By substituting the above into EQ, we have

[X(t)u(t)]′ = X′(t)u(t) +X(t)u′(t)
= A[X(t)u(t)] + b(t).

Noting that

X′(t) = [x′
1, · · · ,x′

n] = [Ax1, · · · , Axn]
= AX(t),
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we derive

AX(t)u(t) +X(t)u′(t) = A[X(t)u(t)] + b(t)

or

X(t)u′(t) = b(t).

Consequently, we obtain:

u′(t) = X−1b(t),

so that,

u(t) =

∫ t

X−1(s)b(s)ds,

and

xp(t) = X(t)

∫ t

X−1(s)b(s)ds.

Example 3: Solve the IVP: x′ = Ax+ b, x(0) = (3, 0)T , where

A =

[
1, 2
4, 3

]
;b = (12e3t, 18e2t)T .

Solution: P (λ) = det(A− λI) = (λ− 5)(λ+ 1) = 0. Hence, EV’s of A
are λ = −1, 5. The eigenvectors: one may find that

For λ = −1: v1 = r(−1, 1);

For λ = 5: v2 = s(1, 2)

This, we have the fundamental solutions:

x1 = e−t(−1, 1)T , x2 = e5t(1, 2)T .

and the matrix of fundamental solutions:

X =

[
−e−t e5t

e−t 2e5t

]
.

Therefore, the particular solution xp = Xu is subject to the system:

Xu′ = b,

or [
−e−t e5t

e−t 2e5t

](
u′1(t)
u′2(t)

)
=

(
12e3t

18e2t

)
.



(∗) SYSTEMS OF LINEAR DIFFERENTIAL EQUATIONS 135

This gives the solutions:(
u′1(t)
u′2(t)

)
=

(
−8e4t + 6e3t

4e−2t + 6e−3t

)
.

So that, we may derive(
u1(t)
u2(t)

)
=

(
−2e4t + 2e3t

−2e−2t − 2e−3t

)
,

and

xp = Xu

=

[
−e−t e5t

e−t 2e5t

](
−2e4t + 2e3t

−2e−2t − 2e−3t

)
=

(
−4e2t

−2e2t − 6e3t

)
. (6.12)

Example 4: Solve EQ x′ = Ax+ b(t) with

A =

 0 2 −3
−2 4 −3
−2 2 −1

 ,
and b(t) = (0, 0, et)T .

Solution: P (λ) = det(A − λI) = −(λ − 2)2(λ + 1) = 0. It has been
found that EV’s of A are λ = −1, 2 and

For λ1 = −1: dim(E1) = n1 = 1, v1 = (1, 1, 1);

For λ = 2: dim(E1) = n2 = 2,
v2 = s(1, 1, 0), v3 = (−3, 0, 2).

This, we have the fundamental solutions:

x1 = e−t(1, 1, 1)T , ,x2 = e2t(1, 1, 0)T ,
x3 = e2t(−3, 0, 2)T ,

and the matrix of fundamental solutions:

X(t) =

−e−t e2t −3e2t

e−t e2t 0
e−t 0 2e2t

 .
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Thus, we have the particular solution xp = Xu, which is subject to the
system: −e−t e2t −3e2t

e−t e2t 0
e−t 0 2e2t

 u′1(t)
u′2(t)
u′3(t)

 =

 0
0
et

 .

This gives the solutions: u′1(t)
u′2(t)
u′3(t)

 =

−3
2e

2t

1
2e

−t

e−t

 .

So that, we may derive u1(t)
u2(t)
u3(t)

 =

−3
4e

2t

−1
2e

−t

−e−t

 .

and

xp = Xu

=

−e−t e2t −3e2t

e−t e2t 0
e−t 0 2e2t

−3
4e

2t

−1
2e

−t

−e−t

 (6.13)

=

 13
4 e

t

−5
4e

t

−11
4 e

t

 . (6.14)

The general solution is:

x(t) = xp(t) + C1x1 ++C2x2 ++C3x3.


