Previously on M A40189:
e statistical decision problem: [©, D, (), L(0,d)]
—solve [0, D, f(0), L(0,d)] for immediate decision
—solve [0, D, f(0|x), L(6,d)] for decision having observed

the sample x
e Bayes risk p*(7) minimises expected loss
p(m,d) = J,L(0,d)m(6)df
e Bayes rule d* decision which achieves Bayes risk

Today on M A40189:

e risk of the sampling procedure: to decide whether or not
to sample

e for each possible sample, Specify which decision to make
p(f = | J L( 9 ,x) didx

_/{/9 (0]x)do] f(z) dz
= LE{L( 975< ))\X}f()

e risk of the sampling procedure is
pn = E[E{L(0,0"(x))| X}]

e final example: estimate the parameter, 6, of a Poisson
distribution

e L(0,d) =0(0 —d)? 0 ~ Gammal(a, 3), X;|0 ~ Po(0)
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