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Bayesian approach :
°

. Specify a prior distribution fta) for 0
a Combine this with the likelihood flake) to obtain

:

• posterior distribution flatx) for A given × using Bayes
' theorem

,

POSTERIOR LIKELIHOOD mPR10R
- -

f lolx) =flxIdfIo a flake)fIa)
µ f④ twitter.pt to 0function of 0 does not depend

on
0

Bayesian analysis is concerned with distributions of 0 and how they change in the light
d- new evidence (typically data)
With this approach , we can answer the question

" what value of 0 is most likely given
the data ? "

rather than the question
"What value of 0 makes the data most likely to occur

?
"

• Distribution flat a) irrelevant to Bayesian after the data has been
observed .

• For the classicist
,
flata) is the only distribution available .

1.THE BAYESIAN METHOD .

Note : Un ft .) to represent density function irrespective of whether the RV are

discrete or continuous

Generally make no distinction as to whether variables are univariate or multivariate .



I. 1 BATES
'
THEOREM .

Let X and Y be RVs with joint density fbgy) .

The MARGINAL DENSITY of
Y
, fly) is

ftp.%fbsyldx
LNB

.
X couldbe multivariate e.g.

X. 14
,
K) then

fly) %f4.az ,y) oh , chez ]

The CONDITIONAL DISTRIBUTION of Y given
X - x is

,
for fbi) s 0

fly IN = fl
ffx)

so
that

,

for math.

ftp.fxf/ylx)fbddn
which is the IIIEOREM OF TOTAL PROBABILITY

.

X and Y an INDEPENDENT if and only if , for all x and
y ,

flay) - f fly) [Often write XD Y I

[ An equivalent condition is tht , for fbi) > 0
,



XD'T

flyIN = flx
,g)
Y flatfly)
-

=

-

fbi) Fbi)

i. e. flyIN = fly)
Nothing further can be learnt about Y by observing X 3

If 2- is a third RV then X and Y on CONDITIONALLY INDEPENDENT given 7
it and only if , for all By ,t

Ha
, y
Iz) = flxlz)fly lz)

[written IX1Y) I73

1NB . fly la , z) = f↳y = fla,yIz)Hl
flx

,
z) flxlz ) 1ft)

= flx,y = fly Iz)
f bi Iz )

Having absurd 7 , nothing further can be learnt about Y by observing X 3 .

Bayes' theorem states that
,
for flat > 0

Flybe) =

ftp.Y#fy)=flxlyIflyI/yflxIyIfly)dy
I.2 BATH THEOREM FOR PARAMETRIC INFERENCE

In
a Bayesian analysis , we treat parameter 0 as a RV and this

may
specify a density fta) . If we hone data a

flat a) = flat a) fta)

÷÷÷÷iiiiii¥iiag



i. e. flata) a flat a) F10)

Posterior a Prior x likelihood

Typically Q and x on continuous
.

[
e.g .

X 10 ~ N 10
,
F) of known

,

OE1R

Alternately d- fu, it) both unknown, XIOnNfu , it) ]

or 0 is continuous and a discrete

Leg . X It - Bin In , 0) ]

In exceptional cases
,
0 could be discrete

.

The Bayesian method comprises of the following principle steps :

① PRIOR

obtain prior density FIQ) .This empresses our knowledge
about Q prior

to observing the data .

② LIKELIHOOD
.

Obtain likelihood function flake)
.

This step simply
describes the process giving rise to x in terms of d.

③ POSTERIOR

Apply Bayes
' theorem to him posterior flat x)

. Expresses
our knowledge about Q after observing the data .

④ INFERENCE .

Desire appropriate inference statements from the posterior distribution .
e.

g. point estimate ,
internal estimate

, probability d- a hypothesis , . . .


