
Summary.

This report describes techniques for resolving systems of polynomial equations and inequalities. The general

technique used is cylindrical algebraic decomposition, which decomposes space into a number of regions, on

each of which the equations and inequalities have the same sign. Most of the report is spent describing

the algebraic and algorithmic pre-requisites (resultants, algebraic numbers, Sturm sequences etc.), and then

describing the method, �rst in two dimensions and then in an arbitrary number of dimensions.
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Preface.

This report contains the notes from a graduate course given at the Numerical Analysis and Computer Science

(NADA) Department. The aim of the course was to cover material from computer algebra relevant to the

solution of systems of polynomial equations and inequalities. The ultimate application area envisaged was

that of motion planning, but these notes do not address that area directly.

The audience (and potential readers) were assumed to have some knowledge of computer algebra, at

the level of polynomial manipulation and the complexity of elementary algorithms. More advanced ideas,

such as resultants and algebraic numbers, are developed as required. Theorems whose proof illuminates the

algorithm, or whose proofs are not too remote from the subject area, are proved: some others are just stated.

The course culminates in cylindrical algebraic decomposition, after Collins [1975], Arnon et al. [1984]

and McCallum [1985]. There was no deliberate intention of lecturing on the author's research, but some

results seem to be new. These are mainly the inequality in I.5 and some of the complexity analyses in

chapters II and IV.
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Introduction

Introduction.

In this course, we look at polynomial equations, or systems of polynomial equations, and their solution. We

will also treat mixtures of equations and inequalities. By \solution", we will generally (except in chapter III)

mean \solution over the real numbers", since this is what the applications mostly require. After all, what

use is it to discover that the robot is unstable if the arm is rotated through i radians?

The reader may feel that the limitation to polynomial equations is unrealistic, since many problems

seem to involve trigonometric functions. But, if we regard sin � and cos � as the variables, rather than �,

and link them via sin2 � + cos2 � = 1, we have a system of polynomial equations. This technique also avoids

having to deal with in�nite values such as tan�=2, since this becomes the quotient of two variables, and we

can then clear denominators to arrive at a polynomial equation in which all values are �nite.

Most of the input equations we have to treat in robotics applications will either be linear equations or

equations of the form

(x1 � x2)
2 + (y1 � y2)

2 + (z1 � z2)
2 = k;

which expresses the fact that (x1; y1; z1) and (x2; y2; z2) are part of the same rigid body. Computer-aided

design tends to restrict itself to polyhedra (i.e. linear equations) and spheres or cylinders (i.e. quadratic

equations). When more general objects are treated, they are usually treated as a compositumof polynomially-

de�ned patches, i.e. as a system of polynomial equations and inequalities.

Notation. We will use Z to stand for the integers, Q to stand for the rational numbers, R to stand

for the real numbers and C to stand for the complex numbers. In addition we will use A to stand for the

algebraic numbers (see section I.4 below). The notation R[x] will mean \polynomials in x, with coe�cients

coming from R ", and F (x) will mean \rational functions in x, with coe�cients coming from F ". Additional

notation will be introduced as necessary, for example �(p) and kpk in section I.5.

We will use a little complexity theory to measure the cost of our algorithms. We assume that the

reader is familiar with the O notation for the asymptotic order of growth of a function (normally running

time). By operation, we mean an elementary operation acting on �xed-size data and taking bounded time:

whether this is bit operations or machine word operations only a�ects the constant implied by O. The phrase

arithmetic operation will mean an operation on integers, of potentially unbounded length. We recall that

addition of two numbers less than 2n takes O(n) operations, and multiplication takes O(n2) operations, or

O(n logn log logn) by \fast" methods [Aho, Hopcroft & Ullman, 1974].

No change has been made to the body of this text for the Bath reprint, though a few foot-notes have

been added. A few additional developments ought to be reported: the author and J. Heintz (to appear in J.

Symbolic Computation) have shown that there is a doubly-exponential lower bound for the space complexity

of cylindrical algebraic calculation, and the author and M. Mignotte (submitted to SIAM J. Computing)

have further investigated the optimality of root estimates (see Proposition I.4.4).
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I. One Polynomial Equation

I. One Polynomial Equation

In this section, we discuss the, apparently trivial, case of one polynomial equation, and show that there is

more to it than meets the eye.

1. Low Degree Equations.

A linear equation is certainly trivial. A quadratic equation ax2 + bx+ c = 0 has, as we know, solutions

x =
�b�p

b2 � 4ac

2a
:

Assuming, as we generally do, that the coe�cients are real, we know that this equation has real roots if, and

only if, b2 � 4ac � 0

For cubic equations, the situation is more complex. The reduced cubic equation x3 + bx + c has roots

of the form

3

s
�c
2

+

r
c2

4
+

b3

27
+

3

s
�c
2
�
r
c2

4
+

b3

27
;

but this would appear to have two cube roots and two square roots, thus giving a choice of 36 possibilities,

while a cubic, as we know, has three roots. Some of this complexity is easily removed by remarking that the

square roots are really the same, and that we must make a consistent choice of signs for them. Furthermore,

changing the choice of sign merely interchanges the two cube roots, so does not a�ect the value of the formula.

The two cube roots are, in fact, related, since their product should be �b=3. Hence we can re-express our

formula as

3

s
�c
2

+

r
c2

4
+

b3

27
� b

3
3

s
�c
2

+

r
c2

4
+

b3

27

;

provided that we choose the sign of the square root to avoid 0=0 (unless both b and c are zero). This gives us

one root, and, by taking di�erent values of the cube root, we obtain the other two roots of the cubic. For

the general cubic px3 + qx2 + rx+ s, this formula becomes the frightening

�q
3p

+
3

vuut� s

2p
+

qr

6p2
� q3

27p3
+

s�
s

2p
� qr

6p2
+

q3

27p3

�2

+

�
r

3p
� q2

9p2

�3

�
r

p
� q2

3p2

3
3

vuut� s

2p
+

qr

6p2
� q3

27p3
+

s�
s

2p
� qr

6p2
+

q3

27p3

�2

+

�
r

3p
� q2

9p2

�3

There is one puzzling phenomemon. A cubic has either one or three real roots (excluding the case of

co-incident roots), while this formula would appear to have two cases:

(a) c2=4 + b3=27 is positive, so that the square root is real, and hence there is one real solution coming out

of the real cube root;

(b) c2=4 + b3=27 is negative, so that the square root is imaginary, and we are combining the cube roots of

imaginary numbers.

Oddly enough, case (b) corresponds to the case of three real roots, when, as if by magic, the imaginary parts

all cancel out, whereas in case (a), where there is one evident real root, the other two roots are complex

conjugates. The moral of this is that we may need complex numbers in order to compute purely real numbers

via this formula.
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I. One Polynomial Equation

For the reduced quartic equation x4 + bx2 + cx+ d, there is the following formula: the roots are

1

2

�p
�+

p
� +

p

�

1

2

�p
��

p
� �p


�

1

2

�
�p�+

p
� �p


�

1

2

�
�p��

p
� +

p

�

where �, � and  are the three roots of

y3 + 2by2 + (b2 � 3d)y � c2;

the resolvent of the original equation, and we have chosen the signs of square roots so that
p
�
p
�
p
 = c. The

reader is left to consider the case of the general quartic, and the generalisation of the various complications

that were mentioned for the cubic (see van der Waerden [1960] Section 59).

2. General Equations.

The previous section should have convinced the reader that explicit solutions in terms of n-th roots (otherwise

known as radicals) are perhaps not as simple, or as useful, as they may seem. There is a further objection.

Theorem [Abel]. The general equation of degree greater than 4 is not soluble by radicals.

We cannot give an account of this theorem here, which belongs to that branch of mathematics generally

known as \Galois Theory". It su�ces to remark that the usual proofs give little indication as to when

particular equations might be soluble in terms of radicals, such as xn = a, which is always soluble. Recently

some progress has been made on e�cient algorithms for discovering whether an equation is soluble in radicals

| see Landau & Miller [1983] and Landau [1984]. These methods do not, though, readily give the expression

in terms of radicals.

Hence we are led to consider roots of polynomials which do not necessarily have solutions in radicals, or

where we may not know the solution in radicals even if it exists. A natural solution to this problem would be

to abandon symbolic working, and to work with numerical approximations, i.e. to replace
p
2 by 1.4142: : :.

Unfortunately the roots of polynomials may well be very ill-conditioned functions of the coe�cients of

the polynomials. The classic case of this is when the polynomial has repeated, or nearly repeated roots. The

case of repeated roots can be solved by the device of square-free decomposition.

Proposition. If p(x) is a polynomial, then p= gcd(p; p0) has the same roots as p, but each root occurs only

once.

Proof. Write p(x) =
Qn

i=1(x� �i)
ni , where the �i are the distinct roots of p. Then

p0(x) =

nX
i=1

ni(x� �i)
ni�1

nY
j=1
i6=j

(x� �j)
nj :

x��i divides p
0 exactly ni�1 times, since it divides one summand ni�1 times and the rest ni times. Hence

the greatest common divisor is
Qn

i=1(x� �i)
ni�1, and dividing this out gives the required result.

Assuming that we are prepared to de�ne the concept of \greatest commondivisor" when our polynomials

might have oating-point coe�cients, we can then reduce our problems to �nding roots of polynomials with

only simple roots. Unfortunately, this does not deal with \nearly repeated" roots. One might hope that

these were rare, but in fact \nearly repeated" covers a very wide area.

The following example, due to Wilkinson [1959], illustrates this. Let p have roots at �1 , �2 , : : : , �20,
so that p = (x+1)(x+2) : : :(x+20) = x20+210x19+ � � �+20!. Consider now the polynomial p(x)+2�23x19.

One might expect this to have twenty real roots close to the original ones, but in fact it has ten real roots,
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I. One Polynomial Equation

at approximately �1, �2, : : :�7, �8:007, �8:917 and �20:847, and �ve pairs of complex conjugate roots,

�10:095 � 0:6435i, �11:794 � 1:652i, �13:992 � 2:519i, �16:731 � 2:813i and �19:502 � 1:940i. It must

be emphasised that these are the roots of the perturbed polynomial, and that the di�erence is caused by

a change in the roots, not by any numeric solution process. In section 6, we will demonstrate that there

are only 10 real roots. Hence a purely numeric approach to the manipulation of roots of polynomials seems

doomed to error.

We will spend the rest of this chapter outlining a semi-algebraic approach, which will combine the best,

we hope, of algebraic accuracy and numeric information.

One concept from the above discussion will be needed later. We can write any polynomial p as
Q
pii,

where the pi are relatively prime square-free polynomials. We saw above that gcd(p; p0) =
Q
pi�1
i and that

p= gcd(p; p0) =
Q
pi. Writing q for this second polynomial, we now see that gcd(gcd(p; p0); q) =

Q
i>1 pi, and

so q= gcd(gcd(p; p0); q) = p1. By applying the same process to gcd(p; p0), we can deduce p2, and so on. Hence

the entire square-free decomposition of p can be computed via gcd calculations.

3. The Resultant.

In this section we introduce a piece of mathematical technology which will be useful throughout this course,

the resultant. Throughout this section p and q will be assumed to be two polynomials with coe�cients coming

from some integral domain R. We will assume that p(x) = amx
m + � � �+ a0 and that q(x) = bnx

n+ � � �+ b0,

and that m > 0, n > 0.

De�nition. Sylvester's matrix of p and q is the m + n by m+ n matrix

0
BBBBBBBBBBBBBBBBB@

am am�1 : : : a0 0 0 : : : 0

0 am am�1 : : : a0 0 : : : 0
...

. . .
. . .

. . . � � � . . .
. . .

...
...

. . .
. . .

. . . � � � . . .
...

0 0 : : : 0 am am�1 : : : a0
bn bn�1 : : : b0 0 0 : : : 0

0 bn bn�1 : : : b0 0 : : : 0
...

. . .
. . .

. . . � � � . . .
. . .

...
...

. . .
. . .

. . . � � � . . .
...

0 0 : : : 0 bn bn�1 : : : b0

1
CCCCCCCCCCCCCCCCCA

where there are n rows of the ai followed by m rows of the bi.

De�nition. The resultant of p and q, denoted by res(p; q) is the determinant of Sylvester's matrix. If we

wish to emphasise that we are regarding p and q as polynomials in x, we will write resx(p; q).

Proposition 1. res(p; q) = (�1)mn res(q; p).

There is a strong connection between Sylvester's matrix and greatest common divisors. In fact, the

operation of Gaussian elimination in Sylvester's matrix is equivalent to the calculations one normallyperforms

when calculating a greatest common divisor of two polynomials by repeated subtraction. We shall content

ourselves with the following remark in this area.

Proposition 2. res(p; q) is zero if, and only if, p and q have a non-constant common divisor.

Proof. Suppose �rst that p and q have a non-trivial common divisor g. Write p̂ = p=g, q̂ = �q=g, so
that q̂p + p̂q = 0 and q̂ has degree less than n, while p̂ has degree less than m. Suppose, in fact, that
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I. One Polynomial Equation

p̂ = cm�1x
m�1 + � � �+ c0, while q̂ = dn�1x

m�1 + � � �+ d0. Now consider the matrix product

( dn�1 : : : d0 cm�1 : : : c0 )

0
BBBBBBBBBBBBBBBBB@

am am�1 : : : a0 0 0 : : : 0

0 am am�1 : : : a0 0 : : : 0
...

. . .
. . .

. . . � � � . . .
. . .

...
...

. . .
. . .

. . . � � � . . .
...

0 0 : : : 0 am am�1 : : : a0
bn bn�1 : : : b0 0 0 : : : 0

0 bn bn�1 : : : b0 0 : : : 0
...

. . .
. . .

. . . � � � . . .
. . .

...
...

. . .
. . .

. . . � � � . . .
...

0 0 : : : 0 bn bn�1 : : : b0

1
CCCCCCCCCCCCCCCCCA

This is a m+n column vector, whose elements are the coe�cients of the polynomial q̂p+p̂q, treated as having

degree m + n � 1, even though its actual degree might be smaller. But this polynomial is zero, so we have

found a non-zero vector which Sylvester's matrix annihilates, and hence this matrix must have determinant

0.

Conversely, if this matrix has determinant 0, there is a non-trivial vector which it annihilates. Call this

vector (dn�1; : : : ; d0; cm�1; : : : ; c0), and construct polynomials p̂ and q̂ as above. Then q̂p + p̂q = 0, and so

q divides q̂p. But if p and q have no common factor, this would imply that q divides q̂, which is impossible

since q̂ is of lower degree than q.

Proposition 3. If the �i are the roots of p and the �j are the roots of q, then

res(p; q) = anmb
m
n

mY
i=1

nY
j=1

(�i � �j): (�)

Proof. It is su�cient to prove this result in the special case when R is S[am; bn; �1; : : : ; �m; �1; : : : ; �n],

an extension of an integral domain S by m + n + 2 new indeterminates, since any particular case can be

obtained by substituting special values for these indeterminates. Another way of saying this is that we intend

to prove the proposition in the most general case possible, when there are no relationships between the items

appearing on the right-hand side of (�).
Each of the ai can be expressed as polynomials in the �i multiplied by am, and similarly for the bj . For

example, a0 = (�1)mam
Q
�i. Hence we can express res(p; q), which is a sum of � products of the ai and

bj by Cramer's rule, as anmb
m
n times a sum of � products of the �i and �j .

How many �i and �j appear in each summand? The surprising answer is that a total of mn appear in

every summand. mn certainly appear in the summand anmb
m
0 , since b0 = bn

Qn

j=1 �j . Henceit is su�cient to

show that ecah term in Cramer's rule contributes the same number as this term does. As we walk along a

row in Sylvester's matrix, each entry contains one more �i or �j than the term on its left (it does not matter

how many �i or �j we say appear in the zero entries, so we can make this statement about them as well).

Hence increasing the indices along the rows increases the number of �i and �j , and vice versa. But all sums

appearing in Cramer's rule have precisely the same sum of the row indices, viz. (m+n)(m+n+1)=2. Hence

all terms have the same number of �i and �j .

So both the left-hand and right-hand sides of (�) are of the form anmb
m
n times a polynomial in the �i

and �j , all of whose terms contains mn occurrences of �i and �j . But the resultant is divisible by �i � �j
for every i and j, since it is zero when �i = �j , i.e. when p and q have a common factor of x� �i, by the

previous proposition. Hence the left-hand side of (�) is divisible by the right-hand side. Since they have the

same degree, they are therefore equal up to a constant factor, and this factor has in fact got to be unity,

since both contain the term anmb
m
0 = anmb

m
n (�1)mn

�Qn

j=1 �j

�n
.

Corollary 1. res(p; q) = anm
Qm

i=1 q(�i).

Corollary 2. res(p; q) = (�1)mnbmn
Qn

j=1 p(�j).
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I. One Polynomial Equation

Sylvester's matrix is not normally the best way of calculating resultants. Collins [1971] presents a

modular algorithm for calculating resultants over the integers or over polynomial domains, whose running

time for polynomials over the integers of degree n and coe�cients with at most d digits is O(n3d+ n2d2).

We should also remark that resultants may, in practice, be quite large objects. If the coe�cients of p

and q have d and e digits respectively (more precisely if
pP

a2i , otherwise known as kpk2, has d digits andqP
b2j has e digits), then by Hadamard's bound [1893; Mignotte, 1982] on determinants, the resultant will

have no more than nd + me digits. The same bound applies if the coe�cients of p and q are polynomials

in another variable, with maximal degree d and e respectively. In practice, resultants do tend to be of this

order of magnitude, which means that they can be troublesome to work with.

De�nition. The discriminant of a polynomial p, disc(p), with leading coe�cient an and roots �1, : : : , �n
is de�ned to be a2n�2

n

Q
1�i<j�n(�i � �j)

2.

The discriminant of ax2 + bx+ c is b2 � 4ac, which accords with the usual de�nition. Furthermore, for

the cubic x3 + bx + c, the discriminant is 4b3 + 27c2, which is essentially the quantity appearing under the

square root sign in the formula of section 1. The discriminant has some useful geometric properties, which

we will meet in chapter II. There is an alternative form of the product expression for the discriminant, which

we will need later.

Proposition 4.

Y
1�i<j�n

(�i � �j) = (�1)n(n�1)=2

����������

1 1 : : : 1

�1 �2 : : : �n
�2
1 �2

2 : : : �2
n

...
...

...

�n�1
1 �n�1

2 : : : �n�1
n

����������
:

Proof.We will actually prove the equivalent result, that the determinant on the right-hand side is equal toQ
1�i<j�n(�j � �i).

The proof is similar to that of proposition 3, and will be conducted in the settting where the �i are

indeterminates. Both sides of this equation are polynomials in the �i, of degree precisely n(n� 1)=2. If we

subtract the i-th column from the j-th column in the determinant (which will not change the determinant's

value) we obtain the column (0; �j � �i; �
2
j � �2

i ; : : : ; �
n�1
j � �n�1

i ). Each of these entries, and hence the

determinant, is divisible by �j ��i. Therefore the two sides of the identity to be proved divide one another,

and hence are equal up to a constant factor. To determine this factor, we observe that taking all the �j terms

from the product
Q

1�i<j�n(�j � �i) gives us �
0
1�

1
2 : : :�

n�1
n , which is exactly the term of the determinant

coming from expanding the leading diagonal. Hence the constant factor is 1, and the two are equal.

Clearly the discriminant is zero if, and only if, the polynomial has a repeated root. res(p; p0) has the

same property, which might lead one to conjecture the following result.

Proposition 5. an disc(p) = res(p; p0).

Proof.

res(p; p0) = an�1
n

nY
i=1

p0(�i) = an�1
n

nY
i=1

�
an

nY
j=1

(x� �j)

�0
(�i)

= a2n�1
n

nY
i=1

� nX
k=1

nY
j=1
j 6=k

(x� �j)

�
(�i)

= a2n�1
n

nY
i=1

� nY
j=1
j 6=i

(�i � �j)

�

= an disc(p):

Now the �rst column of Sylvester's matrix for res(p; p0) contains an and nan only, and so the determinant

is divisible by an. A particular consequence of this result is that the discriminant is a polynomial function

of the coe�cients of p, and is an integer if the coe�cients of p are integers.

6



I. One Polynomial Equation

Proposition 6. disc(pq) = disc(p) disc(q) res(p; q)2.

Proof. Every root of pq is a root of p or of q. Those terms in the de�nition of disc(pq) which come from

two roots of p are accoutned for by the disc(p) term, and similarly for q, while the res(p; q)2 term accounts

for the hybrid pairs. Note that the resultant needs to be squared, since every pair of roots occurs twice in a

discriminant.

This proposition explains the often-observed fact that discriminants tend to factor, and to have non-

trivial square-free decompositions. Note that the existence of a squared factor is independent of the �eld over

which pq factors as p and q, so the discriminant of an apprently irreducible (but not absolutely irreducible)

polynomial will tend to have squared factors.

Proposition 7. res(pq; r) = res(p; r) res(q; r).

Proof. Similar to the previous proposition, by using proposition 3 to express the resultant as a product of

di�erences of roots.

4. Algebraic Numbers.

De�nition. A number is said to be an algebraic number if it is a root of a polynomial with integer

coe�cients.

Familiar algebraic numbers are all the integers, since n is the root of x�n = 0. Similarly all the rational

numbers are algebraic numbers, since p=q is the root of px � q = 0. All radicals of rational numbers are

algebraic numbers, since n
p
p=q is a root of pxn � q = 0. The case of more general radicals will be discussed

later, after Corollary 5.

We could equally well have de�ned algebraic numbers as roots of polynomials with rational number

coe�cients, since clearing denominators will reduce such a polynomial to one with integer coe�cients. The

next de�nition, though, can not readily be so phrased.

De�nition. A number is said to be an algebraic integer if it is a root of a monic polynomial with integer

coe�cients, i.e. one whose leading coe�cient is unity.

For example, 1
2

�
1 +

p
5
�
is an algebraic integer, since it is a root of x2 � x� 1.

7



I. One Polynomial Equation

Proposition 1. Every algebraic number can be expressed as an algebraic integer divided by an ordinary

integer.

Proof. Let � be an algebraic number, and suppose that it is a root of the polynomial anx
n + an�1x

n�1 +

� � �+ a1x+ a0. If we multiply this polynomial by an
n�1, we obtain

(anx)
n
+ an�1 (anx)

n�1
+ � � �+ a1an

n�2 (anx) + a0an
n�1:

This polynomial has the same roots as the original one. But it can be re-written as yn + an�1y
n�1 + � � �+

a1an
n�2y + a0an

n�1, and this polynomial is monic, with integer coe�cients, so that its roots are algebraic

integers. But they are merely an times the roots of the original polynomial, so that the roots of the original

polynomial, if multiplied by an, become algebraic integers.

Most computer algebra systems prefer to deal with algebraic integers, rather than algebraic numbers.

This is because such systems are fundamentally polynomial-based, and the product of two polynomials with

integer coe�cients and with algebraic integers amongst the \variables" is still a polynomial with integer

coe�cients. This is not true for general algebraic numbers, as can be seen by considering � as a root of

2x2 � 1, when �2 simpli�es to 1
2
.

It is obvious that the negative of an algebraic number is an algebraic number, since we need merely

substitute �x for x in the de�ning polynomial. Similarly, the reciprocal of a non-zero algebraic number is

an algebraic number. Sums and products are dealt with by the following propositions.

Proposition 2 [Loos, 1982b]. If � and � are algebraic numbers de�ned as roots of the polynomials p and

q, then �+ � is an algebraic number de�ned by the polynomial r(x) = resy(p(x� y); q(y)).

Proof. Let the �i be all the roots of p, so that p(z) = am
Qm

i=1(z � �i), and the �j be all the roots of q.

Then

resy(p(x� y); q(y)) = (�1)mnbmn

nY
j=1

p(x� �j)

= (�1)mnanmb
m
n

nY
j=1

mY
i=1

(x� �j � �i)

:

Hence the roots of this polynomial are all the �i + �j , in particular �+ �.

Corollary 1. If � and � are algebraic integers, so is �+ �.

For example,
p
2 +

p
3 is an algebraic integer, satisfying the polynomial resy((x � y)2 � 2; y2 � 3) =

�������
1 �2x x2 � 2 0

0 1 �2x x2 � 2

1 0 �3 0

0 1 0 �3

������� = x4 � 10x2 + 1;

from which we deduce that
p
2 +

p
3 =

p
5 + 2

p
6.

Proposition 3 [Loos, 1982b]. If � and � are algebraic numbers de�ned as roots of the polynomials p and

q, then �� is an algebraic number de�ned by the polynomial r(x) = resy(y
mp(x=y); q(y)).

Corollary 2. If � and � are algebraic integers, so is ��.

Of course, there is no guarantee that this process will produce the most simple result for a given

input. For example,
p
2
p
3 is an algebraic integer de�ned by resy(y

2((x=y)2 � 2); y2� 3), which evaluates to

x4+12x2+36, but this can equally well be written as (x2+6)2, and this can be discovered by the technique

of square-free decomposition described above. Similarly, applying the previous proposition to
p
2
2
gives the

polynomial x4 + 8x2 + 16, which reduces to (x� 2)2(x+ 2)2.

There is an alternative proceure, which is perhaps simpler to apply by hand, and which is guaranteed

to give the minimal polynomial that can be deduced from the information given. Given some number x

that is a combination (sums and products) of several algebraic numbers �i, this process forms x2, x3, : : : .

8
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Each of these will be a combination of the �i, and can be regarded as lying in the Q-vector space whose

basis is f1; �1; : : : ; �n; �
2
1; �1�2; : : : ; �

2
n; : : :g, where the basis is �nite since each �i appears only to powers

less than the degree of the equation which de�nes it. After computing each xi, we check to see if there is a

non-trivial linear combination of 1; x; x2; : : : ; xi with rational coe�cients which is zero. If so, this determines

a polynomial equation for x, which has to be minimal, since otherwise there would be an equation of lower

degree, which would have been found sooner.

Applying this to x =
p
2 +

p
3, we see that x2 = 5 + 2

p
2
p
3, and there is no such combination.

x3 = 11
p
2+9

p
3, and again there is no combination. x4 = 49+20

p
2
p
3, and now there is the combination

x4 � 10x2 + 1. If we apply this technique to x =
p
2 +

p
2, we must �rst make the distinction as to whether

we know that these are the same roots or not. If we do, then x2 = 8, and this gives us our equation. If we

do not, then write x as
p
2+
cp
2 to make the di�erence obvious. Then x2 = 4+2

p
2
cp
2, and now there is no

equation. But x3 = 8
p
2+8

cp
2, and we have the equation x3 = 8x, which is the obvious equation multiplied

by x, a factor corresponding to the choice of opposite signs for the two square roots, so that x = 0.

Corollary 3. The algebraic integers form a ring.

Corollary 4. The algebraic numbers form a �eld, known as A.

Proposition 4. If p(x) is a polynomial with algebraic number coe�cients, then the roots of p are algebraic

numbers.

Proof. By induction on k, the number of distinct* algebraic numbers occurring as, or amongst, the coe�-

cients of p. Clearly the proposition is true when k = 0. In the general case, let � be an algebraic number

occurring as, or in the expression for, a coe�cient of p, so that the coe�cients of p are expressed in terms of

rational numbers, � and k�1 other algebraic numbers (say �2, : : : , �k). Let q(y) be the polynomial de�ning

� as an algebraic number, and suppose that this is of degree n, with roots � = �1, �2, : : : , �n. Consider

r(x) = resy(p(x)�:=y ; q(y)), where by p(x)�:=y we mean the result of replacing every occurrence of � in p by

y. This is a polynomial in x whose coe�cients involve rational numbers and �2, : : : , �k only. Furthermore,

by Corollary 2 in the previous section, it is

(�1)mnbmn

nY
j=1

p(x)�:=�j :

In particular, p(x) is the factor in the product with j = 1, so this polynomial has all the roots that p has.

Corollary 5. The roots of a monic polynomial with algebraic integer coe�cients are algebraic integers.

This helps to settle the question mentioned above, as to whether more complex radicals were algebraic

integers. Of course, some expressions that might seem to involve division are in fact algebraic integers, such asq
1
2
(1 +

p
5), but we know now that expressions involving integers, addition, subtraction and multiplication

and the extraction of radicals are always algebraic integers.

We now know how to reduce a complex expression, such as \�+� where � satis�es �3+(1�p5)�2 = 3
p
7

and � satis�es
p
1 +

p
2�2 + � = 1" into a polynomial with integer coe�cients, which may be assumed to

have no repeated roots.

* More formally, we are inducting on the number of levels in the algebraic extension Q(�2) : : : (�k)(�)

de�ning the coe�cients of p.
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5. On the Roots of Polynomials.

In the next section, we will need to know various facts about the roots of polynomials: how big they can

be, how far apart they can be, etc. We will therefore spend this section in collecting various facts about

the roots of polynomials for later use. Throughout this section, we will be interested in the polynomial

p(x) = anx
n + an�1x

n�1 + � � � + a0, where the ai are arbitrary numbers (though we will generally be

interested in the case when the ai are integers), and an is non-zero (we may as well assume that an is

positive). n is therefore the degree of p, which we will also write �(p). For any integer k, let

kpkk = k

vuut nX
i=0

jaijk:

This is a decreasing function of k, and we will abuse notation so as to write

kpk
1

= max
0�i�n

jaij:

These are related by the inequalities

(n + 1)kpk
1
� kpk1 � kpk2 � : : : � kpk

1
;

where the �rst inequality is strict unless all the coe�cients are equal in absolute value, and the subsequent

inequalities are strict unless there is only one non-zero coe�cient.

The two quantities we will primarily be concerned with are the maximum root of a polynomial, and the

minimum distance between them. So let the roots of p be �1, : : : , �n, and de�ne

rb(p) = max
1�i�n

j�ij;

sep(p) = min
1�i<j�n

j�i � �j j:

sep(p) is zero if, and only if, p has a repeated factor.

Proposition 1 [Cauchy, 1829, p. 122]. rb(p) � 1 + kpk
1
=an.

Proof.Write H for max0�i�n�1 jaij. Let � be a root of p, and suppose that j�j > 1, else the Proposition is

trivially true. Then an�
n = �an�1�

n�1 � � � � � a0, and so

anj�jn �
��an�1�

n�1 + an�2�
n�2 + � � �+ a0

��
� jan�1jj�jn�1+ jan�2jj�jn�2+ � � �+ ja0j
� H

�j�jn�1+ j�jn�2 + � � �+ 1
�

=
Hj�jn
j�j � 1

:

Hence (j�j � 1)an � H, and the result follows.

Corollary 1. If the polynomial p does not take the value 0 at x = 0, then every root of p has absolute value

at least ja0j=(ja0j+ kpk
1
).

Proof. Apply the proposition to the polynomial a0x
n + � � �+ an, which has the same kk1 and whose roots

are the reciprocals of the roots of p.

Proposition 2 [Cauchy, 1829, p. 122]. rb(p) � max

0
@njan�1j

an
;

s
njan�2j
an

; : : : ;
n�1

s
nja1j
an

;
n

s
nja0j
an

1
A.

Proof. As above, anj�jn � jan�1jj�jn�1+ � � �+ ja0j. Let k be the index for which the right-hand summand

is maximal, i.e. jakjj�jk � jaijj�ji for all i. Then anj�jn � kjakjj�jk, which means that j�j � n�k
p
njakj=a0.

A very similar inequality was stated by Knuth [1969, 4.6.2 exercise 20].
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Proposition 3. rb(p) � 2max

0
@ jan�1j

an
;

s
jan�2j
an

; : : : ;
n�1

s
ja1j
an

;
n

s
ja0j
an

1
A.

Proof. Write the right-hand side of the inequality to be proved as 2B. Then, as above,

anj�jn � jan�1jj�jn�1+ � � �+ ja0j:

Hence

1 � jan�1j
anj�j +

jan�2j
anj�j2 + � � �+ ja0j

anj�jn

� B

j�j +
B2

j�j2 + � � �+ Bn

j�jn

� B=j�j
1�B=j�j :

This reduces to j�j � 2B, as required.

Many other inequalities on similar lines have been proved over the years: see, e.g., Knuth [loc. cit.

exercise 19]. We note that the previous two results are close to being optimal, since, for example, we know

that there is one root of p larger (in absolute value) than n
p
ja0j=an, and similarly that there is one root

larger than jan�1j=nan. This can be made more formal, as the following result shows.

Proposition 4. There is always a root of a polynomial whose absolute value is at least B=2n, where B is

the bound of proposition 3.

Proof. Without loss of generality, we can assume that our polynomial is monic. B then reduces to

2max
�
jan�1j;

p
jan�2j; : : : ; n�1

p
ja1j; n

p
ja0j
�
. Let this maximum be attained at the k-th element, so that

B = 2 k
p
jan�kj. Now an�k is a sum of

�
n
k

�
products of roots, viz.

an�k = (�1)k
X

1�ij�n

ijdistinct

�i1 : : : �ik:

Hence there is some choice of indices such that j�i1 : : : �ikj � jan�kj=
�
n
k

�
. Therefore the largest, in absolute

value, of these �ij is greater than

k

s
jan�kj=

�
n

k

�
= B=2 k

s�
n

k

�
� B=2n:

We will need one more result, which we do not prove here, but refer the reader to Mignotte [1982] for

a proof.

Proposition 5 [Landau, 1905]. The product of all the roots of p greater than 1 in absolute value is bounded

by kpk2=janj.
We now pass to consideration of the minimum separation between roots.

Proposition 6 [Mahler, 1964]. sep(p) >
p
3j disc(p)jn�(n+2)=2kpk1�n2 .

Corollary 2. If p is square-free and has integer coe�cients, then its discriminant is a non-zero integer, so

that sep(p) >
p
3n�(n+2)=2kpk1�n2 .

As noted in section 3, these bounds can be very large. For example, the discriminant of Wilkinson's

polynomialW (x) = (x� 1) : : : (x� 20) is about 2:74 � 10276. Despite this, proposition 6 gives about 10�244

as a bound for the root separation, even though the true value is, of course, 1. The corollary gives about

10�382. What is worse, the corollary is dependent on scale, so that, for the perturbed Wilkinson's polynomial

W (x)+ 2�23x19, the proposition gives about the same bound as before, while the corollary is not applicable

11
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to this polynomial, but must be applied to 223W (x) + x19, when it gives a bound of about 10�443. The

following bound, due to Collins & Horowitz [1974], is, however, even worse than the corollary, though it has

the same asymptotic order for log sep(p), viz. O(n log(nkpk2)), and this is generally the quantity of interest.

We will refer to log sep(p) as the accuracy required to evaluate the roots of a polynomial. It is a measure of

the number of digits in isolating intervals, and the number of bisections required to make an interval smaller

than sep(p).

Proposition 7. If p is square-free and has integer coe�cients, then sep(p) > 1
2
e�n=2n�3n=2kpk�n2 .

Fortunately, sep is rarely of interest in actual algorithms, as opposed to bounds on their complexity.

One technique which can often improve the above estimates for sep is to transform the polynomial. The

transformation x! x�an�1=nan is known as a Tschirnhausen transformation, and it annuls the coe�cient

of xn�1, which is also the negative of the sum of the roots. It does not a�ect the di�erence between any

pair of roots, and hence the separation and the discriminant are unchanged. This transformation may not

be integral, but the corollary above is still applicable, since the discriminant is integral. Applying this

transformation to Wilkinson's polynomial, and then applying the corollary, yields a bound of 10�240, which

is a distinct improvement, though still far from the truth. If we are interested in separating all the real roots

of a polynomial, the following result is more useful.

Proposition 8 [Davenport, 1985]. Let �1; : : :�k+1 be the k + 1 real roots of p in descending order, with

k � 1. Then
kY
i=1

j�i � �i+1j � 3k=2
p
j disc(p)jkpk�n+1

2 n�k�n=2:

Proof.Without loss of generality, we can assume that p is monic, since multiplying by a constant will change

disc(p) as much as kpk2n�2

2 . We need only consider the case of p square-free, since otherwise the right-hand

side of the inequality to be proved is zero. Let us order the roots of p, which we shall call �i, in decreasing

order of modulus, so that

j�1j � j�2j � � � � j�M j > 1 � j�M+1j � � � � j�nj;
where M can have any value from 0 to n.

By proposition 3 of section 3, we can write
p
disc(p) (up to sign) as

P =

����������

1 1 : : : 1

�1 �2 : : : �n
�21 �22 : : : �2n
...

...
...

�n�1
1 �n�1

2 : : : �n�1
n

����������
:

Perform the following column operations on P , which do not change its value.

1) Take a �i of greatest absolute value, which can be chosen, by the condition imposed on the ordering of

the �i, to be one of �1 and �k+1. Subtract from its column the column corresponding to the �j which

occurs subtracted from �i (or vice versa) in
Qk

i=1 j�i � �i+1j. Delete this �i from the list.

2) Take a remaining �i of greatest absolute value, which can be chosen, by the condition imposed on the

ordering of the �i, to be one of the �i at the end of the chain: one of �1 and �k in the case that

step (1) deleted �k+1, or one of �2 and �k+1 if �1 was deleted. Subtract from its column the column

corresponding to the �j which occurs subtracted from �i (or vice versa) in
Qk

i=1 j�i � �i+1j. Delete

this �i from the list.

3) : : : .

Eventually,we will have performed k column operations, and have accounted for all the subtractions inQk
i=1 j�i � �i+1j. The new determinant for P has columns that look like (1; �i; �

2
i ; : : : ; �

n�1
i ) if this column

was not a�ected by the column operations, or (0; �i � �j ; �
2
i � �2j ; : : : ; �

n�1
i � �n�1

j ) if this column had the

j-th column subtracted from it. Note that the ordering of the column operations means that i < j. Such

a column has a common factor of �i � �j , which by construction is one of the factors of
Qk

i=1 j�i � �i+1j.
Write this column as

(�i � �j)(0; 1; 
(2)

i ; : : : ; 
(n�1)

i );
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where


(l)
i =

�li � �lj

�i � �j
= �l�1

i + �l�2
i �j + � � �+ �l�1

j :

So we have shown that

p
j disc(p)jQk

i=1 j�i � �i+1j
=

�����������

1 0 : : : 1

�1 1 : : : �n

�21 
(2)
2 : : : �2n

...
...

...

�n�1
1 

(n�1)

2 : : : �n�1
n

�����������
; (1)

where the precise format of the determinant on the right depends on which �j are �i. All that remains

is to estimate the determinant on the right-hand side. This will be done via a column-oriented version of

Hadamard's inequality [1893; Mignotte, 1982], viz. that���������

������
a11 : : : a1n
...

...

an1 : : : ann

������

���������
�

nY
i=1

vuut nX
j=1

jajij2:

There are four kinds of column that can occur in (1), and each will contribute di�erently to the product in

Hadamard's inequality, and hence to our �nal bound.

Type 1) The column is (1; �i; : : :�
n�1
i ) and i �M . Then this column contains n numbers, each of absolute

value at most j�ijn�1
, and hence the contribution to the product is less than

p
nj�ijn�1

.

Type 2) The column is (0; 1; 
(2)

i ; : : : ; 
(n�1)

i ) and i � M . The absolute value of the l-th element of this

column is at most (l� 1)j�ijl�1
, since 

(l)
i is the sum of l� 1 items, each a power product of �i and

�j , where j�j j � j�ij, so the total contribution of the column is bounded byvuut nX
l=1

�
(l � 1)j�ijl�1

�2
� j�ijn�1

vuut nX
l=1

(l � 1)2 < j�ijn�1

r
n3

3
:

Type 3) The column is (1; �i; : : :�
n�1
i ) and i > M . Then this column contains n numbers, each at most 1

in absolute value, and hence the contribution to the product is less than or equal to
p
n.

Type 4) The column is (0; 1; 
(2)

i ; : : : ; 
(n�1)

i ) and i > M . The absolute value of the l-th element of this

column is at most (l � 1), so the total contribution of the column is bounded byvuut nX
l=1

(l � 1)
2
<

r
n3

3
:

Hence every column contributes a
p
n. Those of types 1 and 2 contribute an additional j�ijn�1

, and there

are a total of M of these columns. Columns of types 2 and 4 contribute an additional n=
p
3, and there are

k such columns. Multiplying these contributions together, we get

nn=2
�

np
3

�k MY
i=1

j�ijn�1
:

By proposition 5 (Landau's inequality),
QM

i=1 j�ij � kpk2. This is the only place kpk2 enters into the proof:
an observation that will be use in the next section. Combining these results with (1) shows thatpj disc(p)jQk

i=1 j�i � �i+1j
� nk+n=23�k=2kpkn�1

2 :

Re-arranging this gives the inequality stated, and completes the proof.

Mahler's inequality corresponds to the case k = 1 of this result. We can view this result as saying

that there is only a certain amount of \closeness", which can either be concentrated on one pair of roots, or

spread between several pairs.

13



I. One Polynomial Equation

6. Approximations to Roots.

Section 4 showed how to reduce any complex expression to a simple polynomial with integer coe�cients

which has all the roots of the original expression (it may, of course, have other roots as well). However, it

is not always su�cient to know an equation which a number satis�es. When we write
p
2, we mean more

that \a number whose square is 2": we mean \that positive number whose square is 2", and in more general

circumstances, where we have high degree polynomials, we will wish to know, to arbitrarily high accuracy,

which root we are talking about. We will con�ne ourselves here to real roots of polynomials with integer (or

rational) coe�cients: complex zeros are treated by Collins [1977].

We can assume that the polynomial is square-free, as outlined in section 2. This means that every zero

is simple, and that the polynomial changes sign in the neighbourhood of a zero.

De�nition. An isolating interval for a polynomial is an interval of two rational numbers, between which

there is precisely one zero of the polynomial. We can assume that 0 does not belong to the isolating interval.

We need not worry about cases where we �nd an exact zero of the polynomial by evaluating at a rational:

in this case we know the zero exactly, and no longer have an algebraic number to deal with. Once we have

an isolating interval (a; b), we can make it as precise as we please, merely by investigating the sign of the

polynomial at 1
2
(a+ b), and letting this value replace whichever of a and b at which the polynomial has the

same sign.

The condition about 0 is convenient, since the reciprocal of a number near zero can be of either sign. If

we exclude this case, then the sum, di�erence, product and quotient of two intervals are also intervals, and

we shall make heavy use of this fact later.

This poses the problem: given a polynomial, can we �nd isolating intervals for all its real roots? One

obvious method, which Collins & Loos [1982] attribute to Kronecker, is to take that portion of the real

line between � rb(p) and rb(p) and divide it into intervals of size sep(p), and look for a change of sign in p

between the limits of each segment. Unfortunately, the root separation is exponential in n, so this algorithm

requires an exponential amount of time in general.

To do better, we must have some method of working out where the real zeros are, e.g. a technique for

knowing how many there are in any interval (a; b) (presumably, if there are zeros exactly at a or b, we will

detect the fact in any case). There are several such methods: probably the best known is that of Sturm

sequences.

De�nition. The Sturm sequence for a polynomial p(x) with real coe�cients is a sequence of polynomials

ffig, de�ned by f0 = p, f1 = p0 and, in general, fi = �remainder(fi�2; fi�1).

The fi have decreasing degrees, so the sequence is �nite, and, if p is square-free, the sequence will

terminate with a constant, since, up to sign, we are merely performing the Euclidean algorithm on p and p0.

We will write fN for this last element of the sequence.

De�nition. The sign variation for a Sturm sequence at a point a, V (a), is de�ned as the number of times

the sequence of non-zero elements of f0(a); f1(a); : : : ; fN (a) changes sign.

We note that the sign variation of a Sturm sequence is unchanged if we multiply any of the elements by a

positive constant. Hence we will often �nd it convenient to ignore denominators that arise in the calculation

of the remainders when we divide by non-monic polynomials.

The use of Sturm sequences comes from the following result, which we state and prove only in the

limited case of interest to us, though it is true in much greater generality.

Proposition 1. If p is non-zero at a and b, the number of zeros of p in the interval (a; b) is V (a) � V (b).

Proof. Since a polynomial can only change sign by going through a zero, V (x) is invariant except at the

zeros of any of the fi. Furthermore, fN has no zeros, and so we need only consider two cases:

(a) fi has a zero at x0, where 0 < i < N . In this case, we wish to prove that V is unchanged as we pass this

zero. It is impossible for two consecutive fi to be zero simultaneously, for this would imply that they had

a common divisor, and hence that all subsequent fi had a common divisor. Hence, even if two fi are zero

at x0, their e�ects on V will be independent. So consider just one of them. fi+1 = �remainder(fi�1; fi),

so that fi�1 = qifi � fi+1 for some quotient polynomial qi. Hence fi�1(x0) = �fi+1(x0), and these two
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I. One Polynomial Equation

have opposite signs at, and therefore on both sides of, x0. So, even though fi changes sign, the sign

variation from the triple fi�1; fi; fi+1 is 1 on both sides of x0.

(b) f0 has a zero at x0. By the argument of case (a), we can ignore any other fi which are also zero at

this point. We wish to prove that V decreases by 1 as we pass this zero of f0. Since p is square-free,

we know that f1 is non-zero at x0. If it is negative, then p(x0 � �) is positive and p(x0 � �) is negative.

Hence there was a sign variation between f0 and f1 at x0 � �, but not at x0 + �, so V has decreased by

1. If f1(x0) is positive, then f0 changes sign from negative to positive at x0, and again V decreases by

1.

This would seem to be an excellent solution to our problem, since we can �rst evaluate the Sturm

sequence at1 and �1 (which consists merely in examining the sign of the leading coe�cients) to determine

how many real zeros there are, and we can then perform binary division on the interval (�b; b), where b is a
bound for the roots of the polynomial, until they are isolated.

Proposition 2. We can isolate the roots of a square-free polynomial p with integer coe�cients in at most

O(n log(nkpk2)) evaluations of the Sturn sequence.

Proof. Let the �i be the real roots of p, in increasing order. We know that these are contained in (�b; b),
where we will take b from proposition 1 of the previous section, viz. 1 + kpk1=an. If there are k + 1 real

roots, we will need to construct k separation points. The denominator of a point separating �i from �i+1

will be at most 1=2j�i � �i+1j. This will require dlog2(2b=j�i � �i+1j)e operations, hence the total number

of sub-divisions is at most

k + k log2 2b+

kX
i=1

� log2 j�i � �i+1j

(where the opening k+ bounds the amount of rounding that took place), which is bounded by

k + k log2 2b+ (n� 1) log2 kpk2 +
�
k +

n

2

�
log2 n�

1

2
log2 j disc(p)j �

k

2
log2 3

by proposition 8 of the previous section. disc(p) is a non-zero integer, and b is bounded by 1+ kpk1, which

in turn is bounded by 1 + kpk2, and hence by 2kpk2. Our bound then simpli�es to

k
�
1 + log2(4=

p
3)
�
+ (k + n) log2 kpk2 +

�
k +

n

2

�
log2 n:

Since k � n, this bound can be written O(n log(nkpk2)). We still have to ensure that our isolating intervals

do not include 0, but this can be done with one evaluation at 0 and a bound on the distance of roots of a

polynomial from 0, wich is provided by corollary 1 of the previous section.

We can assume that the Sturm sequence is computed only once, which computation will take O(n2)

arithmetic operations if done in the obvious way. Each computation of V requires evaluating polynomials of

degree n, n� 1, : : : , 0, i.e. O(n2) arithmetic operations. Hence the cost of �nding the isolating intervals is

at most O(n3log(nkpk2)) arithmetic operations.
In order to understand the practical draw-backs of this scheme, let us look at an example, that of

Wilkinson's polynomial, W (x) = (x + 1) : : : (x + 20). The leading coe�cients of its Sturm sequence are

all positive, which means that V (1) = 0 and V (�1) = 20 , so the polynomial has 20 real zeros. The

largest coe�cients in W (x) and W 0(x) are both the x2 coe�cients, 1:38 � 1019 and 3:86 � 1019 respectively.
The largest coe�cient encountered in the Sturm sequence (assuming that we throw away denominators, and

divide polynomials by their content) is the x2 coe�cient of f4, which is about 7:78 � 1020. The situation

is very di�erent for the perturbed polynomial, which we can write as Ŵ = 223W + x19. Here the largest

coe�cients in Ŵ and Ŵ 0 are 1:08 � 1026 and 3:24 � 1026 respectively. The leading coe�cients, instead of all

being positive, have signs +;+;+;+;+;+;+;+;�;�;+;+;+;�;�;+;+;+;�;�;�, so that V (1) = 5 and

V (�1) = 15, thus proving that, as we asserted in section I.2, Ŵ has ten real roots. However, the largest

coe�cient encountered in the Sturm sequence is now the constant term of f19, which is 3:14 � 10320.
Conventional subresultant theory [Loos, 1982a] tells us that the coe�cients of the i-th polynomial in

this sequence may have coe�cients as large as nikpk2i�1
2 (which would give 10987 in the case described at

the end of the previous paragraph, so we see that these estimates are not outrageous). Since we may need to
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I. One Polynomial Equation

evaluate this polynomials at rational numbers whose denominators (and therefore presumably numerators)

are of the order of sep(p), this may take as many as O(n4 log2(nkpk2)) operations using Horner's rule and

classical operations. This contrasts unfavourably with the �gure of n arithmetic operations that was assumed

above. Combining the present �gure with the analysis for the number of polynomial evaluations given above,

we get a total time of O(n6 log3(nkpk2)). \Fast" operations would reduce this to O(n5 log3(nkpk2)�), where
� stands for a variety of log log terms. The computation of the Sturm sequence, even by \classical" methods,

will take only O(n4 log2(nkpk2)) operations, so this is not the limiting factor.

In this context, Schwartz & Sharir [1983] suggested an interesting variant. The Sturm sequence is

de�ned via relations of the form fi = �remainder(fi�2; fi�1), which can be re-written as fi�2 = qifi�1 � fi.

If we stored the qi, then this sequence of rules would generate the values of the entire Sturm sequence from

the values of fN and the qi, since fN�1 = qNfN . The total degree of these polynomials is n, the degree of

p, so that we have an evaluation in O(n) arithmetic operations, which one might presume to be faster when

bit operations are counted.

There are several snags in converting Schwartz & Sharir's idea to a practical algorithm. The qi computed

in the sub-resultant scheme are not the qi needed for recurrence-relation evaluation of fi(x), since various

numeric factors have been introduced along the way: either multiplied in to avoid fractions, or divided out

to reduce the size of the numbers. Davenport [1985] has analysed the process for various possible values of

d, the number of digits in x (if x is a fraction we mean the greater of the number in the numerator and

denominator). There are three obvious orders of magnitude for d: O(1), which corresponds to the case of a

small number of widely-separated roots; O(log(nkpk2)), which corresponds to a large number of roots, but

\averagely" spaced; and O(log sep p) = O(n log(nkpk2)), which corresponds to the worst case of roots as

close together as possible. The results are shown in table 1, for the na��ve method of evaluating a polynomial

as
P

aix
i (which is not as stupid as it seems in our case, since we have up to n polynomials to evaluate

at the same x), for Horner's rule a0 + x(a1 + x(: : :)) and for a modi�ed version of the recurrence-relation

method.

Table 1: Classical O(k2) multiplication

d Na��ve Method Horner's Method Recurrence Method

1 n4 log(nkpk2) n3 log(nkpk2) n3 log2(nkpk2)
log(nkpk2) n4 log2(nkpk2) n3 log2(nkpk2) n3 log2(nkpk2)

n log(nkpk2) n5 log2(nkpk2) n5 log2(nkpk2) n4 log2(nkpk2)

On the last line, the constants involved in the two O(n5 log2(nkpk2)) methods are about the same.

Conversely, on the previous line there are two O(n3 log2(nkpk2)) methods, and here the constants involved

for the recurrence-relation method are about �fteen times greater than those for Horner's rule. It is fairly

easy to see that, when d is small, the recurrence-relation method is not advantageous, since it involves

multiplying the, potentially large, coe�cients of the Sturm sequence and the qi. The na��ve method seems to

have little to recommend it.

If we combine this data with proposition 2, we have shown the following result.

Proposition 3. Using classical arithmetic, we can separate all the real roots of a square-free polynomial p

in time O(n5 log3(nkpk2)).

This result in fact seems to have little connection with reality. Heindel [1971] reported that the running

time of his Sturm-sequence based method for isolating real roots seemed to be dominated by the cost of

calculating the Sturm sequence, and the data presented by Collins & Loos [1976] indeed seem to show a

O(n4) behaviour.

Of course, all these algorithms could bene�t from the use of \fast" algorithms, e.g. O(k log k log log k)

methods for multiplying k-bit integers. The analyses become distinctly tedious in this case, but the �nal

results are shown in table 2. The recurrence-relation method is now de�nitely the fastest, but the practical

impact of this should not be over-rated.
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I. One Polynomial Equation

Table 2: Fast O(k log k log log k) multiplication

d Na��ve Method Horner's Method Recurrence Method

1 n3 log(nkpk2) logn � n3 log(nkpk2) n2 log(nkpk2) logn �
log(nkpk2) n3 log(nkpk2) logn � n3 log(nkpk2)� n2 log(nkpk2) logn �

n log(nkpk2) n4 log(nkpk2) logn � n4 log(nkpk2) logn � n3 log(nkpk2) logn �
� stands for a variety of log log terms

Proposition 30. We can separate all the real roots of a square-free polynomial p in time

O(n4 log2(nkpk2) logn�):
If we wish to isolate the distinct roots of a polynomial that may not be square-free, the obvious starting

point is to �nd the square-free part (see section 2), and isolate its roots. Unfortunately, the coe�cients of

the square-free part may be larger (up to 2n times larger | see Mignotte [1981]) than those of the original

polynomial. Hence it might seem that we have to replace logkpk2 by n logkpk2 everywhere. Fortunately

we can do somewhat better, since the only places that the coe�cent length is used is in the length of the

coe�cients of the Sturm sequence and in proposition 6 and 8 of the previous section. The former we can

do little about, but for the latter we can remark that we only used this via Landau's inequality, and the

product of the roots larger than 1 can not increase. Hence these results can be applied with the kpk2 for the
original polynomial. The exact details are rather messy, but lead to two further tables, and propositions 4

and 40 below.

Table 3: Classical multiplication, arbitrary polynomials

d Na��ve Method Horner's Method Recurrence Method

1 n5 log(kpk2) n4 log(kpk2) n5 log2(kpk2)
log(nkpk2) n5 log(kpk2) log(nkpk2) n4 log(kpk2) log(nkpk2) n5 log2(kpk2)

n log(nkpk2) n6 log(kpk2) log(nkpk2) n5 log2(nkpk2) n5 log(kpk2) log(nkpk2)

Table 4: Fast multiplication, arbitrary polynomials

d Na��ve Method Horner's Method Recurrence Method

1 n4 log(kpk2) logn � n4 log(kpk2) n3 log(kpk2) logn �
log(nkpk2) n4 log(kpk2) logn � n4 log(kpk2)� n3 log(kpk2) logn �

n log(nkpk2) n4 log(nkpk2) logn � n4 log(nkpk2) logn � n3 log(nkpk2) logn �
� stands for a variety of log log terms

Proposition 4. Using classical arithmetic, we can separate all the distinct real roots of a polynomial p in

time O(n6 log2(nkpk2) logn).
Proposition 40. We can separate all the distinct real roots of a polynomial p in time

O(n4 log2(nkpk2) logn�):
There are other possible methods for isolating the real roots. Collins & Loos [1976] present one, based

on the elementary remark that there is at most one root of p between two roots of p0. Hence, if we can isolate

the roots of p0, we can inductively isolate the roots of p. Note, however, that p0 need not be square-free, even

if p is. The theoretical running time of this algorithm is very bad: it is proved to be O(n10 + n7 log3 kpk2)
by Collins & Loos [1976], but this can be improved to O(n9 + n6 log3 kpk2) by applying proposition 8 of the

previous section. In practice, though, it would seem from the �gures quoted by Collins & Loos to be a O(n3)

algorithm.
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I. One Polynomial Equation

Proposition 5 (Descartes' Rule of Signs). The number of positive real roots (counting multiplicity) of

p is equal to, or an even positive integer less than, the number of variations of sign in the coe�cients of p.

Proof. Without loss of generality, we can consider p to be monic, and not to have 0 as a root (for then we

could divide by x, which changes no coe�cient). Let q be p divided by (x� �i) for all positive real roots �i
of p. Then it is su�cient to prove that q has even variation, and that multiplying a polynomial by x � �i
increases the variation by an odd integer.

Now the leading coe�cient of q is 1, so q(x) is positive for large x. If the trailing coe�cient of q were

negative, then q would be negative at the origin, and hence have a positive real root. Hence the sequence of

signs begins and ends +, and so must have an even number of variations. When we multiply a polynomial

r(x) by (x � �i), the leading coe�cient keeps the same sign, but the trailing coe�cient changes sign, and

hence the parity of the number of sign variations changes. We need only prove, therefore, that the number

of variations can not decrease between r(x) and r(x)(x � �i). Suppose that we have a variation + � in

r, say that the k-th coe�cient, bk, is positive and the (k � 1)-st is negative. Then the k-th coe�cient of

r(x)(x��i) is bk�1��ibk, and hence is certainly negative. Similarly a � + variation in r leads to a positive

coe�cient in r(x)(x��i). (We have not considered the case of interposed zero coe�cients, but these do not

a�ect the argument.) Hence every variation in r gives rise to a variation in r(x)(x��i), so the total number

of variations has not decreased. This proves the result.

Collins & Akritas [1976] have presented a further real root separation algorithm, based on Descartes'

rule of signs. They use repeated bisection to separate the positive roots of p, and also to ensure that the

\excess" even number of Descartes' rule is eventually reduced to 0. Their algorithm's theoretical computing

time is given as O(n6 log2 kpk2): again a factor of n can be removed by appealing to proposition 8 of the

previous section. The practical running time of this algorithm seems to be O(n3), with a smaller constant

than that of the previous paragraph.

All the analyses above that we have given relate to polynomials over the integers. The algorithms,

though, are applicable to polynomials with real coe�cients, in particular algebraic numbers. The bounds

for the absolute value of the root are still applicable, in terms of the absolute values of the coe�cients.

The bounds for the separation (propositions 6 and 8) are not directly applicable unless we compute the

discriminants, since these may be algebraic numbers less than 1 in absolute value. Fortunately, the algorithms

do not need these bounds | they are only required for complexity analysis.

Here there is a major di�erence between the algorithms in terms of the manipulations to be performed on

the coe�cients: Sturm'smethod requires division, while the Collins & Loos method is based on di�erentiation

and the Collins & Akritas method is based on bisection, substituting 2x or 2x�1 for x. Thus, they may prove

faster when applied to polynomials with algebraic number coe�cients, though, to the best of my knowledge,

this area has not been explored.

Clearly the whole question of practical real root isolation requires further study.
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7. Algebraic Numbers (II).

We can now represent an algebraic number � as a triple hp; l; ri, where p is a polynomial which � satis�es, and

l and r are fractions (probably with binary denominators in practice) such that l < � < r. The coe�cients of

p will certainly be real, and should either be integers or (simpler) real algebraic numbers. Given an algebraic

number �, we will refer to the corresponding components of its description by p�, l� and r�.

We now have a variety of questions to ask, of which the following is a sample: \If  = � + �, what

are p , l and r?". Proposition 2 of section 4 has largely answered the �rst part of this question, saying

that p(x) = resy(p�(x � y); p�(y)). This resultant need not be square-free, so we might as well at least

compute the square-free part of it. Let us note here, as a question be to considered later, that we could

always perform a complete factorisation of this resultant, and select the factor which has � + � as a root.

Whether or not we do a complete factorisation, we now have a square-free polynomial, which has  as a

simple root, and whose degree is at most �(p�)�(p�).

Certainly  lies in the interval (l� + l� ; r� + r�), but this might not be an isolating interval. It may

contain 0, but this by itself is easily recti�ed: we evaluate p (0) to decide which side of 0  lies, and then, if

we wish, choose a point just away from 0 as a new left (or right) marker. Corollary 1 of section 5 can guide

our choice of point. More fundamentally, though, there may be more than one root of p in our interval, or

at least we may not know that there is not.

Let us �rst make two preliminary remarks. If p(l) and p(r) have the same sign, then there is certainly

more than one root, and we know that we will have to work on isolating the roots of p. The transformation

x ! 1=(r � x) � 1=(r � l) converts the interval (l; r) into the interval (0;1), and Descartes' rule of signs

(proposition 5 of the previous section) is now applicable. If the variation in sign of the coe�cients is one,

we know that there is only one root. If it is even, then we know that there are an even number of roots, but

in fact this test is a re-phrasing of the one mentioned earlier. If the variation is odd, but greater than one,

then we are no wiser. However, it can be shown that this implies that p has other zeros whose real parts

lie in this interval, and this is unlikely to happen if p was constructed from isolating intervals for � and �

which did not have other roots with the same real parts.

In general, though, we need to perform a real-root isolation process on p, and, as we saw in the previous

section, this can be expensive. Once we know that there is more than one root of p in (l; r), we have to

re�ne our values of l� etc. in order to narrow (l; r). Since the interval (l�; r�) is an isolating interval, this

re�nement can be done merely by evaluating p� at (l� + r�)=2, and observing in which half-interval the

sign of p� changes. We note here that it is probably worth always re�ning the larger interval in the case of

 = �+ �, and that di�erent rules will apply for the di�erent operations.

Such an isolation process will be expensive, if only because of the high degree that p may have.

As an example of the process we have just talked about, suppose that � = hx2 � 3; 0; 2i (\the positive

square root of 3") and that � = hx2 � 2;�2; 0i (\the negative square root of 2").  is then approximately

1:732 � 1:414 � :318. The polynomial for  is then x4 � 10x2 + 1, while the interval (l; r) in which we

think  lies is (�2; 2). This contains two roots of the polynomial, and we have to narrow our intervals until

� = hx2�3; 1:5; 2i and � = hx2�3;�1:5;�1i before we have isolated  as hx4�10x2+1; 0; 1i. If we wanted
our intervals not to include 0, we could either re-write this as hx4� 10x2+ 1; 1=11; 1i, relying on corollary 1

of section 5, or do further bisections and narrow our interval to hx4 � 10x2 + 1; 0:25; 0:5i.
This poses a fundamental question: is this really necessary? Might we not be better o� working with �

and �, rather than with ? The answer for addition (and similarlymultiplication etc.) would seem to be that

the \primitive element" approach of representing everything by a root of a polynomial will be very expensive.

Furthermore, any cancellation, such as
p
2�p

2, will be quite hard to spot. When it comes to the question

of roots of polynomials with algebraic number coe�cients, opinion is evenly divided. Schwartz & Sharir

[1983] recommend a \recursive" representation, in which algebraic numbers are allowed in the coe�cients

of de�ning polynomials for other algebraic numbers. Arnon et al. [1984] recommend the opposite. Again,

further research is called for.
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II. Equations in Two Variables
As part of our general program of solving systems of equations in many variables, we now treat the case of

two variables, conventionally x and y. The coe�cients will be assumed to come from some �eld k, which

the reader can think of as the rational numbers Q. This is signi�cantly easier to talk about (and to draw!)

than the case of equations in arbitrarily many variables, so we will treat this case specially before doing the

general induction. We will introduce a variety of notation and de�nitions which will be useful more generally.

In particular, section 5 de�nes the concept of a cylindrical algebraic decomposition.

1. Two Polynomial Equations.

Suppose that p and q are two polynomials in k[x; y], and we are interested in common zeros of them, i.e.

values x̂ and ŷ of x and y such that p(x̂; ŷ) = q(x̂; ŷ) = 0. We may as well suppose that p and q are relatively

prime, i.e. that there is no non-trivial polynomial that divides both of them, for all zeros of this common

divisor g would be common zeros of p and q. In fact, the problem reduces to describing the zeros of g (which

as a polynomial in two variables has an in�nite number of zeros) and �nding the common zeros of p=g and

q=g.

Proposition 1. The taking of resultants commutes with evaluation provided that the degrees of the poly-

nomials involved do not change, i.e.

(resy(p(x; y); q(x; y)))(x1) = resy(p(x1; y); q(x1; y))

(where the left-hand side is a polynomial in x evaluated at the value x1).

Proof. Since the degrees do not change, the resultants are both determinants of matrices of the same size, in

one of which x has been evaluated. The result then follows from the same proposition about determinants of

matrices with polynomial entries, and that is true since the determinant is a sum of products of the entries.

In order to ensure the applicability of this result, we will now make the further assumption that p and q

are y-monic, i.e. that when regarded as polynomials in y with coe�cients from k[x], their leading coe�cients

are 1. Note that not every polynomial can be written this way: for example xy2 + 1 is not y-monic, and

trying to write it so gives us y2 + 1=x, which is no longer a polynomial. This di�culty will prove one of the

major stumbling blocks in our development, and we wish to bypass it for the moment.

Proposition 2. The x̂ which occur as x-components of common zeros of the relatively prime y-monic

polynomials p and q are precisely the roots of r(x) = resy(p; q).

Proof. Let (x̂; ŷ) be a common zero. De�ne the polynomials p̂(y) and q̂(y) to be p(x̂; y) and q(x̂; y) respec-

tively. These polynomials no longer have rational coe�cients, but they are certainly polynomials in C[y].

These polynomials have a common factor, viz. at least (y � ŷ), and hence (proposition I.3.2) their resultant

resy(p̂; q̂) is zero. But this is equal to resy(p; q)(x̂) by proposition 1. Hence x̂ is a root of r(x).

Conversely, let x̂ be a zero of r(x). De�ning p̂ and q̂ as before, we see that resy(p̂; q̂) = 0, so that p̂ and

q̂ have a non-trivial common divisor. If ŷ is a root of this common divisor, then (x̂; ŷ) is a common zero of

p and q.

Corollary 1. Under the hypotheses stated, the x̂ are algebraic numbers.

Corollary 2. Under the hypotheses stated, the ŷ are algebraic numbers.

The second corollary can be proved either by interchanging the roles of x and y (if p and q are also

x-monic), or by observing that the ŷ are the roots of gcd(p(x̂; y); q(x̂; y)), and this is a polynomial with

algebraic number coe�cients, to which we can apply proposition I.4.4.

Corollary 3. The x̂ which occur as x-components of common real zeros of the relatively prime y-monic

polynomials p and q are among the real roots of r(x) = resy(p; q).

It is not true that all real roots of r(x) are the x-components of common real zeros of p and q, since

the corresponding y values might not be real. As an example of this, consider two circles: p = x2 + y2 � 1,

q = (x � 4)2 + y2 � 1. In this case r(x) = 64(x� 2)2, and we have the value x̂ = 2. But the corresponding

y values are �ip3, and are not real. We note that x̂ = 2 was a double root of the resultant, and that there

were two corresponding y values. This is not a coincidence, as the following result shows.
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Proposition 3. The multiplicity of x̂ as a common root of r(x) = resy(p; q) is greater than or equal to the

degree of gcd(p(x̂; y); q(x̂; y)).

Proof.Write p̂(y) for p(x̂; y), and similarly for q. If p and q came from R[x; y], p̂ and q̂ come from R[y]. Let

k be the degree of ĝ, the gcd of p̂ and q̂. Then Ŝ, Sylvester's matrix for p̂ and q̂, is singular, as in proposition

I.3.2. Furthermore, it in fact has nullity* k, since each of the vectors corresponding to (q̂=ĝ;�p̂=ĝ), (xq̂=
ĝ;�xp̂=ĝ), (x2q̂=ĝ;�x2p̂=ĝ), : : : , (xk�1q̂=ĝ;�xk�1p̂=ĝ) is annihilated by Ŝ, and these k vectors are linearly

independent. So there is a sequence of invertible linear operations, de�ned over R, which transform Ŝ into

a form where the last k rows are all zero.

Now S, Sylvester's matrix for p and q, can be written as Ŝ + (x� x̂)S1, where S1 is Sylvester's matrix

for (p � p̂)=(x � x̂) and (q � q̂)=(x � x̂). If we apply the same sequence of linear operations to S that we

discovered for Ŝ, we obtain a matrix where the last k rows are all divisible by x� x̂, since all the terms from

Ŝ have been annihilated. Hence the determinant of this matrix is divisible by (x� x̂)k. But this determinant

is the result of p and q, to within a factor coming solely from R, and hence x̂ is at least a k-fold root of the

resultant.

Having proved this inequality, it is natural to ask whether there is always equality between the degree

of the gcd and the multiplicity of the root of the resultant. After all, the two were equal in the example we

considered. The answer is no. For example, let p and q be polynomials of degree n in y whose resultant is

not divisible by (x � x̂). Then the gcd of (x � x̂)2p and q is q, or degree n, but the resultant of (x � x̂)2p

and q is divisible by (x � x̂)2n. As another example, resy(y � x3; y � x2) = x2(x � 1), but the gcd of two

linear polynomials has to be linear. What is happening here is that S1 is itself divisible by x, which gives

an extra factor of x in the resultant. However, it is true to say that equality in the previous proposition is

the \normal" case.

2. Vanishing Leading Coe�cients.

Throughout the previous section, we have assumed that p and q were y-monic, i.e. that their leading

coe�cients were 1 (or, at least, that they did not depend on x). Let us write lcy(p) for the leading coe�cient

of p, regarded as a polynomial in y, and redy(p) for the reductum of p, i.e. p minus its y-leading term. In

this section, we will explore what happens when this restriction is lifted. It should be noted that this section

is particular to the case of two variables, and the more general treatment will be somewhat di�erent. We

have four types of common zeros (x̂; ŷ) to consider.

1 lcy(p)(x̂) 6= 0, lcy(q)(x̂) 6= 0. In this case, the work of the previous section carries through unaltered.

All the results of that section are still true for these zeros, since the only assumptions made were that

the leading coe�cients did not vanish at any of the zeros.

2 lcy(p)(x̂) 6= 0, lcy(q)(x̂) = 0. If q vanishes identically at x̂, then every coe�cient must be divisible by

x � x̂, and so the resultant certainly vanishes at x̂. Otherwise, redy(q) is a non-zero polynomial, even

when x̂ is substituted. We can assume that it does not have degree 0, for then there can be no common

zeros.

In this case, any zero is a common zero of p and redy(q), as well as of lcy(q). Hence

gcd(lcy(q); resy(p; redy(q))) 6= 1;

and the x-parts of these zeros are the roots of this gcd. But every term in the determinant of

Sylvester's matrix for p and q either contains, and so is divisible by, lcy(q), or corresponds to a term in

resy(p; redy(q))), but multiplied by a power of lcy(p). This power is, in fact, �y(q) � �y(redy(q)), since

this is the number of rows by which Sylvester's matrix has shrunk. Call this k. Hence

lcy(p)
k gcd(lcy(q); resy(p; redy(q))) = gcd(lcy(q); resy(p; q));

and so these x-values are, in any case, roots of the resultant. So these roots will, in fact, be found by

the same process as in the previous section, and there was no need to make any special case.

* We only need, and only prove, that the nullity is at least k. But the techniques of I.3.2 easily show that

the nullity must be exactly k.

21



II. Equations in Two Variables

3 lcy(p)(x̂) = 0, lcy(q)(x̂) 6= 0. This case is clearly identical.

4 lcy(p)(x̂) = 0, lcy(q)(x̂) = 0. The same reasoning can be applied twice, and we see that all the roots for

which both leading coe�cients vanish are roots of the resultant. This is a result that could have been

predicted anyway, since every term of the determinant is divisible by one or other leading coe�cient.

Hence we have proved the following result, which is a weaker form of proposition 2 of the previous

section.

Proposition. The x̂ which occur as x-components of common zeros of the relatively prime polynomials p

and q are among the roots of r(x) = resy(p; q).

We can not say that the two are precisely the same any more. Consider p = (x � 1)y + 1 and q =

(x � 1)y + 2. Since both leading coe�cients vanish when x = 1, the resultant certainly vanishes here. But

neither polynomial has a root there, so there is certainly no common root. (It would be possible to argue that

there is a common root \at in�nity". This would take us into projective geometry, which is very interesting,

though not directly relevant. In projective geometry many of the questions relating to vanishing leading

coe�cients become somewhat simpler.) Hence the restriction in the previous section to y-monic polynomials

was necessary as far as the precise statement of the results was concerned, though the conclusions we draw

from them remain valid.

3. Expressing the Roots.

Proposition 1. Let �x and �y stand for degrees in x and y. Then �x resy(p; q) � �x(p)�y(q) + �x(q)�y(p).

Proof. resy(p; q) is a determinant, where �y(q) rows contain the coe�cients of p, which have degree at most

�x(p). These rows will contribute at most �x(p)�y(q) to the degree of a product of elements, one from each

row. The �y(p) rows whose elements are coe�cients of q will contribute at most �x(p)�y(q), and since the

determinant is a sum of such elements, its degree is at most �x(p)�y(q) + �x(q)�y(p).

Corollary. All the x̂ are roots of a polynomial of degree at most �x(p)�y(q) + �x(q)�y(p).

This formula is symmetric in x and y, and therefore (if p and q are x-monic) this result is also true of

ŷ. In fact a much stronger result is true.

Proposition 2. All the x̂ and ŷ can be expressed in terms of the roots of a polynomial of degree at most

�x(p)�y(q) + �x(q)�y(p).

Proof. The result is trivial if the resultant has no repeated roots, for then each ŷ is determined by a linear

polynomial in the corresponding x̂. If we do have repeated roots, then the situation is more complex. Let

the resultant have degree n, and factorise as
Q
pnii , where the pi are square-free polynomials of degree di.

Then
P

nidi = n. We will treat each pi separately, and prove that its x̂ and ŷ can be expressed in terms

of the roots of a polynomial of degree at most nidi, and then the result will follow by multiplying these

polynomials together. By proposition 3 of section 1, ŷ is a root of a polynomial q(z) of degree at most ni,

whose coe�cients involve x̂, roots of a polynomial of degree di. We may as well assume that q is square-free

(but see the \remark" following the proof). Proposition I.4.4 assures us that we can express the ŷ in terms

of a polynomial r(z) = resw(q(z)x̂:=w ; pi(w)) of total degree �z(q)�xpi(x) � nidi
Regrettablyy, there is no guarantee that x̂ will be expressible in terms of this polynomial. Indeed,

suppose that pi(x) = x2 � 2, so that x̂ =
p
2 or �p2, while q(z) = z2 � 3, so that ŷ =

p
3 or �p3. Since q

does not depend on x̂, the resultant is merely q(z)2, and we have information only about the ŷ. We intend

to prove the following, which will complete the proof of this proposition.

For all but �nitely many values of the integer �, r�(z) = resw(q(z � �w)x̂:=w; p(w)) is a square-free

polynomial, in terms of whose roots we can express all the roots of p and q.

Let �i be all the roots of p, and for each root �i of p, let �ij be the corresponding roots of q(z), whose

coe�cients may depend on �i. Now the roots of r�(z) are all the �ij � ��i, by corollary I.3.2. We wish

y Algebraists will recognise the rest of this proof as a \low-brow" version of van der Waerden's proof of

the Theorem on the Primitive Element, section 43, pp. 138{139 (but section 40, pp. 126{127 in the english

translation). The complications arise because we do not necessarily have minimal polynomials for � or �.
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to show that r�(z) is square-free, i.e. that its roots are distinct. So, when is �ij � ��i = �i0j0 � ��i0? If

i 6= i0, then �i 6= �i0 since p is square-free, and hence we have a linear equation for �, with at most one

integer solution for each set (i; j; i0 6= i; j0), i.e. �nitely many solutions. If i = i0, then the equation reduces

to �ij = �ij0 , and this is impossible since q was assumed square-free. Hence there are only �nitely many

values of � for which r�(z) is not square-free. Choose � as a �xed integer away from any of these values, and

write r(z) for r�(z). Let  be a root of r(z) so that  = �ij � ��i for some (i; j). The only common root of

p(z) and q( � �z) is �i, so the gcd of these polynomials will give a de�ning equation for �i in terms of .

Once we know  and �i, we have �ij =  + ��i.

Remark. Having just �nished such a lengthy proof, it is somewhat embarrassing to have to admit that

a complication (which seems to have escaped some previous writers on the subject) was glossed over in

the proof. We said \We may as well assume that q is square-free" as if this were a triviality. Now q is a

polynomial in z, whose coe�cients involve the roots of p(x). When we say that q is square-free, we mean

more than that it should be square-free as an element of k[x; z]: we need it to be square-free even when the

dependencies of its coe�cients on the algebraic numbers x̂ have been taken into account. A trivial example

will make this clear. Suppose that p is x� 1, and q is (z� 1)(z�x). q is square-free as an element of k[x; z],

but not when we take the value of x, i.e. x = 1 into account. Before we describe how to do this in general,

let us �rst remark that, if q does not involve x, there is no problem. We will also assume that q has been

made square-free as an element of k[x; z].

Since q is square-free as an element of k[x; z], its discriminant d(x) = resz(q; dq=dz)= lc(z) is non-zero.

d(x) is a polynomial in x, which take on the value zero if, and only if, q is not square-free for that particular

value of x. There are three possible cases to consider.

1) gcd(d(x); p(x)) = 1. Then d is non-zero at all roots of p, and q is indeed square-free.

2) p(x) divides d(x). Then q is square-free at none of the roots of p. If we perform a gcd calculation

on q and dq=dz, we will end up with a polynomial which is divisible by p(x). Hence this polynomial

should be counted as 0, and we have found a gcd r of q and dq=dz. We should now replace q by q=r

and repeat the process (we can not have case (2) again, but we might arrive in case (3)). Of course, we

could take advantage of the fact that we have found a partial factorisation of q, if we wished to keep

our polynomials more factored.

As an example of this case, consider p(x) = x2 � 2, q(y) = (y2 � 2)(y � x). Since x is a square

root of 2, y � x is a factor of y2 � 2: how can we discover this fact? Note that we can not just

plough ahead with the algorithm given in the proof of proposition 2. r�(z) = resw(q(z)x:=w ; p(w)) is

(y2� 2�2+4�� 2)(y2� 2�2� 4�� 2)2, and so is never square-free. resy(q(y); dq(y)=dy) = �8(x2� 2)2,

and this is certainly divisible by p, so that we know that q is not really square-free. This is the last

element in Euclid's algorithm as applied to q and dq=dy, and is really 0. The previous element was

�yx2 � 6y + 8x, which can be re-written as �8(y � x). Hence y � x is a repeated factor of q.

3) Neither of the above, i.e. gcd(d(x); p(x)) is a polynomial between 1 and p. As a particular consequence of

this, we have found a factor of p, and so this case can not happen if p is irreducible. Write p1 = gcd(d; p)

and p2 = p=p1. Then q is square-free at the roots of p2, but not at those of p1. We have to split our

analysis in the proof of proposition 2 into two cases, and consider res(q; p2) and res(q̂; p1), where q̂ is

the square-free part of q (when x is a root of p1). This splitting does not change our analysis of the

total degrees involved. Of course, p1 may split further, so that a practical implementation would have

a recursive element here.

As an example of this phenomenon, consider the, slighty contrived, case of p = (x � 1)(x � 2) and

q = (y � 1)(y � x). r�(z) = resw(q(z)x:=w ; p(w)) is (y � � � 1)2(y � 2� � 1)(y � 2� � 2), and again is

never square-free. discy(q(y); dq(y)=dy) = �(x � 1)2, so that we have to split p into its factors x � 1

and x � 2. Corresponding to the factor x � 2, q is square-free and has two roots (actually 1 and 2),

while corresponding to the factor x� 1, q = (y � 1)2, and has one root 1.

Let us conclude this section by making some remarks on the practical implementation of these remarks

on the solutions of two polynomials. For simplicity, let us assume that p and q have the same degree n in

x and y, and that their coe�cients have at most d digits. We can �nd resy(p; q), and this is a polynomial

of degree 2n2, whose coe�cients have O(n(d + logn)) digits. A modular method due to Collins [1971]

can compute this in O(n5d + n4d2) operations. We should clearly perform a square-free decomposition of

this polynomial, in order to understand the way in which y depends on x. We will also need to discover
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how many real roots there are, and, by the results of section I.6, this will take at most O(n15(d + logn)3)

operations using Sturm sequences and classical arithmetic, O(n10 logn (d + logn)2) using Sturm sequences

and fast arithmetic, and possibly as few as O(n6) if we use one of the other algorithms presented there. For

each of these (potentially n2) real roots, we have to discover if the corresponding y values are real. y can

be expressed either as the root of a polynomial with coe�cients involving x, and this polynomial will have

degree at most n. Or we can express it as a root of a polynomial having degree at most 2n2, but with integer

coe�cients. In either case, the real root isolation is likely to prove very expensive.

4. One Polynomial Equation.

Now let us consider a very special case of the previous sections: that of one square-free polynomial p and

its y-derivative dp=dy. Then the resultant we considered before is now just the y-discriminant of p, discy(p).

Can we attach any special meaning to this?

Firstly, we note that, as a corollary of proposition 1 of section 1, the discriminant commutes with

evaluation, i.e. that

(discy(p(x; y)))(x1) = discy(p(x1; y)):

Hence roots of the discriminant will tell us about those special x-values at which the discriminant vanishes.

But the discrminant of a univariate polynomial is zero if, and only if, that polynomial has a repeated root. So

the roots of the discriminant will tell us about those x-values at which the polynomial p(x; y) has a repeated

root. In particular, we learn about all self-crossings.

Secondly, we can look at the discriminant as a resultant: From section 1, we know that the roots of it

are the x-values at which both p and dp=dy are zero. The slope of the tangent to the curve of y as a function

f of x given by p(x; y) = 0 is exactly 1= dp=dy. Hence, we are �nding the points on the curve at which the

slope of the tangent is in�nite, i.e. the tangent is vertical. These points are, in e�ect, also multiple points,

since what happens is that two distinct branches of the function f meet at this point.

Proposition. Between roots of the discriminant, the number of real zeros of p(x; y) (regarded as a function

of y alone) is independent of x.

We will not prove this result here, since the proof is analytic rather than algebraic. In outline, though,

the proof says that, as x varies, one real root can not become complex, since complex roots come in conjugate

pairs. Hence there must have been two co-incident real roots, i.e. a root of the discriminant. A complete

proof on these lines is given by Schwartz & Sharir [1983, pp. 321{322].

As an example of this, consider the polynomial

y4 � 2y3 + y2 � 3x2y + 2x4;

which is drawn in �gure 1 (taken from Arnon et al. [1984]).

The discriminant of this polynomial is

x6(2048x6 � 4608x4 + 37x2 + 12);
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which has �ve real roots, whose approximate values are 0, �1:4969 and �0:2365. The last four correspond
to the points with vertical tangents, while the root of 0 corresponds to the self-crossings. Hence we can

characterise the various x-values for which this polynomial has di�erent numbers of real roots, and show

that the structure really is as we have drawn it, with two self-crossings etc. Furthermore, and this is our

real use of it, we can divide two-dimensional space into di�erent regions, on each of which the polynomial

has a constant sign, positive, negative or zero.

5. Cellular Algebraic Decompositions.

The time has come for some general de�nitions to provide a framework into which the previous sections can

be placed. These de�nitions will be stated in terms of n-dimensional real space Rn. The de�nitions are

taken largely from Arnon et al. [1984].

De�nition. A nonempty connected subset of Rn is termed a region, or an n-region if we wish to make the

dimension of the containing space clear.

Note that the dimension of the region itself may well be less than n. A point of Rn, for example, is a

0-dimensional n-region.

De�nition. Given an n-region A, the cylinder over a, written Z(A) is the set A�R.

This is, in fact, an (n+ 1)-region.

De�nition. Suppose we are given functions f1; : : : ; fk from a region A into R, with fi < fi+i throughout

A. Then we say that f1; : : : ; fk determine a stack over A, which is a partitioning of Z(A) into the 2k + 1

regions f(a; x) : a 2 A; x < f1(a)g, f(a; x) : a 2 A; x = f1(a)g, f(a; x) : a 2 A; f1(a) < x < f2(a)g, : : : ,
f(a; x) : a 2 A; x = fk(a)g, f(a; x) : a 2 A; fk(a) < xg.

The case k = 0 is legal, when the stack is just the whole cylinder. it is often convenient to add the

\functions" f0(a) = �1 and fk+1(a) =1, so that the stack consists of (k+1) regions where x is sandwiched

between two functions, and k where x is de�ned precisely by a function.

Proposition 1. By the constraints on the fi, the objects de�ned by the equalities and inequalities really

are regions. Furthermore they are disjoint, and partition Z(A).

De�nition. A cylindrical decomposition of Rn is de�ned recursively as a set of stacks: one over each

region comprising a cylindical decomposition of Rn�1. A cylindrical decomposition of R0 is one point.

Hence a cylindrical decomposition of R1 is a set of points splitting the line up into segments. Each point

and each line segment is an element of the decomposition. A cylindrical decomposition of R2 is obtained

from this by erecting cylinders above each point or line segment, and then splitting it up into a stack, and

so on.

With these de�nitions in mind, we can express the conclusion of the previous section better. The

discriminant divides R1 into a cylindrical decomposition, with six line segments and �ve points. Above the

left-hand line segment (�1;� �1:4969), we have a cylinder consisting of just one region, and on this region

the polynomial is positive. Above the point � �1:4969 we have a stack consisting of two semi-in�nite line

segments and one point (x � �1:4969; y � 1:759). The polynomial is zero at the point, and positive on the

two line segments. Above the segment (� �1:4969;� �:2365), we have two semi-in�nite regions, one �nite

but two-dimensional region, and the two one-dimensional regions which separate the �nite region fron the

semi-in�nite ones. The polynomial is positive on the semi-in�nite regions, zero on the one-dimensional ones,

and negative on the two-dimensional interior region. We have 18 two-dimensional regions, 27 one-dimensional

regions and 10 zero-dimensional regions in the decomposition.

De�nition. A decomposition is said to be algebraic if the de�ning functions are all algebraic functions,

i.e. solutions of polynomial equations.

The importance of algebraic decompositions is that they are computable, whereas there are many

unsolved problems in the theory of transcendental functions that might make a more general decomposition

uncomputable. The importance of cylindrical decompositions is that there is an algorithm [Collins, 1975]

to compute them, based essentially on induction in the dimension. The decomposition we have computed is

both cylindrical and algebraic: such decompositions form the main thrust of the rest of this course, and will

often be abbreviated as c.a.d.
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De�nition. A sample point for a region in a c.a.d. is any point in that region. A sample set is a set of

sample points: one for each region in the c.a.d.

It will be in our interest to choose the simplest possible sample points for the various regions of a

c.a.d. For example, we could choose (�2; 0) for the large region at the left, whereas the 0-dimensional region

(� �1:4969;� 1:759) mentioned earlier contains only one point, which has to be its sample point. This point

is

(� = h2048x6 � 4608x4+ 37x2 � 12;�2;�1i; �1024�
4 + 2904�2+ 89

827
);

which could also be written as

(h2048x6 � 4608x4+ 37x2 � 12;�2;�1i; h32x4� 96x3 + 77x2 � 12x� 1; 1:5; 2i):

Proposition 2. An r-dimensional n-region B in a c.a.d. has (n� r) algebraic co-ordinates, and r that can

be chosen to be rational.

Proof. By induction on n. This n-region B arose from an (n � 1)-region A in one of two ways: either

that region has dimension r, and we took a region f(a; x) : a 2 A; x = fi(a)g (for some i) as B; or A has

dimension (r�1), and we took a region f(a; x) : a 2 A; fi(a) < x < fi+1(a)g (for some i) as B. In the former

case, we had r rational co-ordinates, and the co-ordinate we are adding is constrained to be the solution of

an algebraic equation, while in the second case we had (r � 1) rational co-ordinates, and the new value of x

as the n-th co-ordinate can be chosen to be any rational number between the values of fi and fi+1 at the

sample point of A.

Of course, some of the algebraic co-ordinates may turn out to be rational, but that is a rare stroke of

luck. In any case, the point is that we have no choice over these co-ordinates.

De�nition. Let F be a set of polynomials in n variables, and C a decomposition of Rn. We say that C is

sign-invariant for F if each element of F has the same sign (positive, negative or zero) throughout each

component of C.

Then we have computed a sign-invariant c.a.d. for our polynomial. There is a stronger notion that is

sometimes useful, but which requires an auxiliary de�nition.

De�nition. Let f be a function of n variables, and p a point in n-space. We say that f has order k at p

if k is the least integer such that one of the partial derivates of f of order k does not vanish at p. If there is

no such k, we say that the order is 1.

Order 0 means that f 6= 0 at p.

De�nition. Let F be a set of polynomials in n variables, and C a decomposition of Rn. We say that C is

order-invariant for F if each element of F has the same order throughout each component of C.

Proposition 3. An order-invariant decomposition is also sign-invariant.

Proof. The only way in which this could happen would be for a polynomial of F to be both positive

and negative on a region of C. But regions are connected and polynomials are continuous functions, so

the polynomial would have to take on the value 0 between positive and negative values, and then the

decomposition would not be order-invariant.

The converse is not true. As an example of this, take the function xy, and the decomposition consisting

of the two axes (as one component) and the four quadrants that they enclose. This decomposition is sign-

invariant, since the polynomial is zero on the �rst component, and positive or negative throughout each of

the others. But it is not order-invariant, since the polynomial has order 2 at the origin (xy, x and y all

vanish there), and 1 elsewhere on the �rst component.
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6. C.A.D. for One Polynomial

Let us now consider how to calculate a cellular algebraic decomposition for the case of one polynomial, i.e.

F = ffg. We have almost all the machinery at our disposal, but not quite all. Let us suppose that f has

integral coe�cients, and also initially that it is square-free. Write n for the maximum degree of f in any

of its variables, and kfk2 for its norm (generalising slightly the de�nition of norm given in section I.5: now

kfk2 =
qPP

a2ij where the aij are the coe�cients of f). The interesting variable is really d, the length

(i.e. logarithm to a suitable base) of kfk2.
There are a couple of trivial cases to deal with �rst. If f has degree 0 in y, i.e. is independent of y, then

a c.a.d. of R2 sign-invariant for f is just the result of multipliying each element of a c.a.d. of R1 invariant

for f by R1. If f has degree 1, then its discriminant is 1, and there we get no information from this. But

there is one value of y above each value of x where the leading coe�cient does not vanish, no values where

the leading coe�cient does vanish and the y0 coe�cient does not vanish, and a complete R1 where the both

coe�cients vanish, and f imposes no constraints at all on y.

Proposition 1. A c.a.d. of R2 sign-invariant for some non-trivial f 2 Q[x; y] can be obtained by taking a

decomposition of R1 induced by discy(f), and constructing stacks over each region of this corresponding to

all the real branches of f .

Proof. This is \geometrically obvious", since the discriminant gives us all the \critical points" of f . The

proposition of section 4 says that the number of roots of p is invariant between roots of the discriminant,

i.e. on each of the one-dimensional regions of the decomposition of R1. Above the zero-dimensional regions

x = �, either f vanishes identically (so that x � � divides f), in which case we have a stack consisting of

the whole cylinder Z(x = �), or it does not, when we can locate the roots precisely. These roots will give us

zero-dimensional cells on which f vanishes, and between them f will be sign-invariant.

This then gives us essentially a three-phase algorithm, which is a paradigm to which we will return later.

1) Compute the discriminant, i.e. project our problem into fewer dimensions.

2) Solve the problem there, which in our case means that we compute a c.a.d. of R1.

3) Extend this c.a.d. to a c.a.d. of R2.

Step 1 can be solved in time O(n5d+n4d2), and leads us to a discriminant of degree 2n2 and coe�cient

length O(n(d + logn)). As stated in section 3, the real root isolation, i.e. the computation of the c.a.d.

of R1, will take O(n15(d + logn)3) operations classically, or O(n10 logn (d + logn)3) operations using fast

arithmetic.

By proposition 2 of section 3, all the common roots of f and df=dy can be expressed in terms of a

polynomial of degree at most 2n2, and so it might seem that all we need to do is to �nd them in order to

�nd the zero-dimensional cells of our decomposition of R2. To see why this is not true, consider the 1-region

(x � �:2365), which is formed from the small negative root of the discriminant. Above this there lies a true

critical point of the discriminant, whose y-value is � :30025. But there are two other real points of the curve

with this x-value, and y-values � :05 and � 1:35. These two points also enter into the cylindrical algebraic

decomposition, even though they might not seem necessary. To clarify notation, we will call such points

apparent critical points, to distinguish them from the true critical points that are common zeros of f

and df=dy, and were considered in section 3.

To compute the cylindrical algebraic decomposition, we need to discover the structure of the stack lying

over each 1-region. This means isolating all the real roots of f lying above a sample point of this 1-region,

such that the roots determine sample points of 2-regions with the same dimension as the underlying 1-region,

and points between the roots determine sample points of 2-regions with dimension one more than that of

the 1-region.

Let us �rst deal with lifting a one-dimensional 1-region. This is de�ned by a rational sample point

pi, and let us suppose that the numerator and denominator of pi have at most ei digits. Substituting

this into f we obtain a univariate polynomial of degree at most n and coe�cients with O(nei + d) digits.

We can separate its roots in time O(n5(nei + d)3) (ignoring logn terms). Summing this over all the one-

dimensional regions, we obtain O(n5(n2d3 + � � �+ n3
P

e3i )) � O(n5(n2d3 + � � �+ n3(
P

ei)
3)). But the ei

are bounded by the separation (more accurately, since the ei are numbers of digits, by the logarithm of the

separation) of the roots of the discriminant, and we can use proposition I.5.8 to show that
P

ei is bounded

by O(n2(log(n2) + n(d + logn))) = O(n3(d + logn)). Substituting this in gives us O(n18(d + logn)3), or
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O(n12(d + logn)2 logn) if we use fast arithmetic: a pretty frightening prospect. This is, of course, a worst

case, and assumes that the discriminant had very closely spaced roots and that the root-separating process

for the univariate polynomials that resulted also took worst-case time. Notice, as a matter of interest, that

the major component in n18 or n12 arose from the logkpk2 components in the statement of proposition I.5.8.

This leaves us with the problem of extending the zero-dimensional 1-regions. Here we have to �nd the

real roots of a univariate polynomial whose coe�cients are algebraic numbers. One way of doing this is to

reduce the problem, via the techniques of proposition I.4.4, to that of �nding the roots of a polynomial with

integer coe�cients. This polynomial will have degree at most n3, and integer coe�cients with O(n2(logn)+

(n2d + n logn)) digits: call this O(n2d) in keeping with our cavalier attitude to factors of logn. Hence

the accuracy required for root separation, from section I.5, will be O(n5d), and this technique is the only

known one for bounding the root separation. Finding the real roots of this polynomial will take O(n24d3)

operations, or O(n16d2) with fast arithmetic, and the same remarks as before apply. We need only do this

operation once: it will give us all the real roots of f(x̂; y) for all the x̂ which are roots of the discriminant,

whether they be true or apparent critical points. We still need to decide which of the real roots we have

calculated belong to which of the x̂ (if any: we could have found real roots here which corresponded to

imaginary x̂). While we could (and perhaps should) think of various ways of doing this in two dimensions,

such techniques will not generalise.

The alternative technique is to use a root-isolating method for polynomials with algebraic coe�cients.

This is rather hard to analyse, but it would seem that the total cost, using the bounds on root separation

from before, would be about the same.

In any case, it is clear that this is the most expensive step in the process. This is disappointing, because

it would seem to be a conceptually unnecessary step, and merely an artefact of our cylindrical approach to

decomposing | though no-one has proposed a better approach.

Proposition 2. A c.a.d. of R2 sign-invariant for an arbitrary f 2 Q[x; y] can be obtained by taking a

decomposition of R1 induced by discy(g), or lcy(g) if �y(g) � 1, where g is the square-free part of f , and

constructing stacks over each region of this corresponding to all the real branches of f . The computing time

for this is bounded by O(n16 logn (d+ logn)2), where n is the maximum degree of f in either variable.

Proof. If the polynomial is not square-free, we have merely to make it square-free, since sign-invariant c.a.d.s

are the same for both. The remark about lcy(g) was made just before proposition 1, and the rest of the �rst

sentence is a re-statement of proposition 1. The time complexity comes from the preceding analysis, where

the last step dominates all the others (and the cost of a square-free decomposition of f). We have ignored

any protential growth in the coe�cients of g with respect to f : in principle this would add an extra factor of

n to d, but in practice such growth is unlikely, and implies such special properties of the original polynomial

that we will ignore it.

Proposition 3. A c.a.d. of R2 order-invariant for a square-free f 2 Q[x; y] can be obtained by taking

a decomposition of R1 induced by discy(f) and lcy(f), and constructing stacks over each region of this

corresponding to all the real branches of f . The computing time for this is bounded by

O(n16 logn (d+ logn)2);

where n is the maximum degree of f in either variable, and d is the length of the norm.

Proof. This is certainly stronger than the sign-invariant c.a.d. that proposition 2 constructed. How could

it fail to be order-invariant? In general, the order of f changes only when f and all its derivatives up

to a certain order vanish, and we have isolated all the points where f and df=dy both vanish. The only

trouble is that this may be a complete 1-dimensional region in the case that f vanishes entirely along a

strip perpendicular to the x-axis. But this can certainly only happen if the leading coe�cient of f vanishes

entirely. The computing-time calculations are the same.

We will have to postpone the discussion of order-invariant c.a.d.s for non square-free f , since this requires

consideration of the c.a.d. induced by all the square-free factors of f , because the order of f can change

where two of these meet.

The analysis of section 3 may well now seem redundant. Since we have to �nd the apparent critical

points as well as the true one, why should we look for a simple method to �nd the true critical points? There
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are two reasons for this. The �rst is that, if there are no true critical points, then the 1-region de�ned by

this root of the discriminant is irrelevant, and can be discarded, and we can merge the two 1-dimensional

1-regions adjacent to it into one region. This simpli�cation is based on true critical points only, and therefore

requires the analysis of section 3. The second reason is that it may be cheaper to �nd the true critical points

this way, and divide them out of the equation de�ning the totality of critical points before searching for the

apparent ones. As far as I know, this question has not been experimentally analysed.

The reader may well feel that the analyses we have done are ludicrously pessimistic, and in some sense

they are. But the problems of coe�cients growth and root isolation that they describe do seem to be real.

McCallum [1985] quotes the following example. Consider the decomposition of the plane induced by the

polynomial

x6(y2 � 2y + 5) + x5(�8y4 + 26y3 � 66y2 + 56y � 8) + x4(16y6 � 72y5 + 201y4 � 252y3 + 156y � 76)

+ x3(�4y6 � 56y5 + 494y4 � 788y3 + 176y2 + 340y � 162)

+ x2(�128y6 + 242y5 + 318y4 � 754y3 + 46y2 + 456y � 180)

+ x(144y6 � 804y5 + 1476y4 � 936y3 � 168y2 + 396y � 108)

+ 229y6 � 606y5 + 363y4 + 284y3 � 405y2 + 162y � 27

which is actually the discriminant of

(y � 1)z4 + xz3 + x(1� y)z2 + (y � x� 1)z + y

with respect to z, after a factor of y � 1 has been removed. Its discriminant is

4096x8(331776x48+ � � � � 88905313889262867842339139x15� � � � � 6096743321322720854016):

Fortunately, this polynomial factors substantially, and can be written as x8p24p4p6p
3
10, where pi stands for a

polynomial of degree i (not necessarily the same one each time). p10 is

x10 + 36x9 + 594x8 + 5400x7+ 27621x6+ 75681x5+ 120933x4+ 63693x3 + 2916x2 � 58320x� 46656;

which has a root in (�5
4
; �9

8
). Performing the extension of this root to the cylinder of R2 lying above it took

over 6 hours on a VAX 11/780.
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7. C.A.D. for Several Polynomials

Let us now generalise the previous section to calculate a cellular algebraic decomposition for the case of m

polynomials, i.e. F = ff1; : : : ; fmg. Let us suppose that each fi has integral coe�cients, and also initially

that it is square-free. We also suppose that the fi are relatively prime. Write n for the maximum degree of

any of the f � i in either of its variables, and d for the maximum of the lengths of the kfik2 .

Clearly a sign-invariant c.a.d. for F has to be a sign-invariant c.a.d. for each of the fi separately, and

so proposition 2 of the previous section will need to be invoked. Write disc0y(f) for either discy(f) or lcy(f),

depending on the degree of f .

Proposition 1. A c.a.d. ofR2 sign-invariant for such an F can be obtained by taking a decomposition ofR1

induced by all the disc0y(fi) and resy(fi; fj), and constructing stacks over each region of this corresponding

to all the real branches of the fi.

Proof. Each disc0y(fi) induces enough division points inR
1 to ensure that it is sign-invariant on the 2-regions

produced from these points by looking at the real branches of fi. The problem is that we have also got to

divide these stacks according to the fj . There will be no problem if these divisions are compatible, i.e. if

a region that lies between two branches of fi is further divided by an fj running across the region. The

problem comes if the two divisions are incompatible, i.e. if an fj branch tries to cut an fi branch. But, at

such a cutting point, the corresponding resultant is zero, and so there will be a zero-dimensional region of

R1, the stack above which will include the crossing point of fi and fj.

Again, we have a three-phase algorithm: project into R1, decompose R1, and extend this to R2. In the

decomposition phase, we have to compute m discriminants, and m(m � 1)=2 resultants. As in the previous

section, this will take time O(m2(n5d + n4d2)). Each of these polynomials will have degree at most 2n2,

and coe�cients of O(n(d+ logn)). Isolating the real roots of each of them will take O(m2n15(d + logn)3)

operations classically, or O(m2n10(d+ logn)2 logn) operations using fast arithmetic. From now on, we will

just give the times for \fast" arithemtic: they will be su�ciently depressing.

However, it is not su�cient to isolate the roots separately: we must ensure that their de�ning intervals

do not overlap. Clearly the correct way to do this is to isolate the roots separately, and then re�ne such

intervals as overlap. The minimum separation between any two roots of any two of these polynomials is

given by Mahler's inequality (I.5.6) applied to the product, and its logarithm is therefore O(n3(d+ logn)).

We notice that the distance to which we need to isolate any individual root is independent of m, which is

perhaps a somewhat surprising result. In order to re�ne the intervals, we need to evaluate the polynomials,

and even with fast arithmetic this will take O(n7(d+logn) logn) operations (ignoring the nested logarithmic

terms etc.). There are (at most) m2n2 roots, each of which needs to be isolated to the precision stated, and

the total cost is O(m2n12(d+ logn)2 logn). We can obtain a di�erent bound by applying proposition I.5.8

to the product of all the polynomials, thus bounding the total amount of \closeness" between all the roots,

but this gives O(m4n10(d+ logn)2 logn): not all that di�erent.

Now let us consider the extension phase. We will restrict ourselves to the problem of extending the

zero-dimensional regions (which may well have algebraic sample points), since we saw in the previous section

that this is likely to pose the greatest di�culties. Extending the roots per se is no more di�erent than

before, except that we have m2 times as many roots, each of which has to be extended to m times as many

polynomials. Hence this step costs O(m3n16(d+logn)2 logn) operations (using fast methods). The last step

is a further re�nement, to ensure that the roots of fi are distinguished from those of fj . This means isolating

each of the m3n3 roots to a suitable precision. We are now talking about polynomials with algebraic number

coe�cients, and, as in the previous section, we can only bound the precision by taking a norm, getting a

required logarithm for the inter-root separation of O(n5d). Each evaluation will require O(n11d) operations,

because our polynomial could have degree 2n2 in the algebraic number,which has also to be evaluated to at

least the same precision. This gives a total cost of O(m3n19d2).

This cost dominates all the other costs, and also the cost of re�ning our estimates of the roots of the

de�ning polynomials for the decomposition of R1 to a precision of O(n5d) if this was required during the

extension phase.

Proposition 2. Such a c.a.d. can be computed in time O(m3n19(d + logn)2 logn) operations. It contains

O(m3n3) cells, of which the de�ning polynomials for the algebraic co-ordinates are of degree at most O(n3)

and have coe�cient length at most O(n2d).
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Proof. The timing has just been shown above (except that we have quoted a more accurate result here).

The number of cells follows from the fact that each section of the O(m2n2) division of R1 induces at most

2mn+1 divisions above it. The de�ning polynomials for the 0-dimensional regions are the most troublesome,

since we have to substitute an algebraic number into a polynomial, and then �nd the roots. To express these

directly as polynomials with integer coe�cients, we use proposition I.4.4. The statements about the degree

and coe�cient length of these de�ning polynomials were proved in the previous section.

In order to discuss general sets of polynomials, we need a further notion.

De�nition. A square-free basis for a set F of polynomials is a set G of polynomials, each of which is

square-free and relatively prime to all the other elements of G, and such that every element of F is a product

of powers of the elements of G.

Such a basis can be computed by repeated square-free decomposition and the taking of greatest common

divisors. We will not discuss the computing time of this operation, since it is certainly dominated by the

enormous computing times we have just been talking about. Remark, though, that a square-free basis for

a single polynomial of degree n may contain O(
p
n) polynomials, for consider (x � 1)(x� 2)2 : : : (x� k)k.

However, the total degree of a square-free basis is at most that of the original set. Since m only enters

into the previous computations via mn, as a measure of total degree, we can say that it will not hurt us to

compute a square-free basis �rst, even if it is not strictly necessary.

Proposition 3. An order-invariant c.a.d. for a set F of polynomials can be obtained by extending the

decomposition of R1 induced by lcy(fi) and discy(gi), resy(gi; gj) where the gi belong to a square-free basis

for F . Such a c.a.d. satis�es the previous proposition.

Proof. This is obvious from the de�nition of a square-free basis. The c.a.d. is certainly sign-invariant, and

the order of a polynomial p can only change at a root of dp=dy or when two components of p of di�erent

multiplicitymeet, and this is taken care of by the square-free basis and the inclusion of the leading coe�cients.

8. Complex Roots.

Let us just remark that a single polynomial in a complex variable is equivalent to two polynomials in two

real variables. This means that the technology we have just given is, in principle, su�cient to tell us all

about the behaviour of a complex-valued polynomial. There are some special remarks that can be made in

this case.

For example, there are precisely n real roots, rather than the 2n2 roots that the general theory allows.

The resultant of the real and imaginary parts will generally have a very special structure, especially if the

original equation had real coe�cients. Since all the complex roots of the original equation can be expressed

with y = 0 or with x = 0, some special factors corresponding to the original equation can be removed.

In practice this is almost certainly a ridiculous way to do it, since the original problem has such de�nite

structure. Pinkert [1976] gives an algorithm based on Sturm sequences for solving this problem directly. He

does not analyse the running time there, but quotes a factor of n more than Collins & Loos do for Sturm

sequences for real roots. It is likely that the same improvements as we made in section I.6 will apply to this

case, but a detailed analysis has not been done.
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III. Gr�obner Bases
As part of our general program of handling systems of equations and inequalities in many variables, we now

treat the case of equations in an arbitrary number of variables, known as x1; : : : ; xn in this chapter. The

coe�cients will be assumed to come from some �eld k, which the reader can think of as the rational numbers

Q.

The question of interest will be the existence of common solutions to all the equations, we will not

consider questions of reality (much) or of partial solutions. This question is therefore signi�cantly easier to

answer than the questions about c.a.d.s treated in the last chapter. The theory is quite complex, though,

and several results are stated without proof.

1. Terminology.

Let F be a �nite family of polynomials from k[x1; : : : ; xn]. The algebraist will say that these polynomials

de�ne an ideal in k[x1; : : : ; xn]. The material of this chapter can be treated on a very ideal-theoretic level,

but we will attempt a fairly low-brow approach. We will de�ne the word ideal, but it will be su�cient, after

this section, to treat the concept as a black box.

De�nition. The ideal generated by F , denoted (F ), is the set of all elements of k[x1; : : : ; xn] which can

be written as
P

aifi, where the fi are elements of F and the ai are any members of k[x1; : : : ; xn].

In particular, each element of F belongs to (F ). (F ) is unchanged if we repeat elements of F , or multiply

the elements of F by non-zero constants. We will write (F; f) for the ideal generated by the set F [ ffg,
and so on. Note that (F; 0) = (F ), and that the ideal (F; 1) never has any solutions.

Proposition 1. At any common zero of the elements of F , every element of (F ) is zero.

Proposition 2. If (F ) = (G), then F and G have the same set of common zeros.

Proof. At a common zero of all the elements of F , every element of (F ) is zero. But, since (F ) = (G), this

means that every element of (G), and hence every element of G, is zero. The converse argument shows that

every element of F is zero at a common zero of the elements of G.

This proposition is of not much direct use, since the ideals are in�nite sets, and we have no means of

constructing them, let alone testing their equality. We should note that this proposition is only true in one

direction. Even with one variable, the converse is false. For example, (x) 6= (x2), since x does not belong to

(x2). but x and x2 have the same zeros, though with di�erent multiplicity.

As this example shows, ideals provide a �ner classi�cation of sets of polynomials than the common zeros

do. Nevertheless, the di�erence is not very important from the point of view of the elementary theory of

the solution of equations (though it is extremely important from other points of view). The reader who

wishes to think of (F ) as \the set of common zeros of F" will not su�er. There is one anomaly, that can

cause di�culties of terminology. If we add a new polynomial to F , the ideal increases (or, at least, does not

decrease), while the set of common zeros decreases (or, at least, does not increase).

In one variable (p1; : : : ; pn) is equal to (g) where g is the gcd of the pi. Hence the use of () to denote

both ideals and greatest common divisors is not ambiguous for one variable. In general there is a di�erence.

For example, x and y have a gcd of 1, but (x; y) 6= (1), since the latter has no zeros, which the former has a

zero at x = 0, y = 0.

We can write elements of k[x1; : : : ; xn] as
P

ai1:::1nx
i1
1 : : :xinn , where the products xi11 : : : xinn are the

monomials of k[x1; : : : ; xn]. We will assume that monomials have non-zero coe�cients, so that 0 is a sum of

no monomials, and other elements of k are coe�cients of the monomial x01 : : :x
0
n. We will need to de�ne an

ordering on the monomials, which we do as follows.

De�nition. We say that the monomial xi11 : : :xinn is more important than x
j1
1 : : :xjnn , written in symbols

xi11 : : :xinn > x
j1
1 : : :xjnn , if there is an integer k (1 � k � n) such that ik > jk and that, for l < k, il = jl. We

de�ne other relations such as < and � similarly.

This means that, at the �rst exponent at which they di�er, the exponent in xi11 : : : xinn is greater than

that in x
j1
1 : : :xjnn . This is known as lexicographic order on the monomials, since it corresponds to the

order in which words are placed in a dictionary (if we regard a as greater than |). The theory to be
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described in this chapter is also valid for other orderings, but in the interest of simplicity we will stick to

this ordering. The ordering depends on the numbering of the variables. REDUCE* generally prints the

monomials of polynomials in a lexicographic order, and there is a statement ORDER which lets one change

the way the variables are numbered from the point of view of de�ning the lexical order.

Proposition 3. If x
j1
1 : : : xjnn divides xi11 : : :xinn , then x

j1
1 : : :xjnn � xi11 : : :xinn .

With more than one variable, the converse is false. Indeed, this is one reaon why the theory of polynomial

equations in more than one variable is so di�erent. We will write x
j1
1 : : :xjnn j xi11 : : :xinn to indicate that

x
j1
1 : : :xjnn divides xi11 : : :xinn .

De�nition. The head term of a polynomial is that monomial with non-zero coe�cient that comes �rst in

the importance order.

2. Operations and Ideals.

Clearly (F ) = (F; f1 + f2), where the fi are the elements of F . This is true in much greater generality.

Proposition 1. (F ) is unchanged if we add to F any linear combination of its elements (with coe�cients

from k[x1; : : : ; xn]).

Proof. Let g =
P

aifi be the linear combination. Every element of (F ) is in (F; g), since a linear combination

of elements of F is still valid as a linear combination of elements of a larger set. An element of (F; g) can

be expressed as a linear combination of elements of F by making use of the de�ning relation for g, so the

converse is also true, and the two ideals are equal.

More na��vely, adding this new element does not change the set of common zeros, since adding an element

can only decrease the number of common zeros, and this new one is zero if all the old elements are. This

does not prove that the ideals are equal, but it satis�es the elementary point of view.

Corollary 1. (F ) is unchanged if we delete from F any element that is a linear combination of the other

elements (with coe�cients from k[x1; : : : ; xn]).

Proposition 2. Given any two polynomials p and q in a variable y with coe�cients from an integral domain

R, their resultant r = resy(p; q) is a linear combination of p and q with coe�cients from R.

Proof. Clearly the proposition is trivial if the resultant is zero. Let S be the Sylvester's matrix of p and

q, and consider the system of linear equations over R given in matrix form as v:S = (0 : : :01). Since the

resultant is non-zero, we can solve this system over the �eld of fractions of R by multiplying by the inverse

of S, and this gives a solution for v, whose elements are fractions with denominator at most the determinant

of S. Regarding v as the coe�cients of two polynomials f and g (as in proposition I.3.2), we see that

fp+ gq = 1. If we multiply this by r, all the fractions from f and g are cleared, since their denominator was

at most r, the determinant of S, and we get a solution, in R, to the problem f̂ p+ ĝq = r.

Corollary 2. If f; g 2 (F ), then for any i, resxi(f; g) 2 (f).

Proposition 3. (F ) is unchanged if we replace an element g of F by g+h, where h is a linear combination

of the remaining elements (with coe�cients from k[x1; : : : ; xn]).

Proof. Write G for Fnfgg. Then we have to prove that (G; g) = (G; g + h). But (G; g) = (G; g; g + h) by

proposition 1, and the corollary implies that (G; g; g + h) = (G; g + h).

Of course, we can apply these transformations to F as much as we want. What do we want to achieve

with them, and how do we know when we have �nished? One particular use of them stems from the following

concept.

* [Added in the Bath reprint.] REDUCE version 3.3 incorporates a Gr�obner-base package due to R.

Gebauer, A.C. Hearn and M. M�oller. This package takes the ordered list of variables as one of the parameters

to the groebner function.
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De�nition. If one of the monomials of f , say xi11 : : :xinn , is divisible by any of the head terms of the

elements of F , say x
j1
1 : : : xjnn the head term of fj , we can perform a reduction by replacing f by f̂ =

f � c(x
i1�j1
1 : : :xin�jnn )fj , where c is the ratio of the coe�cients of xi11 : : :xinn and x

j1
1 : : : xjnn . We write

f 7!F f̂ .

What we are doing is using the element fj of F to eliminate the xi11 : : :xinn term in f , and replace it

with other terms. These other terms will all be less important than the term we have eliminated, and hence

it is natural to call this operation a reduction.

Corollary 3. If f 7!F f̂ , then (F; f) = (F; f̂).

This corollary corresponds to a very familiar concept in algebra. For example, if I give you the equations

x2 + y2 = 1 and x2 = y, you will naturally reduce the �rst by the second, to obtain y2 + y = 1. In the

symbolism we have introduced

x2 + y2 � 1 7!fx2�yg y
2 + y + 1:

Note that 7!F is not a unique concept. For example, if F = fxg, then x2 + x 7!F x2, and also

x2 + x 7!F x, since we can eliminate either of the x2 or x terms by subtracting an appropriate multiple of

x. Clearly x 7!fx�1;x�2g 1 and x 7!fx�1;x�2g 2, so that in the presence of several polynomials there can be a

great deal of choice about the reduction to perform.

3. Reduction and Gr�obner-bases.

One of the reasons that reduction is not unique is that there could be many places to reduce a polynomial.

Indeed, that is the reason why the �rst example in the previous section exhibited non-uniqueness. Hence we

will typically be interested, not in single reductions, but in chains of reductions. We will need some notation

for this. Write f 7!�

F f to mean that there exist f0 = f , f1, : : : , fn = f̂ such that

f = f0 7!F f1 7!F � � � 7!F fn = f̂ ;

i.e. that f maps to f̂ after a �nite number of reductions by F . The word \�nite" is, in fact, unnecessary.

Proposition 1. There can be no in�nite chain of reductions of a polynomial f by a �xed set F .

Proof. This will proceed via a series of nested inductions.

There can be no in�nite chain of reductions of a constant. In fact, a constant has either no reductions

(if there is no constant in F ), or one reduction, to 0, if there is a constant in F .

There can be no in�nite chain of reductions of a polynomial in xn alone, of degree k. The proof of

this is by induction on k, and the previous assertion is the case k = 0. For any �xed k, there can not be a

chain involving only the terms of degree less than k, for this would be a chain of reductions of a polynomial

of degree less than k. Hence the term of degree k must be reduced at some stage. But, once it has been

reduced, the remaining polynomial is of degree less than k, and so can only have �nitely long chains, by the

inductive hypothesis.

There can be no in�nite chain of reductions of a polynomial in xn�1 and xn alone, of degree k in xn�1.

The proof of this is by induction on k, and the previous assertion is the case k = 0. For any �xed k, there

can not be a chain involving only the terms of degree less than k in xn�1, whatever their complexity in xn,

for this would be a chain of reductions of a polynomial of degree less than k. Hence the terms of degree k

must be reduced at some stage. Let the terms of degree k in xn�1 be x
k
n�1(alx

l
n + : : :).

By induction on l, of precisely the same form as the proof of the previous assertion, the term xkn�1x
l
n

has to be reduced at some stage. But, once it has been reduced, the remaining polynomial is of degree less

than (k; l), and so can only have �nitely long chains, by the inductive hypotheses on k and l.

Similarly, by induction on the number of xi, repeating the previous argument at each stage, we prove

the �nal result.

We write f 7!y

F f̂ to indicate both that f 7!�

F f̂ and that no further reductions of f̂ are possible with F ,

i.e. f̂ is reduced with respect to F . The previous result implies that there always is a f̂ with this property,

and the second example at the end of the previous section shows that there can be more than one.
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Corollary 1 (to proposition 2.3). If f 7!y

F f̂ , then (F; f) = (F; f̂).

Given a set of equations (F; f), we would naturally try to reduce it. Hence we would replace f by f̂ ,

where f 7!y

F f̂ , to obtain (F; f̂). This process may change the head term of f , and it may now be possible

(even if it was not possible to reduce with respect to f) to reduce some of the elements of F with respect to

f̂ .

Proposition 2. Given a �nite set F of polynomials, after a �nite number of operations of replacing each

element f of F by f̂ where f 7!y

Fnffg
f̂ , we arrive at a set where each element is reduced with respect to all

the others.

The proof of this proposition is similar to proposition 1, but rather more involved. Indeed, one really

needs the general technology of well-ordering to express this proof clearly.

Such a set is said to be auto-reduced. By repeated use of the corollary above, it determines the same

ideal as the previous one. Note that the reductions have to be done in series, not in parallel. Just because

f 7!y

fgg
f̂ and g 7!y

ffg
ĝ does not mean that (f; g) = (f̂ ; ĝ). The reduction of f maymean that the reductions

of g can no longer be carried out.

One might hope that such a set, in which all the elements were reduced, had the property that 7!y

F was

uniquely de�ned. Alas, this is not so if there is more than one variable, as the following example shows. Let

F = fxy2 � 1; x2y � 1g, which set certainly has this property, and consider x2y2 7!y

F . We can reduce with

respect to the �rst element, and get x, or reduce it with respect to the second, and get y. Both these are

certainly reduced with respect to F , and are not equal.

De�nition. A set F is said to be a Gr�obner bases (also called standard basis) for the ideal (F ) if 7!y

F

is a uniquely de�ned operation.

Let us emphasise here that this de�nition is dependent on the de�nition of 7!, and hence on the de�nition

of \head term", and so on the de�nition of > for monomials. Changing the order of the variables, and so

changing >, will a�ect whether or not a set is a Gr�obner basis.

Corollary 2. If F is a Gr�obner basis, then g 2 (F ) if, and only if, g 7!y

F 0.

The following result is not directly used in what follows, but is useful in other applications.

Proposition 3. For a �xed ordering, an ideal has a unique auto-reduced Gr�obner basis, up to multiplication

of the elements of the basis by non-zero members of k.

35



III. Gr�obner Bases

4. Buchberger's Algorithm.

So far, we have de�ned a Gr�obner basis, but not given any method of testing whether a set is a Gr�obner

basis or not, or any method of constructing Gr�obner bases. Before introducing Buchberger's algorithm, which

provides a method of constructing a Gr�obner basis for any ideal (F ), let us ask ourselves some questions.

How can a set fail to be a Gr�obner basis? There must exist a f with f 7!y

F ĝ and f 7!y

F ĥ, where ĝ 6= ĥ.

Suppose the chains that lead to these two reduced values are

f = g0 7!F g1 7!F � � � 7!F gn = ĝ;

and

f = h0 7!F h1 7!F � � � 7!F hm = ĥ;

where n and m are not necessarily equal. If g1 = h1, then we have found a smaller (in the sense of >)

polynomial than f , which has non-unique reductions. If there is some gi such that gi 7!y

F ĥ is possible, then

again this is a smaller example, and similarly with hj 7!y

F ĝ. The most obvious minimal example is to take

a monomial xi11 : : :xinn which is a multiple of the had-terms of two di�erent elements of F , and reduce it

by both of them. In fact, it may as well be the least common multiple of their head-terms. The di�erence

between these two reductions is a measure of how much we are failing to have unique reductions. This

motivates the following de�nition.

De�nition. Given two polynomial f and g, with head terms f0x
i1
1 : : : xinn and g0x

j1
1 : : : xjnn , their S-poly-

nomial, S(f; g) is de�ned to be g0(x
k1�j1
1 : : :xkn�jnn )f�f0(x

k1�i1
1 : : :xkn�inn )g, where xk11 : : :xknn is the l.c.m.

of the head terms of f and g, so that kl = max(il; jl).

Up to constant multiples, this is the di�erence between reducing xk11 : : : xknn via f and reducing it via

g. S(f; f) = 0 for any element f . The following result, which we do not prove, gives a constructive test for

Gr�obner bases in terms of S-polynomials.

Corollary (of proposition 2.1). S(f; g) 2 (f; g).

Proposition 1 [Buchberger, 1970]. A set F is a Gr�obner basis for its ideal (F ) if, and only if, S(f; g) 7!y

F 0

for all pairs (f; g) of elements of F .

This proposition says much more than it appears to. Remember that 7!y

F is not in general a well-de�ned

concept, so that we are actually saying that, if there is any way of reducing all the S-polynomials to 0, then

they must always reduce to 0.

Furthermore, this gives us some idea about what to do if the set is not a Gr�obner basis. If it is not,

then we have a de�nite \reason", viz. an S-polynomial that does not reduce to 0. This leads to Buchberger's

algorithm for converting F into a Gr�obner basis for (F ).

while 9fi; fj 2 F such that S(fi; fj) 7!y

F g 6= 0

do F := F [ fgg

Clearly this will give a Gr�obner basis if it terminates, for the condition of the previous proposition will be

satis�ed. Note that we can not write the algorithm in the form

for i := 1 : jF j do
for j := i + 1 : jF j do
S(fi; fj) 7!y

F g

if g 6= 0

then F := F [ fgg

since F , and its size, are always increasing. It is not su�cient to update jF j on the y, since the new

element added may need to be considered along with some fi that we thought we had �nished with. A
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better structure works with a set L of pairs of elements of F , and can be written as

L := ;
n := jF j
for i := 1 : n do

for j := i + 1 : n do

L := L [ fffi; fjgg
while L 6= ; do
choose fg1; g2g 2 L

L := Lnffg1; g2gg
S(g1; g2) 7!y

F h

if h 6= 0 then

for i := 1 : n do

L := L [ fffi; hgg
n := n+ 1; fn := h

Proposition 2 [Buchberger, 1970]. This algorithm always terminates.

We will not prove this here: see Buchberger [1970] or his more recent survey articles for a proof*. This

is, as it stands, hardly an algorithm, since it is extremely under-determined. Not only is the choice of which

pair of elements from F (i.e. which element of L) to take not speci�ed, but there is also a choice of how to

reduce the S-polynomial. Much has been written about e�cient ways of making these choices, and also ways

of determining a priori that some S-polynomials will reduce to 0, and so do not need to be constructed.

Also, it is possible, and indeed desirable, to keep the set at least partially auto-reduced on the way.

Just how much reduction to do is another issue that must be faced in implementing this algorithm. The

complexity of this algorithm is a little-understood area. The worst-case size of a Gr�obner basis is doubly

exponential in the number of variables, but this seems to be a pathological case. It seems that simple Gr�obner

bases can be found quite quickly via this method, but complex ones can indeed take a long time.

* [Added in the Bath reprint.] Since this was originally written, M. Giusti introduced the author to the

following elegant proof. Consider the ideal I(F ), generated by the leading monomials of all the elements

of F . Every time we add a new polynomial to F , I(F ) increases strictly, since the only way this could fail

to happen is that the leading term of the new element would be expressible in terms of existing leading

terms, and that would mean that this new element was not reduced. But the polynomials over a �eld are

noetherian, i.e. an increasing chain of ideals has to be �nite. Hence we can only add �nitely many new

elements to F .
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5. Applications.

Given any Gr�obner basis, or indeed any set, we can write it in triangular form, viz. as some polynomials

in k[x1; : : : ; xn] which involve x1, followed by some that do not involve x1 but do involve x2, : : : , some that

involve only xn�1 and (possibly) xn, follwed by at most one that involves only xn. Of course, there may be

none in any particular class. We will exclude the case where the auto-reduced Gr�obner basis is f1g, i.e. the
ideal is the whole of k[x1; : : : ; xn] and there are no common solutions.

De�nition. We say that such a form is strongly triangular if each variable shows up (to some power) as

a head term of some element of the basis.

This excludes systems such as x1x2+1, x22� 1, since x1 does not show up directly as a head term. This

set is not, though, a Gr�obner basis: the corresponding Gr�obner basis is x1 + x2, x
2
2 � 1, which is strongly

triangular.

Proposition. A set of equations has �nitely many common solutions if, and only if, its Gr�obner basis is

strongly triangular.

This provides a test for this property, which we will need later. It may or may not be an e�cient test,

depending on the running time of the Gr�obner basis algorithm.

In general, it is possible to say that a Gr�obner basis is, in some sense, the \simplest" representation of

an ideal. Once we know a Gr�obner basis for an ideal, it is an easy task to reduce any polynomials to their

smallest (in the sense of >) equivalent polynomials modulo that ideal.
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IV. C.A.D. in Many Dimensions

As part of our general program of handling systems of equations and inequalities in many variables, we now

treat the case of cylindrical algebraic decompositions for a system of polynomials in an arbitrary number of

variables, known as x1, : : : , xr in this chapter. We will sometimes write x for xr when the other variables

are irrelevant, and x for the set of variables x1, : : : , xr�1.

The basic theory comes from Collins [1975] as re�ned by Arnon et al. [1984] and McCallum [1985].

Some of the details are our own. While the general principles are a relatively straight-forward generalisation

of chapter II, some of the underlying theory is quite complex and several results are stated without proof. We

will work generally with order-invariant decompositions, since these seem to have a much better inductive

structure than sign-invariant decompositions.

1. Initial De�nitions.

The question of vanishing leading coe�cients, and indeed vanishing polynomials in general, that troubled

us somewhat in chapter II, will prove much more troublesome in the more general setting that we are now

considering. We will �rst give a number of de�nitions of various sets which will be important in the algorithm,

and which will enable us, in the next section, to state a constraint which means, more or less, that \vanishing

of polynomials doesn't matter".

De�nition. Let A be a �nite set of polynomials in a variable x. De�ne the coe�cient set of A, coe� (A),

to be the set of all the coe�cients of the elements of A. De�ne the discriminant set of A, disc(A), to be

the set of all discriminants of elements of A (of degree at least 2). De�ne the resultant set of A, res(A), to

be the set of all resultants of pairs of distinct elements of A (of degree at least 1).

As a general convention, italic letters, as above, will denote sets of polynomials, while the corresponding

roman letters will denote operations forming individual polynomials.

De�nition. If p is any polynomial in x, then the content of p, cont(p), is de�ned to be the gcd of all the

coe�cients of p. The primitive part of p, pp(p), is p=cont(p).

A polynomial is said to be primitive if its content is 1. Clearly a primitive part is primitive. Non-

primitive polynomials are a technical embarrassmment to us, since they vanish at roots of their contents,

independent of x.

De�nition. If B is a set of square-free relatively prime primitive polynomials in x, then the projection of

B, P (B) is de�ned by

P (B) = coe� (B) [ disc(B) [ res(B):

De�nition. If A is any set of polynomials in x, then the projection of A, P (A) is de�ned by

P (A) = cont (A) [ P (B);

where cont (A) is the set of contents of elements of A, and B is a relatively prime square-free basis for the

primitive parts of the elements of A.

P (A) is going to be, under favourable circumstances, the appropriate generalisation of the sets of

polynomials that we used in chapter II to de�ne c.a.d.s via projection into R1. Note that the de�nition of P

is not precise if A is not already a relatively prime square-free basis. This looseness does not matter, since

the only e�ect of using a �ner basis is to factor more of the resultants and discriminants that emerge. In

practice it seems to be advisable to factor the polynomials as much as possible, but it is su�cient to use the

coarse square-free basis that is generated by repeated gcd calculations.
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2. Well-ordered polynomials.

The following de�nition is taken from McCallum [1985], and is crucial to his improvements to the c.a.d.

algorithm.

De�nition. A set A of polynomials in x1, : : : , xr is said to be well-ordered if the following two conditions

hold:

a) The primitive part of each element of A is identically zero (as a polynomial in xr) at only �nitely many

(r � 1)-tuples (x1; : : : ; xr�1).

b) P (A) (as de�ned in the previous section) is a well-ordered set of polynomials in x1, : : : , xr�1.

This de�nition is actually a slight mis-nomer. It is really not the polynomials, but the choice of axes

implicit in the variables, which might not be well-oriented. Proposition 3 below says, essentially, that we

can rotate the axes to avoid this.

We note that the Gr�obner-basis methods of the previous chapter will let us tell whether or not a set

of polynomials in (r � 1) variables, the coe�cients of a polynomial in r variables, have �nitely or in�nitely

many solutions. Of course, in many special cases, such as the existence of a constant coe�cient, it is obvious

that there are at most �nitely many points at which it vanishes.

Proposition 1. If r � 3, then every set of non-zero polynomials is well-ordered.

Proof. If r = 1, then there are no tuples of the x-coordinates preceding xr, and the de�nition is vacuously

true. If r = 2, then suppose that a primitive non-zero p was identically zero (as a polynomial in x2) at a

particular value a of x1. Then each coe�cient (a polynomial in x1) would have a root at a, and so would

be divisible by (x � a). But the polynomial was assumed primitive, i.e. without any gcd of the coe�cients,

and we have just constructed such a gcd.

If r = 3, then the situation is more complex. A primitive polynomial can certainly vanish identically

at a particular pair (x1; x2). For example, x1x3 + x2 is primitive, and vanishes identically at (0; 0). But a

set of polynomials in two variables can only have �nitely many common zeros unless they actually have a

common factor (indeed, the number of zeros is bounded by 2n2, where n is the total degree, by the work of

chapter II).

Proposition 2 [McCallum, 1985]. If A is a well-oriented set of polynomials, then an algebraic decomposition

of Rr�1 which is order-invariant for P (A) can be extended cylindrically to a decomposition of Rr which is

order-invariant for A.

We do not propose to prove this theorem here, which seems to rely on some fairly recent and deep results

of Zariski in analytic geometry. Of course, this result per se does not help us when A is not well-oriented.

One solution, which was the method adopted by Collins [1975] before the discovery of proposition 2, was to

augment A with all its reducta with respect to x at every stage of the projection. This unfortunately greatly

increases the size of the set P (A), and has very bad consequences for the complexity, both theoretically and

practically.

McCallum points out that we can add all the partial derivatives of all orders for any f 2 A for which

there are an in�nite set of points on which f vanishes. This check needs to be performed at every level of the

induction, but in practice it will be extremely rare to have to add these extra polynomials often, because,

as we shall see, the degrees mount considerably, thus decreasing the probability that the coe�cients will all

vanish simultaneously.

Proposition 3 [McCallum, 1985]. Given any set A of polynomials, we can construct a linear transformation

of space such that the transform of A is well-oriented.

Again, we will not prove this theorem, though the proof is not very di�cult. Indeed, it is possible to

ensure even stronger properties (such as monic) of the transformed set. Note that such a transformation

does not change the number of polynomials, or the total degree (though it may well change the degrees

in individual variables). It is somewhat harder to say what it does to the coe�cients, but the blow-up is

certainly at worst polynomial. Based on this result, we shall restrict our attention to well-ordered sets of

polynomials, even though non well-ordered sets may cause problems in practice.
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3. Complexity of Projection.

In this section, we shall look at the complexity of the projection operation and the sizes of data that it

induces. In chapter II, we used m to stand for the number of polynomials and n to stand for the degree,

and then waved our hands somewhat to show that the increase in m caused by square-free decomposition

and the search for common factors did not matter. Here we will formalise that hand-waving, using a conept

due to McCallum [1985].

De�nition. A set of polynomials has the (m;n) property if it can be partitioned into at most m sets

such that the product of the polynomials in each set has degree at most n in any variable.

Proposition 1. If A has the (m;n) property, then it has the (m0; n0) property for any m0 � m and n0 � n.

Proposition 2. If A has the (m;n) property, then cont(A) and pp(A) (the set of primitive parts of A) both

have the (m;n) property.

Proposition 3. If A has the (m1m2; n) property, then it also has the (m1;m2n) property.

Proposition 4. If A has the (m;n) property, then for any square-free basis B for A, B [ cont(A) also has

the (m;n) property.

Proof. Let A be S1 [ � � �Sm, where the product of the elements of each Si has degree at most n in any

variable. Let T1 be the set of elements of B which divide any element of S1, T2 be the set of elements of BnT1
which divide any element of S2 and so on. Then the set T1, : : : , Tm (some of which may be null) partition

B. Since the product of the elements of each Ti divides the product of the elements of the corresponding

Si, we see that the total degree is at most n, so that this decomposition demonstrates that B has the (m;n)

property. If we add the contents of the elements of Si to Ti we obtain a decomposition of B [ cont(A) with

the same property.

Proposition 5. If A has the (m;n) property, then P (A) has the (m0; n0) property, where m0 � 1
2
(m + 1)2

and n0 � 2n2. Alternatively, m0 � m2 for m � 2.

Proof. Recall that

P (A) = cont(A) [ coe� (B) [ disc(B) [ res(B);

where B is any square-free basis for A. Let B [ cont (A) be (m;n) decomposed as the union of the Ti, as

in the previous proof. For any particular i, let Ti = ff1; f2; : : : ; flg, and write F =
Ql

j=1 fj . F has degree

at most n in any variable, and so res(F; F=0) has degree at most 2n2. But this resultant is divisible by the

leading coe�cient of F (and a fortiori by the leading coe�cient of every fj) by propositon I.3.5, and also by

the discriminamt of F , which by proposition I.3.6 is divisible by every disc(fj) and res(fj ; fj0). So all these

polynomials form a single set whose product has degree at most 2n2.

If we take these m sets, we have accounted for all the elements of cont (A), all the elements of disc(B), the

leading coe�cients that made up coe� (B) and the elements of res(B) de�ned by pairs of polynomials coming

from the same Ti. The set of non-leading coe�cients clearly has the (mn; n), since a set of polynomials of

total degree at most n has at most n non-leading coe�cients. Hence it has the (m;n2), and so the (dm=

2e; 2n2) property.
So we have only the additional resultants to account for. By repeated use of proposition I.3.7, expressing

the resultant of products in terms of the product of resultants, we see thatY
f� 2 Ti; g� 2 Tj

res(f�; g�) = res(
Y

f� 2 Ti

f�;
Y

g� 2 Tj

g�):

Hence the set of all these resultants (for a �xed choice of i and j) has the (1; 2n2) property, and hence the

entire set of cross-resultants has the (1
2
m(m � 1); 2n2) property.

Adding up the three sets de�ned in the previous three paragraphs, we see that the whole of P (A) has

the (d1
2
m(m + 2)e; 2n2) property. The stated result then follows.

It is not intended that this method of multiplying polynomials together and then taking resultants

actually be used: it is merely a device for proving the necessary degree bounds. Note that this result is

actually somewhat better than that obtained by McCallum (his equation 6.1.1) since we replaced a (mn; n)

partition by a (dm=2e; 2n2) one.
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Proposition 6. Suppose no coe�cient in A has more than d digits. Then no coe�cient in P (A) has more

than 7rn2 + 2nd digits.

Proof. The elements of B and cont(A) are factors of the elements of A. Hence, by a theorem due to Gelfond

[1960], the lengths of their coe�cients are bounded by r logn + rn + d, and so the length of their sum is

bounded by 2r logn+ rn+ d. Call this d0. The resultant of any two elements of B has coe�cients which are

therefore, by a generalization of Hadamard's inequality [Collins & Horowitz, 1974], bounded by n logn+2nd0.

We can replace logn by n, and deduce that this is bounded by 7rn2 + 2nd.

This is certainly an unrealistic bound in practice. We would not expect any of the factors to have larger

coe�cients than the original, so that d0 = r logn+ d, and then the bound would be 3nr logn+ 2nd, with a

substantially better behaviour as a function of n.

We shall normally be concerned with repeated projections, from r variables down to one. Hence let A1

be A, and in general let Ak+1 = P (Ak), so that Ak is a set of polynomials in r + 1� k variables. Suppose

that Ai has the (mi; ni) property, with maximum coe�cient length di.

Proposition 7. If A has the (m;n) property and maximum coe�cient length d, then: mk � m2k�1 if

m > 1, otherwise mk � 22
k�2

; nk � 1
2
(2n)2

k�1

; dk � r(2n)2
k

d.

Proof. The inequalities for nk and mk (general case) follow from proposition 5 by induction. The case when

m = 1 gives m2 = 2, and then the induction is straight-forward. For dk, we note that the stated inequality

is true when k = 1 (since d � r(2n)2d) and k = 2 (since 7rn2 + 2nd � r(2n)4d). To prove the inequality in

general, we use induction.
dk+1 � 7(r + 1� k)nk

2 + 2nkdk

� 7r

�
1

2
(2n)2

k�1

�2

+ (2n)2
k�1

r(2n)2
k

d

� r(2n)2
k+1

d:

Again, the equation for dk is very pessimistic, but the inherent nature of it, doubly exponential in n, is

not changed by more optimistic assumptions. These equations are, again, somewhat better than McCallum's,

reecting the improvement in proposition 5. Essentially, his exponents are of the form k2k rather than 2k.

From now on, we will ignore the special case m = 1, leaving it to the reader to work out the special formulae

for this case, or to replace m by min(m; 2).

When it comes to the total time for the projection phase, this is dominated by the time for the last

projection, since here we have the most polynomials, of the largest degree and longest coe�cients. As

mentioned in section II.6, the time for taking the resultants and discriminants in this operation will be

m2
r�1

�
n5r�1dr�1 + n4r�1d

2
r�1

�
, which simpli�es to 3

32
m2r�1 (2n)2

r+1

r2d2. This time also dominates the time

required for square-free and relatively prime basis calculations. In practice, it is generally cheaper to do

these via factorisation, although the asymptotic time for this is somewhat worse.

4. The Extension Phase.

Between the projection phase and the extension phase , we ought to consider the base phase, that of

decomposing R1. Here the methodology is exactly that of section II.7, and the time complexity (using fast

operations) given there is m2
r�1n

12
r�1 (dr�1 + lognr�1)

2
lognr�1. We will ignore the terms in logarithms, and

substituting the values from propositions 3.7 gives 1
4096

m2r�1(2n)2
r+2

r2d2.

We now have to consider the various extension phases, fromRi to Ri+1. Let ci be the number of regions

in the decomposition of Ri.

42



IV. C.A.D. in Many Dimensions

Proposition. ci � 2(2mn)2
r

.

Proof. c1 is the number of regions of R1, and is determined by the roots of a set of polynomials with

the (mr ; nr) property, which therefore have at most mrnr roots between them. So c1 � 2mrnr + 1 �
(2mn)2

r�1

+ 1. In general, above each region of Ri�1 we erect 2N + 1 regions in Ri, where N is the

total number of roots of the polynomials in Ar+1�i above the sample point, which is therefore bounded by

mr+1�inr+1�i. Hence ci �
�
(2mn)2

r�i

+ 1
�
ci�1. So by induction

ci �
r�1Y
j=r�i

�
(2mn)2

j

+ 1
�

�
r�1Y
j=r�i

(2mn)2
j

r�1Y
j=r�i

�
(2mn)�2j + 1

�

� (2mn)

P
r�1

j=r�i
2j

r�1Y
j=r�i

1

1� (2mn)�2j

� (2mn)2
r 1

1�Pr�1

j=r�i(2mn)�2j

� (2mn)2
r 1

1�mn
;

and the result follows since we assume that m > 1.

For each region in the decomposition of Ri, we have a sample point that has some algebraic co-ordinates

and some rational co-ordinates. For the sake of simplicity in analysis, we will assume that all the co-

ordinates for a given sample point are represented in terms of one algebraic number (the primitive element

representation), whether or not this is done in practice (see section I.7). Under this assumption, the extension

algorithm looks as follows, where we have numbered those steps that might require non-trivial computation.

for all (�1; : : : ; �i) sample points of Ri do

Assume the �j are expressed in terms of �

for all polynomials p in i + 1 variables do

[1] Substitute the �j into p

[2] Reduce the result by the de�ning equation for �

[3] Isolate real roots of this equation

for each root �i+1 do

[4] Calculate �� as a primitive element

de�ned by �p

[5] Express � in terms of ��

[6{7] for 1 � j � i do

[6] Hence express �j in terms of ��

[7] Reduce these equations modulo �p

[8] Express �i+1 in terms of ��

De�ne the (i + 1)-regions accordingly.

[9a] Re�ne the isolating intervals for the �i+1

[9b] Separate the isolating intervals

De�ne the intermediate regions by choosing simple rational �i+1

Steps [9a] and [9b] are alternatives: we can either re�ne the intervals de�ning our points so much that

we know that no other roots can be close to them, or we can ensure that the intervals do not overlap by

re�ning only such intervals as do. This is discussed in section II.7 for the two-dimensional case. In practice,

of course, one would use step [9b], but step [9a] is easier to analyse. It will turn out (proposition 6.8 below)

that this is the dominating step for the theoretical analysis.
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5. Data Sizes During Extension.

In this section, we will discuss the sizes of the data in the above algorithm, as we extend a c.a.d. of Ri to

Ri+1. Let n̂i be the maximal degree of any a primitive element for a sample point of Ri, and d̂i be maximal

coe�cient length in any de�ning equation for such a primitive element. Furthermore, let �di be the maximal

coe�cient length (numerator or denomiator) in the equation determining any of the coe�cients of a sample

point in terms of the primitive element (the degree is automatically bounded by n̂i) and the lengths of all

the isolating intervals involved.

For the case i = 1, we know from section II.7 that

n̂1 � nr �
1

2
(2n)2

r�1

d̂1 � nr + dr � r(2n)2
r

d

�d1 � O(nr(lognr + dr)) � O(r(2n)3�2
r�1

d);

where we have allowed for the increase in d̂1 since we wish to reduce our de�ning equations (in particular,

to insist that they be square-free). In fact, the constant implied by the O is less than unity, since we have

factors like 3nr=2 on our side. As in section II.7, none of these quantities depends on m.

Proposition 1. n̂i � (2n)2
r

Proof. Let (�1; : : : ; �i) be a sample point for an i-region, and let � be an algebraic number in terms of which

we can express these co-ordinates. As in chapter II, we do not actually require that the de�ning equation for

� be irreducible, since, if it does factor for us, we can take advantage of the factorisation when we discover

it. For each of the equations p in Ar�i, we have, in step [4], to construct an algebraic number �� in terms of

which we can express all the existing coe�cients and the �i+1 that arise. If � is the degree of p, the degree

of the polynomial de�ning ��, i.e. n̂i+1, is at most �n̂i, which is bounded by nr�in̂i. Hence by induction

n̂i �
r�1Y
j=r�i

nj+1 �
r�1Y
j=r�i

(2n)2
j

= (2n)

P
r�1

j=r�i
2j

< (2n)2
r

:

This result is based on the same recurrence relation as McCallum [1985] obtains, which is better than

that of Collins [1975]. McCallum attributes the improvement to his use of factorisation, but we have not, in

fact, used any factorisation. The explanation is simple: �� is determined in terms of an equation of degree

at most nr�in̂i over the integers. In general, a primitive element for this and �, which is determined by an

equation of degree n̂i, would be of degree nr�in̂
2
i , and this is what Collins assumes. But �� is determined by

an equation of degree nr�i over the �eld containing �, and this is the situation we assumed in our primitive

element theorem (proposition II.3.2).

Proposition 2. d̂i; �di � r(2n)i2
r+3

d.

Proof. To compute a region in (i+1)-dimensional space, we have to decompose the stack above each region

in i-dimensional space. Suppose such a region is de�ned by a sample point whose co-ordinates are expressed

as polynomial functions (of degree at most n̂i and coe�cient length �di) of some algebraic number �. Then

substituting these co-ordinates [step 1] into a polynomial of degree nr�i with coe�cients of length dr�i will

give us a polynomial p, still of degree nr�i in x � i + 1, but of degree inr�in̂i in �, and with coe�cients of

length up to inr�i( �din̂i+dr�i). Since � is de�ned by a polynomial of degree at most n̂i and with coe�cients

of length at most d̂i, we have [step 2] to reduce p with respect to the de�ning polynomial for �. This will

increase the coe�cient length to inr�i( �din̂i + dr�i) + inr�in̂id̂i. Call this length e for the moment (but see

the corollary below).

Now [step 4] we have to compute the algebraic number �� in terms of which we will express our sample

points for the (i+ 1)-regions. Those regions whose dimension is one more than that of the i-region will have

a new rational co-ordinate, and so they are de�ned in terms of �. Those (i+ 1)-regions whose dimension is

the same as that of the i-region need a more complicated algebraic number. This number is computed by

taking the norm of the reduced p and the de�ning equation for �. As in proposition II.3.2, we may need to
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perform a substitution xi+1 7! xi+1���, but � is at most n̂i+1, so the e�ect on the size of the coe�cients is

negligeable. The resulting polynomial will have degree nr�in̂i, as already stated in the proof of the previous

proposition, and coe�cient length n̂ie + nr�id̂i + (nr�i + n̂i) log(nr�i + n̂i). The last two terms in this

equation are negligeable with respect to the �rst term, so we deduce a recurrence relation

d̂i+1 � inr�in̂
2
i (d̂i +

�di) + inr�in̂idr�i: (1)

What of �di+1? It is the maximumof the lengths appearing in the de�ning equations for the co-ordinates

�j in terms of �� and the lengths of the necessary isolating intervals. The coe�cients of the polynomials

de�ning � and �i+1 in terms of �� [steps 5 and 7] have the same magnitude as d̂i+1, since they are determined

via the extended euclidean algorithm from the same data as de�ne ��. This de�nition of �must be substituted

[step 6] into the polynomials de�ning �j in terms of �. This gives us polynomials of degree n̂in̂i+1 and

coe�cient length n̂id̂i+1 + n̂i log n̂i + �di. These polynomials must now [step 7] be reduced modulo �p, the

de�ning equation for ��, which can increase the coe�cient length by n̂in̂i+1d̂i+1.

As regards the root isolation, we must [step 9a] isolate the roots of each polynomial separately, and

then re�ne them to a suitable accuracy. The required accuracy is given by Mahler's inequality applied to

the product of the norms of two de�ning polynomials, as in chapter II. This product has degree 2n̂i+1, and

coe�cient length 2d̂i+1 log n̂i+1, and so the accuracy is 2n̂i+1(2d̂i+1 log n̂i+1 + log 2n̂i+1). Combining these

bounds, we have shown that

�di+1 � n̂id̂i+1 + n̂i log n̂i + �di + n̂in̂i+1d̂i+1 + 2n̂i+1(2d̂i+1 log n̂i+1 + log 2n̂i+1): (2)

We can use the known values from proposition 2 and the previous section to simplify the recurrence

inequalities (1) and (2), yielding

d̂i+1 � i
1

2
(2n)2

r�i�1

(2n)2
r+1

(d̂i+1 + �di+1) + i
1

2
(2n)2

r�i�1

(2n)2
r

r(2n)2
r�i

� i(2n)2
r�i�1+2r+1(d̂i+1 + �di+1)

(10)

and, since the term we retain dominates all the others,

�di+1 � n̂in̂i+1d̂i+1

� 2(2n)2
r+1

d̂i+1:
(20)

Hence we have a chain of inequalities �di+1 � d̂i+1 � �di � d̂i, which we can use to simplify the equations

further. They become d̂i+1 � (2n)3�2
r �di and �di+1 � 2(2n)2

r+1

d̂i+1, so that �di+1 � 2(2n)7�2
r �di. Since

log 2 + 7 � 2r < 2r+3, and since the inequality to be proved is satis�ed for �d1, the proposition follows by

induction.

Corollary 1. e, the length of the coe�cients of the equation produced by step [2], is bounded by

(2n)3�2
r �di � r(2n)(i+1)2r+3 :

Proof. e = inr�i( �din̂i + dr�i) + inr�in̂id̂i. Since �di > d̂i (with a su�ciently large margin to absorb the

dr�i term), we can simplify this to e � 2inr�i �din̂i. As in the deduction and simpli�cation of (10) above,

e � (2n)3�2
r �di. Applying the proposition itself, e � r(2n)3�2

r+i2r+3d � r(2n)(i+1)2r+3.

Corollary 2. The required accuracy for the �i+1 [step 9a] is bounded by (2n)3+rn̂i+1d̂i+1.

Proof. Just before equation (2), we deduced that the accuracy was bounded by 2n̂i+1(2d̂i+1 log n̂i+1 +

log 2n̂i+1). This is dominated by 8n̂i+1d̂i+1 log n̂i+1, and so by (log 2n)23+rn̂i+1d̂i+1 (using proposition 1).

We can bound this by (2n)3+r n̂i+1d̂i+1.
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6. Time for Extension.

Now we have to compute the time required for the extension operation, as de�ned in the algorithm of section

4. We use the convention that tk denotes the number of operations required for one execution of step [k]

(i.e. excluding any e�ect due to the step being inside a loop).

Proposition 1. t1 = O((2n)(i+4)2r�i�1 �d2i n̂
2
i ).

Proof. We know that the end-result of step 1 is a polynomial in xi+1 and �, whose maximum coe�cients

are bounded by inr�i( �din̂i+dr�i). Hence we can replace � by a number N greater than twice this, evaluate

the polynomials in � to yield numbers, and then perform the computations. At the end, we re-express all

numbers base N , and convert the results to polynomials in �. If we choose N to be a power of two, the

conversion will be free [Davenport & Padget, 1985].

N will dominate all the coe�cients involved in p, so the time for the Horner's rule calculation can be

taken as n2r�iN
2. We have a total of 1+nr�i+(nr�i+1)2+ � � �+(nr�i+1)i � 2(nr�i+1)i such evaluations

to perform. This gives a total running time of 2ni+2
r�iN

2 � (2n)(i+4)2r�i�1 �d2i n̂
2
i by proposition 3.7, absorbing

the +1, i and dr�i terms into the factors of 1
2
available.

Proposition 2. t2 = O(r3(2n)3�2
r�i�1+3�2r �d2i ).

Proof. There are nr�i + 1 coe�cients in the polynomial, each of which requires reduction. A reduction

step involves dividing a polynomial of degree bounded by � = inr�in̂i and coe�cients bounded by M =

inr�i( �din̂i + dr�i) by a polynomial of degree n̂i and coe�cients d̂i. The total time for such a division is

d̂i

6
(3M�2 + 6M�n̂i + d̂i(�

3 + 2n̂3i )) (3)

by considering a straight-forward operation in which,on each of � � n̂i cycles, the dividend is multiplied by

the leading coe�cient and a suitable multiple subtracted. Substituting in the values of � and M gives us

i3n3r�in̂
3
i d̂i(3

�di + d̂i)=6 plus lesser terms, and the whole expression is dominated by i3n3r�in̂
3
i d̂i

�di. d̂i � �di

and i < r, so we can reduce this to r3n3r�in̂
3
i
�d2i . We can now apply propositions 3.7 and 5.1 to deduce the

�nal result.

Proposition 3. t3 = O(2rn̂4i+1d̂
2
i+1).

Proof. As remarked in chapter II, it is not clear how to bound the complexity of isolating roots of a

polynomial with algebraic number coe�cients, but it seems to be cheaper than isolating the roots of the

norm of the polynomial. The norm has degree bounded by n̂i+1 and length of coe�cients bounded by d̂i+1.

By the best algorithm of section I.6, this will take timeO(2r n̂4i+1d̂
2
i+1), where we have ignored the logarithmic

terms in comparison with d̂i+1, and have replaced log n̂i+1 by 2r, using proposition 5.1.

Proposition 4. t4 = O((2n)10�2
r �d2i ).

Proof. This calculation is that of a resultant of two polynomials in two variables, whose degrees are bounded

by n̂i and whose coe�cients are bounded by e. By the result of Collins [1971], this can be done in O(n̂5i e +

n̂4i e
2) operations. By Corollary 5.1, e � (2n)3�2

r �di. Hence e dominates n̂i, and the time is O(n̂4i e
2).

Substituting the values from proposition 5.2 and corollary 5.1 give the bound stated.

Corollary 1. t5 and t8 are O((2n)10�2
r �d2i ).

Proof. The expressions required in steps 5 and 8 are by-products of the resultant calculation in step 4, and

some gcd calculations whose running time is no worse.

Proposition 5. t6 = O((2n)4�2
r

d̂2i+1).

Proof. Step [6] involves substituting the de�nition of �, a polynomial of degree at most n̂i+1 and coe�cient

length at most d̂i+1 into the de�nition of �j , which is a polynomial of degree at most n̂i and coe�cient length

at most �di. As in proposition 1, we can do this via numeric evaluation, replacing �� by N > 2(n̂id̂i+1 +

n̂i log n̂i + �di), which we can simplify to N < 8n̂id̂i+1, where we have also allowed for rounding N up to a

power of 2. Hence the total cost is that of Horner's rule, n̂iN (n̂iN + �di), and we can absorb the �di into the

rounding up for N . This gives a total cost of 82n̂4i d̂
2
i+1. Applying proposition 5.1 gives the stated result.

46



IV. C.A.D. in Many Dimensions

Proposition 6. t7 = O((2n)6�2
r

d̂2i+1).

Proof. This operation is that of reducing a polynomial, whose running time was given in equation (3) above.

Here, this equation gives

d̂i+1

6
(3M�2+ 6M�n̂i+1 + d̂i+1(�

3 + 2n̂3i+1));

withM = 2n̂id̂i+1 and � = n̂in̂i+1. This expression is dominated by the terms in d̂2i+1�
3, and their coe�cient

is less than unity. So we deduce a total bound of d̂2i+1�
3, which simpli�es to d̂2i+1n̂

3
i n̂

3
i+1, Applying proposition

5.1 gives the stated result.

Corollary 2. t6�7 = O(i(2n)6�2
r

d̂2i+1).

Proof. t7 clearly dominates t6, and the whole loop is executed i times.

Proposition 7. t9a = O((2n)9+3rn̂5i+1d̂
3
i+1).

Proof. We have to re�ne each root to an accuracy of s, which is given by Corollary 5.2. Each bisection

involves evaluating a polynomial of degree nr�i in xi+1 and n̂i+1 is ��. The coe�cients of this polynomial

are negligeable compared with s. The evaluation of the xi+1 part will take n
2
r�is

2 operations per coe�cient

of ��, or n̂i+1n
2
r�is

2 in all. We then have to evaluate this polynomial, of degree n̂i+1, at an interval value

(bounded by s-digit numbers). To within a constant factor, this will take the same number of operations as

evaluating the polynomial at a point value, viz n̂i+1s(n̂i+1s + nr�is). The second term (resulting from the

coe�cients of the polynomial) is dominated by the �rst, so we have O(n̂2i+1s
2). This time also dominates

the �rst cost.

We may need to make up to s evaluations, so the total time is O(n̂2i+1s
3). The result then follows by

applying Corollary 5.2.

Proposition 8. The total cost of the extension phase is dominated by m2r(2n)(24i+30)2rr3d3.

Proof. t9a dominates t6�7 since d̂i+1 dominates n̂i+1. t9a can be re-written as O((2n)9+3r+5�2r d̂3i+1) by

proposition 5.1, and then as O(r3(2n)9+3r+(5+24(i+1))2rd3) by proposition 5.2. t4, which by corollary 1 is the

other term that arises in the inner loop, can be written O(r2(2n)(10+16i)2rd2) by proposition 5.2, and now it

is clear that t9a dominates. This term also dominates t1, t2 and t3, even without allowing for the fact that

they are outside the innermost loop containing step 9a, and so are executed less frequently.

Step 9a is executed less than once for every two regions in the �nal decomposition of Ri+1, since N

roots result in 2N + 1 regions, and so the total time for this extension phase is bounded by

O(ci+1t9a) � (2mn)2
r

r3(2n)9+3r+(5+24(i+1))2rd3 � m2r (2n)(24i+30)2rr3d3

.

Proposition 9. The cost of the cylindrical algebraic decomposition is dominated by m2r (2n)r2
r+5

d3.

Proof. . The extension phase dominates the other phases, and the last extension (with i = r�1) dominates

all the others. hence we can replace 24i + 30 by 24r + 6 in the exponent from the previous proposition,

and then replace this by 32r = r25. In this latter replacement, we can a�ord to drop the r3 factor, since

r < 2r�1.

This result is slightly better than that found by McCallum, whose �nal exponent was r+ 7 rather than

our r + 5. The analyses are su�ciently complex that it is hard to explain the di�erence precisely, but it

stems from a combination of better bounds on root separation (I.5.8 again!) and the absence of factorisation

anywhere in the complexity analysis (but see the next section).
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7. Further Extensions and Problems.

The algorithm as outlined below will merely produce a sample point for each region. This is perfectly

adequate for the application of this method to quanti�er elimination, where we merely wish to know whether

a formula is true on any, or on all, the regions of a particular stack.

However, we may wish to know more. The �rst question that springs to mind is \What are the regions?".

In chapter II, we de�ned an algebraic decomposition as one in which the de�ninig equations for all the regions

were algebraic, i.e. solutions of polynomial equations. The algorithm as given in section 4 is unable to do

this because, as it happens, there are insu�cient data available. For techinical reasons, we may need to

have a �ner set of polynomials in order to have available enoyugh data with which to construct the de�ning

formulae for each region. Intuitively speaking, we know \what" each critical point and curve is, from the

de�nition of P , but in order to construct de�ning formulae, we also need to know \why". Space does not

permit us to go into the details, but we will give a brief summary here.

De�nition. Let A be a �nite set of polynomials in a variable x. De�ne the derivative set of A, der(A),

to be the set of the greatest square-free divisor of the primitive part of every derivative (of positive order)

with respect to x of all elements of A.

De�nition. If B is a set of square-free relatively prime primitive polynomials in x, then the augmented

projection of B, AP (B) is de�ned by

AP (B) = coe� (B) [ disc(B) [ res(B) [ der(B):

De�nition. If A is any set of polynomials in x, then the augmented projection of A, AP (A) is de�ned

by

AP (A) = cont (A) [AP (B);

where cont (A) is the set of contents of elements of A, and B is a relatively prime square-free basis for the

primitive parts of the elements of A.

Clearly P is a subset of AP . In order to compute de�ning equations for the various cells, it is necessary

to replace P by AP throughout this chapter. The addition of der(B) has the e�ect that the analogue of

proposition 3.5 is no longer true. We can replace it by the following.

Proposition. IfA has the (m;n) property, then AP (A) has the (m0; n0) property, where m0 � 1
2
(m+1)2+mn

and n0 � 2n2. Alternatively, m0 � m2 +mn for m � 2.

Proof. In view of the proof of proposition 3.5, it is su�icnet to prove that der (B), where B is a square-free

basis for A, has the (mn; 2n2) property. But there are at most n possible derivatives of each polynomial,

and the set of discriminants of greatest square-free divisors of primitive parts of k-th derivatives has the

(m; 2(n� k)2) property, and so the (m; 2n2) property.
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8. Practical Experience.

Practical experience with the c.a.d. algorithm is limited. There is essentially only one implementation, in

SAC2 [Arnon et al., 1984]. McCallum [1985] reports that he is able to solve several examples, such as

the curve from section II.4 in 156 seconds (on a VAX 11/780) and the pair of equations x2 + y2 + z2 = 1,

z3+xz+y = 0 in about an hour. The pessimist would note that he then spent about eight hours determining

which of the over 1000 regions were adjacent to which others.

He is unable to solve (in over 13 hours) the \random" equation

(y � 1)z4 + xz3 + x(1� y)z2 + (y � x� 1)z + y;

or even to perform the �rst extension (see section II.6 for further details of this problem). While this might

be surprising, there seems to be some peculiarity of the geometry of the plane induced by the discriminant.

Its discriminant has a factor of multiplicity three, which the argument of proposition II.1.3 would lead one

to suspect gave rise to three points in 7R2, but in fact there is only one.

Arnon & Smith [1983] have considered the problem of determining the constraints on the semi-axes

(a; b) and the centre (c; d) of an ellipse such that it lies inside the unit circle x2 + y2 = 1. They have not

solved this problem mechanically, but indicate some useful transformations.

The author has considered the, apparently trivial, problem of �tting a ladder of length three round a

right-angled corridor. This problem is speci�ed by nine equations in four variables. The projection phases

take less than 10 minutes DEC 2060 time (if done correctly!), and yield 184 univariate polynomials, of total

degree 801. These polynomials have 375 real roots.

We remarked earlier that we did not use factorisation in our theoretical complexity analysis. Never-

theless, it has an important practical aspect. It turned out, in the problem mentioned above, to be much

cheaper (3 minutes as against 24), to factorise the polynomials in R1 rather than to calculate a relatively

prime basis via cross-gcd computations.
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