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ABSTRACT
McCallum-style Cylindrical Algebra Decomposition (CAD) is a

major improvement on the original Collins version, and has had

many subsequent advances, notably for total or partial equational

constraints. But it suffers from a problem with nullification. The

recently-justified Lazard-style CAD does not have this problem.

However, transporting the equational constraints work to Lazard-

style does reintroduce nullification issues. This paper explains the

problem, and the solutions to it, based on the second author’s Ph.D.

thesis and the Brown–McCallum improvement to Lazard.

With a single equational constraint, we can gain the same im-

provements in Lazard-style as in McCallum-style CAD . Moreover,

our approach does not fail where McCallum would due to nul-

lification. Unsurprisingly, it does not achieve the same level of

improvement as it does in the non-nullified cases. We also consider

the case of multiple equational constraints.
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• Computing methodologies→ Symbolic and algebraic ma-
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1 INTRODUCTION
Cylindrical Algebraic Decomposition (CAD)was introduced byCollins
in 1975 [6]. There have been many improvements since [6] intro-

duced the projection-lifting paradigm. McCallum [14] made a major

one, but this had the drawback that it could not be applied if a poly-

nomial nullified. There have been many developments to [14], often

concerned with equational constraints, i.e. when the semi-algebraic

set lies in a proper sub-variety. [18] justified Lazard’s idea in [13],

using different forms of projection and lifting to avoid the nullifica-

tion problem.

This paper is a first step in transplanting the improvements to

[14] to the Lazard setting. More specifically, we base ourselves on

the Brown–McCallum [4] version of the Lazard approach.

Previous papers [20, 21] were based on [18]. The second author’s

thesis [19] was largely based on [18], with some updates for [4].

Here we integrate [4] throughout.

2 BACKGROUND AND NOTATION
2.1 CAD by Projection-Lifting
There are various ways of computing cylindrical algebraic decom-

positions, e.g. via Triangular Decomposition [5], but this paper is

cast in the context of the Projection-Lifting paradigm introduced

by Collins [6]: see Figure 1. Let 𝑆 ⊂ Z[𝑥1, . . . , 𝑥𝑛] be the set of

polynomials of interest, and 𝜙 (𝑆) the property we wish our decom-

position to have. Generally 𝜙 (𝑆) will be a variant of “each cell is

sign-invariant for the polynomials in 𝑆”, as it is that property that

enables quantifier elimination, Collins’ original motivation.

R𝑛 𝑆 𝐷𝑛 𝜙𝑋 (𝑆)
↓ 𝑃𝑋 ↑ 𝐿𝑋

R𝑛−1 𝑃𝑋 (𝑆) 𝐷𝑛−1 𝜙𝑋 (𝑃𝑋 (𝑆))
↓ 𝑃𝑋 ↑ 𝐿𝑋

.

.

.
.
.
.

.

.

.
.
.
.

R2 𝑃𝑛−2
𝑋

(𝑆) 𝐷2 𝜙𝑋 (𝑃𝑛−2
𝑋

(𝑆))
↓ 𝑃𝑋 ↑ 𝐿𝑋

R1 𝑃𝑛−1
𝑋

(𝑆) → isolate roots → 𝐷1 𝜙𝑋 (𝑃𝑛−1
𝑋

(𝑆))
where 𝑋 indicates the precise variant of Projection/Lifting, and 𝐷𝑖

is the intermediate decomposition of R𝑖 .

Figure 1: Projection/Lifting Paradigm
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The original Collins algorithm for Cylindrical Algebraic Decom-

position [6] have an expensive (compared to its successors) pro-

jection operator 𝑃𝐶 , and 𝜙𝐶 is indeed sign-invariance. The lifting

operation 𝐿𝐶 is simple: above each cell 𝐶 ∈ 𝐷𝑖 there is a cylinder

𝐶 × R ⊂ R𝑖+1 which is sliced by the real branches of 𝑝𝑘 = 0 for the

polynomials 𝑝𝑘 ∈ 𝑃𝑛−𝑖−1 (𝑆) and 𝑃𝐶 ensures that these branches

are delineable over 𝐶 , i.e. do not intersect and are simple surfaces

above the whole of 𝐶 . The relevant cells of 𝐷𝑖+1 are then each

branch, known as “sections”, and the “sectors” between adjacent

branches, including the sector “−∞ < 𝑥𝑖+1 < all sections“ and the

sector “all sections < 𝑥𝑖+1 < ∞”.

2.2 Curtains
Most improvements to Collins’ algorithm can encounter difficulties

when some polynomials nullify, i.e. vanish over some subset ofR𝑘 =

⟨𝑥1, . . . , 𝑥𝑘 ⟩. The term curtain for the varieties where polynomials

nullify was introduced in [20]:

Definition 1 ([19, Definition 43]). A variety 𝐶 ⊆ R𝑛 is called
a curtain if, whenever (𝑥, 𝑥𝑛) ∈ 𝐶 , then (𝑥,𝑦) ∈ 𝐶 for all 𝑦 ∈ R.

𝐶 is a curtain if it is a union of fibres of R𝑛 → R𝑛−1.

Definition 2 ([19, Definition 44]). Suppose 𝑓 ∈ R[𝑥1, . . . , 𝑥𝑛]
and 𝑆 ⊆ R𝑛−1. We say that 𝑉𝑓 (or 𝑓 ) has a curtain at 𝑆 if for all
(𝛼1, . . . , 𝛼𝑛−1) ∈ 𝑆 and for all 𝑦 ∈ R we have 𝑓 (𝛼1, . . . , 𝛼𝑛−1, 𝑦) = 0.
We call 𝑆 the foot of the curtain.

If the foot of a curtain, 𝑆 , is a singleton, we call it a point-curtain.

Definition 3 (cf [19, Definition 45]). Suppose the polynomial
𝑓 ∈ R[𝑥1, . . . , 𝑥𝑛] factorises as 𝑓 = 𝑔ℎ, where 𝑔 ∈ R[𝑥1, . . . , 𝑥𝑛−1]
and 𝑔(𝛼1, . . . , 𝛼𝑛−1) = 0. Then the variety of 𝑓 is said to contain an
explicit curtain whose foot is the zero set of 𝑔. A curtain which does
not contain (set-theoretically) an explicit curtain is said to be implicit,
and a curtain which contains an explicit curtain but is not an explicit
curtain (because ℎ itself has curtains) is said to be mixed.

Example 1 (Types of Curtain).

• Explicit Curtain: 𝑓 (𝑥,𝑦, 𝑧) = 𝑥𝑦2−𝑦2−𝑥𝑧+𝑧 = (𝑥−1) (𝑦2−𝑧),
curtain at (1, 0). The curtain can be seen in Figure 2a as the
sheet given by 𝑥 = 1.

• Implicit Curtain: 𝑓 (𝑥,𝑦, 𝑧) = 𝑥2 + 𝑦𝑧, curtain at (0, 𝑦, 0). The
blue line represents this curtain in Figure 2b.

(a) Surface with an Explicit
Curtain

(b) Surface with an Implicit
Curtain

Figure 2: Different types of curtains

2.3 McCallum’s Improvement to Collins
Definition 4 ([14, p. 46]). Let 𝐴 be a set of polynomials in

Z[𝑥1, . . . , 𝑥𝑛], cont(𝐴) the contents of the elements of 𝐴 with re-
spect to 𝑥𝑛 , and 𝐵 be a square-free basis1 for 𝐴. Let coeff (𝐵) be the
set of all coefficients of the members of 𝐵 (viewed as polynomials in
𝑥𝑛), disc(𝐵) be the set of discriminants of elements of 𝐵 (with respect
to 𝑥𝑛) and res(𝐵) the set of all resultants (with respect to 𝑥𝑛) of pairs
of elements of 𝐵. McCallum’s projection operator 𝑃𝑀 is defined as

𝑃𝑀 (𝐴) := cont(𝐴) ∪ coeff (𝐵) ∪ disc(𝐵) ∪ res(𝐵) . (1)

Using this definition, McCallum [14] improves on the Collins’

original [6]. The projection 𝑃𝑀 is distinctly smaller than 𝑃𝐶 , and

the corresponding 𝜙𝑀 is order-invariance, i.e. if a polynomial van-

ishes on a cell 𝐶 ∈ 𝐷𝑖 it does so to constant order on that cell. The

corresponding lifting operator 𝐿𝑀 is identical to 𝐿𝐶 , except that, if

a polynomial 𝑞 vanishes on a zero-dimensional cell, it is replaced by

the corresponding delineating polynomial [15, Definition 1]. How-

ever, 𝐿𝑀 may fail (giving an error message, not the wrong result) if

relevant polynomials nullify (are identically zero) over a cell of R𝑘

of positive dimension.

2.4 Brown’s Improvement to McCallum
Brown [3] introduced a useful improvement on [14].

Definition 5. We use the same notation as Definition 4, and lc
for the leading coefficient. Brown’s projection is defined as

𝑃𝐵 (𝐴) := cont(𝐴) ∪ lc(𝐵) ∪ disc(𝐵) ∪ res(𝐵) . (2)

The corresponding lifting 𝐿𝐵 has several (necessary) enhance-

ments over 𝐿𝑀 but the details are largely irrelevant here: the rel-

evant one is that, to the CAD we are building over, we add those

points above which some projection factor nullifies (if it nullifies on

a set of positive dimension, then the system is not well-oriented).

For any non-trivial set 𝐴 of polynomials, 𝑃𝐵 (𝐴) ⊊ 𝑃𝑀 (𝐴), the dif-
ference being the non-leading coefficients of 𝐵. This does not affect

the O-asymptotics, which are driven by the res(𝐵) term, but is very

effective in practice. [3, Tables 1,2] consider an example 𝐴 in six

variables, where |𝑃4
𝐵
(𝐴) | = 18, while |𝑃4

𝑀
(𝐴) | = 129. |𝑃5

𝐵
(𝐴) | = 141,

while 𝑃5
𝑀
(𝐴) could not be computed, but probably |𝑃5

𝑀
(𝐴) | > 8000.

2.5 Lex-least valuation and Lazard lifting
Lazard [13] introduced a novel approach to CAD to bypass nullifica-

tion, which was later made rigorous by [18]. This section contains

the relevant definitions, as used in [19, 22].

Definition 6. Let 𝑣,𝑤 ∈ Z𝑛 . We say that 𝑣 = (𝑣1, . . . , 𝑣𝑛) ≥𝑙𝑒𝑥
(𝑤1, . . . ,𝑤𝑛) = 𝑤 if and only if either 𝑣 = 𝑤 or there exists an 𝑖 ≤ 𝑛
such that 𝑣𝑖 > 𝑤𝑖 and 𝑣𝑘 = 𝑤𝑘 for all 𝑘 in the range 1 ≤ 𝑘 < 𝑖 .

Definition 7 ([18, Definition 2.4]). Let 𝑛 ≥ 1 and suppose that
𝑓 ∈ R[𝑥1, . . . , 𝑥𝑛] is non-zero and 𝛼 = (𝛼1, . . . , 𝛼𝑛) ∈ R𝑛 . The lex-
least valuation 𝜈𝛼 (𝑓 ) at 𝛼 is the least (with respect to ≥𝑙𝑒𝑥 ) element
𝑣 = (𝑣1, . . . , 𝑣𝑛) ∈ N𝑛 such that 𝑓 expanded about 𝛼 has the term

𝑐 (𝑥1 − 𝛼1)𝑣1 · · · (𝑥𝑛 − 𝛼𝑛)𝑣𝑛 ,

where 𝑐 ≠ 0.

1
[14] uses the finest square-free basis, but this is for reasons of efficiency.
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Note that 𝜈𝛼 (𝑓 ) = (0, . . . , 0) if and only if 𝑓 (𝛼) ≠ 0. We should

note that the terminology we are using is slightly different than

the previous ones. For example, Lex-least valuation is referred to

as the Lazard valuation in [18]. We do it in an effort to be precise.

Lex-least valuation of 𝑓 at 𝛼 ∈ R𝑛 is calculated by first pick-

ing an order of variables 𝑥1 ≺ 𝑥2 ≺ · · · ≺ 𝑥𝑛 , then successively

substituting in 𝛼𝑖 in the given variable order. (The order of pro-

jections start with 𝑥𝑛 first, the order of valuation calculations

starst with 𝑥1 first.) At each step of the successive substitutions

𝑓 (𝛼1, . . . , 𝛼𝑖−1, 𝑥𝑖 , . . . , 𝑥𝑛) we identify the largest positive integer

𝑣𝑖 such that

(𝑥𝑖 − 𝛼𝑖 )𝑣𝑖 | 𝑓 (𝛼1, . . . , 𝛼𝑖−1, 𝑥𝑖 , . . . , 𝑥𝑛).
The 𝑣𝑖 is the component of the Lex-least valuation of 𝑓 at 𝛼 that

corresponds to 𝛼𝑖 . We continue the valuation calculations by first re-

placing 𝑓 (𝛼1, . . . , 𝛼𝑖−1, 𝑥𝑖 , . . . , 𝑥𝑛) with 𝑓 (𝛼1, . . . , 𝛼𝑖−1, 𝑥𝑖 , . . . , 𝑥𝑛)×
(𝑥 − 𝛼𝑖 )−𝑣𝑖 and then substituting 𝛼𝑖 in this new function.

Example 2. If 𝑛 = 1 and 𝑓 (𝑥1) = 𝑥3
1
−2𝑥2

1
+𝑥1 = 𝑥1 (𝑥1−1)2, then

𝜈0 (𝑓 ) = 1, 𝜈1 (𝑓 ) = 2, and 𝜈𝑥 (𝑓 ) = 0, for all 𝑥 ≠ 0, 1. Similarly, if
𝑛 = 2 (with the standard order 𝑥1 ≺ 𝑥2) and 𝑓 (𝑥1, 𝑥2) = 𝑥1 (𝑥2 − 1)2,
then 𝜈 (0,0) (𝑓 ) = (1, 0), 𝜈 (2,1) (𝑓 ) = (0, 2), 𝜈 (0,1) (𝑓 ) = (1, 2), and
(0, 0) otherwise.

The lex-least valuation is strongly dependent on the order of the

variables, as the following example illustrates.

Example 3. Let 𝑓 (𝑥,𝑦, 𝑧,𝑤) = 𝑥2+𝑦2𝑧−2𝑦𝑧2+𝑧𝑤 ,𝛼1 = (0, 1, 0, 1)
and 𝛼2 = (0, 0, 1, 0). With respect to the ordering 𝑥 ≺ 𝑦 ≺ 𝑧 ≺ 𝑤

we get 𝜈𝛼1
(𝑓 ) = (0, 0, 1, 0) and 𝜈𝛼2

(𝑓 ) = (0, 0, 0, 1). With respect
to the ordering 𝑥 ≺ 𝑧 ≺ 𝑦 ≺ 𝑤 we get 𝜈𝛼1

(𝑓 ) = (0, 1, 0, 0) and
𝜈𝛼2

(𝑓 ) = (0, 0, 0, 1).

Note that in the case of 𝛼2, the ordering of variables does not

change the valuation unlike the case for 𝛼1. Ordering of variables is

essential and must be fixed when comparing valuations of points.

Proposition 1 ([18, proposition 3.1]). 𝜈𝛼 is a valuation: that is,
if 𝑓 and 𝑔 are non-zero elements of R[𝑥1, . . . , 𝑥𝑛] and 𝛼 ∈ R𝑛 , then
𝜈𝛼 (𝑓 𝑔) = 𝜈𝛼 (𝑓 ) + 𝜈𝛼 (𝑔) and 𝜈𝛼 (𝑓 + 𝑔) ≥𝑙𝑒𝑥 min{𝜈𝛼 (𝑓 ), 𝜈𝛼 (𝑔)}.

Definition 8 (After [18, Definition 2.6]). Let 𝑛 ≥ 2, and sup-
pose that 𝑓 ∈ R[𝑥1, . . . , 𝑥𝑛] is non-zero and that 𝛽 ∈ R𝑛−1. The
lex-least semi-valuation of 𝑓 on/above 𝛽 , 𝜈 ′

𝛽
(𝑓 ) = (𝜈1, . . . , 𝜈𝑛−1), is

defined as the vector of𝑛−1 non-negative integers consisting of the val-
uation outcomes of 𝑓 at 𝛽 , regarded as an element of 𝐾 [𝑥1, . . . , 𝑥𝑛−1]
where 𝐾 = R[𝑥𝑛]. So 𝑓 = 𝑓𝛽 (𝑥1 − 𝛽1)𝜈1 · · · (𝑥𝑛−1 − 𝛽𝑛−1)𝜈𝑛−1 , and
we call 𝑓𝛽 the Lazard residue of 𝑓 .

The lex-least semi-valuation of 𝑓 is called the Lazard evaluation
of 𝑓 above 𝛽 , denoted by 𝜈𝛽 (𝑓 ) ∋ N𝑛−1 in [18]. The Lazard residue

𝑓𝛽 ∈ R[𝑥𝑛] is called the Lazard evaluation of 𝑓 at 𝛽 in [18].

Note that [18] uses 𝜈 for two functions. When 𝜈 is used as a val-

uation at, it is treated as a function from R𝑛 ×R[𝑥1, . . . , 𝑥𝑛] → N𝑛 .
When 𝜈 is used as a valuation on/above, it is treated as a function

from R𝑛−1 × R[𝑥1, . . . , 𝑥𝑛] → N𝑛−1. We felt that it is necessary to

keep these two functions separate. The older notation also has the

potential to cause confusion when reading 𝜈𝛼 (𝑓 ). The reader needs
to check whether 𝛼 ∈ R𝑛 or 𝛼 ∈ R𝑛−1, or whether 𝜈𝛼 (𝑓 ) ∈ N𝑛 or

𝜈𝛼 (𝑓 ) ∈ N𝑛−1.

The lex-least semi-valuation of 𝑓 on 𝛽 ∈ R𝑛−1 must not be

confused with the lex-least valuation at 𝛼 ∈ R𝑛 , defined in Defini-

tion 7. Notice that if 𝑏 = (𝛽, 𝑏𝑛) ∈ R𝑛 then 𝜈𝑏 (𝑓 ) = (𝜈 ′
𝛽
(𝑓 ), 𝜈𝑛) for

some integer 𝜈𝑛 : in other words, 𝜈 ′
𝛽
(𝑓 ) consists of the first 𝑛 − 1

coordinates of the valuation of 𝑓 at any point above 𝛽 .

Lex-least semi-valuation and Lazard residue are also dependent

on variable ordering as demonstrated by the following example.

Example 4. Let 𝑓 (𝑥,𝑦, 𝑧,𝑤) = 𝑥2 + 𝑦2𝑧 − 2𝑦𝑧2 + 𝑧𝑤 and 𝛽 =

(0, 1, 0) with ordering 𝑥 ≺ 𝑦 ≺ 𝑧 ≺ 𝑤 then 𝜈 ′
𝛽
(𝑓 ) = (0, 0, 1) and

𝑓𝛽 = 𝑤 + 1. If we change the ordering to 𝑥 ≺ 𝑦 ≺ 𝑤 ≺ 𝑧 then
𝜈 ′
𝛽
(𝑓 ) = (0, 0, 0) and 𝑓𝛽 = 𝑧 − 2𝑧2.

2.6 The Lazard Projection and Lazard Lifting
Lazard’s idea [13, 18] is to instantiate Figure 1 with 𝜙 being lex-

least-invariance. The nullification problem of [14] is bypassed by

“Lazard lifting” 𝐿𝐿 : when a polynomial 𝑔 ∈ 𝑃𝑛−𝑘 (𝑆) nullifies on a

cell 𝐶 , its lex-least valuation is non-zero on 𝐶 (at the sample point

(𝛼1, . . . , 𝛼𝑘 ) ∈ 𝐶 , and in the whole of 𝐶). The valuation is also con-

stant over 𝐶 because 𝐶 is part of a lex-least-invariant cylindrical al-

gebraic decomposition ofR𝑘 . We replace𝑔 by𝑔/(𝑥1−𝛼1)𝑣1 · · · (𝑥𝑘−
𝛼𝑘 )𝑣𝑘 when lifting (analogous to 𝐿𝐶 , Collins’ sign-invariant CAD

lifting) over 𝐶 if this valuation is (𝑣1, . . . , 𝑣𝑘 ).
For this to work, we need an appropriate projection operator 𝑃𝐿 .

This is defined in [18] as follows.

Definition 9 ([18, Definition 2.1]). Let𝐴 be a set of irreducible2

polynomials in Z[𝑥1, . . . , 𝑥𝑘 ]. The Lazard projection 𝑃𝐿 (𝐴) is the
union of these sets of polynomials in Z[𝑥1, . . . , 𝑥𝑘−1].

(1) All leading coefficients of the elements of 𝐴.
(2) All trailing coefficients of the elements of 𝐴.
(3) All discriminants of the elements of 𝐴.
(4) All resultants of pairs of distinct elements of 𝐴.

𝑃𝐿 (𝐴) := lc(𝐴) ∪ tc(𝐴) ∪ disc(𝐴) ∪ res(𝐴) . (3)

Though not explicit in [18], any contents of the polynomials

(with respect to 𝑥𝑘 ) also carry forward into 𝑃𝐿 (𝐴). We also note

that 𝑃𝐿 ⊊ 𝑃𝑀 as the middle coefficients do not occur in 𝑃𝐿 .

Just as delineability is key to 𝐿𝐶 (and to 𝐿𝑀 ), we need a corre-

sponding definition in this setting.

Definition 10 ([18, Definition 2.10]). Let 𝑓 be a nonzero ele-
ment of Z[𝑥1, . . . , 𝑥𝑛] and 𝑆 a subset of R𝑛−1. We say that 𝑓 is Lazard
delineable on 𝑆 if

(1) the lex-least valuation of 𝑓 on 𝛼 is the same for each point
𝛼 ∈ 𝑆 ;

(2) there exist finitely many continuous functions 𝜃1 < · · · < 𝜃𝑘
from 𝑆 to R, with 𝑘 ≥ 0, such that, for all 𝛼 ∈ 𝑆 , the set of real
roots of 𝑓𝛼 (𝑥𝑛) is {𝜃1 (𝛼), . . . , 𝜃𝑘 (𝛼)} (empty when 𝑘 = 0);

(3) if 𝑘 > 0 there exist positive integers𝑚1, . . .𝑚𝑘 such that, for
all 𝛼 ∈ 𝑆 and all 𝑖 ,𝑚𝑖 is the multiplicity of 𝜃𝑖 (𝛼) as a root of
𝑓𝛼 (𝑥𝑛).

If the lex-least valuation is zero, this is the same as ordinary

delineability, otherwise it is delineability of the lex-least residue 𝑓𝛼 .

2
[18, Remark 2.2] we could define this for square-free bases instead.
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2.7 The Brown–McCallum Improvement
A key result on delineability of sections in the correctness proof

for Brown–McCallum CAD is the following.

Theorem 2.1 ([4, Theorem 3]). Suppose that 𝑓 (𝑥1, . . . , 𝑥𝑛) ∈
R[𝑥1, . . . , 𝑥𝑛]has positive degree 𝑑 in 𝑥𝑛 and that disc𝑥𝑛 (𝑓 ) and
lc𝑥𝑛 (𝑓 ) are non-zero (as elements of R[𝑥1, . . . , 𝑥𝑛−1]). Let 𝑆 be a
connected analytic submanifold of R𝑛−1 in which disc𝑥𝑛 (𝑓 ) and
lc𝑥𝑛 (𝑓 ) are lex-least invariant, and at no point of which 𝑓 vanishes
identically. Then 𝑓 is analytic delineable on 𝑆 and hence 𝑓 is lex-least
invariant in every Lazard section and sector over 𝑆 .

This is less restrictive than [18, Theorem 5.1] for Lazard CAD

where the delineability also requires the non-vanishing trailing co-

efficients and resultants. Conversely we have added the restriction

“at no point of which 𝑓 vanishes identically”, which is essentially

introdcing the concept of curtains.

For any non-trivial set 𝐴 of polynomials 𝑃𝐵 (𝐴) ⊊ 𝑃𝐿 (𝐴), the
difference being the trailing coefficients, which appear in 𝑃𝐿 but

not 𝑃𝐵 . Can we eliminate them? Again, this would not affect the

asymptotics, but might be useful in practice. The trailing coefficients

are there for two reasons:

(1) To identify curtains;

(2) To ensure that the lex-least-invariant regions within the

curtain form stacks.

If the feet of the curtains are isolated points, then reason 2 is ir-

relevant, and Hypothesis 1 provides a different way of identifying

curtains.

In [18, p. 64], it is remarked that if lc(𝑝) is nowhere vanishing,
then tc(𝑝) is not needed. The argument in [4] states that if lc(𝑝)
only vanishes at finitely many points, then tc(𝑝) is not needed.
However, the argument and projection process are more complex.

Hypothesis 1 (Brown–McCallum [4]). There is a useful and
efficient test T which, given 𝑓 ∈ Z[𝑥1, . . . , 𝑥𝑚], returns either a finite
set 𝑁 of points in R𝑚−1 or ⊥. If 𝑁 is returned, then 𝑁 contains all the
points (𝛼1, 𝛼2, . . . 𝛼𝑚−1) at which 𝑓 (𝛼1, 𝛼2, . . . , 𝛼𝑚−1, 𝑥𝑚) vanishes
identically.

One way of satisfying the hypothesis is to compute a CAD of

R𝑚−1
for the coefficients 𝑎𝑖 of 𝑓 =

∑
𝑎𝑖 (𝑥1, . . . , 𝑥𝑚−1)𝑥𝑖𝑚 . This is

not as expensive at it seems, as it is only of the 𝑎𝑖 , irrespective of

all the other polynomials in the original problem. As in [23], the

authors would actually begin with a Gröbner basis of the 𝑎𝑖 , and if

this is zero-dimensional (in C𝑚−1
) then 𝑁 is certainly finite.

The improved Lazard projection introduced in [4], denoted 𝑃𝐵𝑀 ,

takes, as well as a set of polynomials in𝑚 variables, a set 𝛾𝑚 of

points in R𝑚 and returns, as well as a set of polynomials in𝑚 − 1

variables, a set 𝛾𝑚−1 of points in R𝑚−1
.

Definition 11 ([4, Definition 4]). Let 𝐴 be a set of irreducible2

polynomials in Z[𝑥1, . . . , 𝑥𝑘 ], and Γ a finite set in R𝑘 which con-
tains points of nullification for elements in 𝐴. The polynomial part of
the modified Lazard projection 𝑃𝐵𝑀 (𝐴) is the union of these sets of
polynomials in Z[𝑥1, . . . , 𝑥𝑘−1].

(1) All leading coefficients of the elements of 𝐴.
(2) Those trailing coefficients of the elements of 𝐴 for which T

returns ⊥.
(3) All discriminants of the elements of 𝐴.

(4) All resultants of pairs of distinct elements of 𝐴.

The “points” part is the projection of the points previously identified
together with those identified by T.

𝑃𝐵𝑀 (𝐴, Γ)𝑝𝑜𝑙𝑦 := lc(𝐴) ∪
⋃

T(𝑓 )=⊥
tc(𝑓 ) ∪ disc(𝐴) ∪ res(𝐴), (4)

𝑃𝐵𝑀 (𝐴, Γ)𝑝𝑜𝑖𝑛𝑡𝑠 := {(𝛾1, . . . , 𝛾𝑘−1) | (𝛾1, . . . , 𝛾𝑘 ) ∈ Γ} (5)

∪
⋃

T(𝑓 )≠⊥
{T(𝑓 ) |𝑓 ∈ 𝐴}.

Though not explicit in [4], any contents of the polynomials (with
respect to 𝑥𝑘 ) also carry forward into 𝑃𝐵𝑀 (𝐴, Γ).

𝐿𝐵𝑀 is modified from 𝐿𝐿 (Lazard lifting) by analogy with the

modifications 𝐿𝐵 brings to 𝐿𝑀 : at each stage we add to the CAD

𝐷𝑘 the points in Γ𝑘 . This is possible because, from the first part of

(5), the projections of these points are already point cells in 𝐷𝑘−1.

3 A SINGLE EQUATIONAL CONSTRAINT
Definition 12 ([12, Definition 2]). An equational constraint

(EC) is a polynomial equation logically implied by a quantifer-free
formula Φ. If it is an atom of the formula, it is said to be explicit; if
not, then it is implicit. If the constraint is visibly an equality one from
the formula, i.e. the formula Φ is (𝑓 = 0) ∧ Φ′, we say the constraint
is syntactically explicit.

Φ might have more than one equational constraint, but in this

section we fix one of these to be the chosen equational constraint.

3.1 In McCallum’s CAD
In [16], McCallum, inspired by [7], adapted the method of [14]

to lift an order-invariant cylindrical algebraic decomposition of

R𝑛−1 to a sign-invariant cylindrical algebraic decomposition, not

of R𝑛 , but rather of the variety 𝑉𝑓 of a primitive
3
polynomial

𝑓 ∈ Z[𝑥1, . . . , 𝑥𝑛] of positive degree in 𝑥𝑛 . This inherited the nullifi-
cation problem of [14], but is useful when the polynomial problem

takes the form 𝑓 = 0 ∧ Φ, i.e. had an equational constraint (see also
[12]). The projection operator from R𝑛 to R𝑛−1 is much smaller: if

𝐸 is an irreducible basis for 𝑓 , then

𝑃𝐸𝑀 (𝐴) = 𝑃𝑀 (𝐸) ∪ {res𝑥𝑛 (𝑓 , 𝑔) : 𝑓 ∈ 𝐸,𝑔 ∈ 𝐴 \ 𝐸}. (6)

If we compare this with the original 𝑃𝑀 (𝐴) from (1) we see that we

have no need to compute disc(𝐴 \ 𝐸) or res(𝐴 \ 𝐸), which reduces

the asymptotic complexity — the double exponent on the number

of polynomials drops from 𝑛 to 𝑛 − 1 [12].

3.2 In the Lex-least Case
An obvious question is whetherwe can do the samewith the Brown–

McCallum projection
4
. Let 𝐸 be the set of irreducible factors of the

equational constraint. As in (6), we can define a new projection

operator from R𝑛 to R𝑛−1.

Definition 13. Let 𝐸 be an irreducible basis for the chosen equa-
tional constraint 𝑓 . Define the modified Brown–McCallum projection

3
If 𝑓 is not primitive with respect to 𝑥𝑛 , then when the content vanishes, we have no

constraint on 𝑥𝑛 . See [8] for more on contents.

4
This section is based on [19, Chapter 4], which used the Lazard projection instead.
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𝑃𝐸
𝐵𝑀

by

𝑃𝐸𝐵𝑀 (𝐴, Γ)𝑝𝑜𝑙𝑦 := 𝑃𝐵𝑀 (𝐸, Γ)𝑝𝑜𝑙𝑦 ∪ {res(𝑓 , 𝑔) : 𝑓 ∈ 𝐸,𝑔 ∈ 𝐴 \ 𝐸}.
(7)

𝑃𝐸𝐵𝑀 (𝐴, Γ)𝑝𝑜𝑖𝑛𝑡𝑠 := 𝑃𝐵𝑀 (𝐸, Γ)𝑝𝑜𝑖𝑛𝑡𝑠 . (8)

Note that, as well as not computing any projection polynomials

from 𝐴 \ 𝐸 alone, we are also only interested in the feet of point

curtains from 𝐸, not from the whole of 𝐴.

The following theorem is the lex-least equivalent of [16, Theorem

2.2], and is proved in [19].

Theorem 3.1 ([19, Theorem 18]). Let 𝑛 ≥ 2 and let 𝑓 , 𝑔 ∈
R[𝑥1, . . . , 𝑥𝑛] be of positive degrees in the main variable 𝑥𝑛 . Let 𝑆 be
a connected subset of R𝑛−1. Suppose that 𝑓 is Lazard delineable on 𝑆 ,
that res𝑥𝑛 (𝑓 , 𝑔) is lex-least invariant on 𝑆 , and that𝑉𝑓 does not have
a curtain on 𝑆 . Then 𝑔 is sign-invariant in each Lazard section of 𝑓
over 𝑆 .

Theorem 3.2 (cf [19, Theorem 25]). Let 𝐴 = {𝑓1, . . . , 𝑓𝑚} be a
set of pairwise relatively prime irreducible polynomials in 𝑛 variables
𝑥1, ..., 𝑥𝑛 of positive degrees in 𝑥𝑛 , where 𝑛 ≥ 2. Let Γ be a finite set
of points in R𝑛 . Let S be a subset of R𝑛−1 obtained via the Brown–
McCallum algorithm, so that each element of 𝑃𝐸

𝐵𝑀
(𝐴, Γ)𝑝𝑜𝑙𝑦 is lex-

least invariant in 𝑆 . Then every element of 𝐴 is lex-least invariant in
the Lazard sections and sectors of every other element.

Proof. Set 𝑓 = 𝑓1 . . . 𝑓𝑚 . Then the leading coefficient of 𝑓 is

non-zero and hence lex-least invariant in 𝑆 . We know disc𝑥𝑛 (𝑓 )
can be expanded as follows:

disc𝑥𝑛 (𝑓1 . . . 𝑓𝑚) =
( 𝑚∏
𝑖=1

disc𝑥𝑛 (𝑓𝑖 )
)
(

∏
1≤𝑖< 𝑗≤𝑚

res𝑥𝑛 (𝑓𝑖 , 𝑓𝑗 )
)
. (9)

If everything in the RHS of (9) is lex-least invariant in 𝑆 , then

disc𝑥𝑛 (𝑓 ) is lex-least invariant. Hence, by Theorem 2.1, 𝑓 is Lazard

delineable over 𝑆 . Since res𝑥𝑛 (𝑓𝑖 , 𝑓𝑗 ) for all 1 ≤ 𝑖 < 𝑗 ≤ 𝑚 are lex-

least invariant in 𝑆 , the Lazard sections of any two 𝑓𝑖 and 𝑓𝑗 (𝑖 ≠ 𝑗)
are either disjoint or the same. Hence every element of𝐴 is lex-least

invariant in the Lazard sections of every other element. □

Theorem 3.3 ([19, Theorem 26]). Let 𝐴 be a set of pairwise rela-
tively prime irreducible polynomials in𝑛 variables 𝑥1, ..., 𝑥𝑛 of positive
degrees in 𝑥𝑛 , where 𝑛 ≥ 2. Let 𝐸 be a subset of 𝐴 and let Γ be a finite
set of points in R𝑛 . Let 𝑆 be a connected subset of R𝑛−1. Suppose that
each element of 𝑃𝐸

𝐵𝑀
(𝐴, Γ)𝑝𝑜𝑙𝑦 is lex-least invariant in 𝑆 . Then each

element of 𝐸 is Lazard delineable on 𝑆 and exactly one of the following
must be true.

(1) The hypersurface 𝑉𝐸 defined by the product of the elements of
𝐸 has a curtain over 𝑆 .

(2) The Lazard sections over 𝑆 of the elements of 𝐸 are pairwise
disjoint. Each element of 𝐸 is lex-least invariant in every such
Lazard section. Each element of𝐴 \𝐸 is sign invariant in every
such Lazard section.

Hence, off the curtains of 𝐸, the lifted cells from the R𝑛−1 lex-least-
invariant decomposition for 𝑃𝐸

𝐵𝑀
(𝐴, Γ) form a sign-invariant decom-

position of 𝑉𝐸 for 𝐴.

Proof. If there are no points in 𝑆 such that 𝐸 is nullified, then

Theorem 2.1 implies that each element of 𝐸 is Lazard delineable

since 𝑃𝐵𝑀 (𝐸, Γ)𝑝𝑜𝑙𝑦 ⊆ 𝑃𝐸
𝐵𝑀

(𝐴, Γ)𝑝𝑜𝑙𝑦 . Otherwise 𝑉𝐸 has a curtain

on 𝑆 and the Lazard sections of the elements of 𝐸 that do not contain

curtains are pairwise disjoint. Now let 𝑓 ∈ 𝐸 (such that 𝑓 does not

have a curtain over 𝑆), let 𝜎 be a section of 𝑓 over 𝑆 and let 𝑔 ∈ 𝐴. If
𝑔 ∈ 𝐸, then by Theorem 2.1, 𝑔 is lex-least invariant in every section

and sector of 𝑓 . If 𝑔 ∉ 𝐸 then, 𝑅 = res(𝑓 , 𝑔) ∈ 𝑃𝐸
𝐵𝑀

(𝐴, Γ)𝑝𝑜𝑙𝑦 and

by the assumption 𝑅 is lex-least invariant in 𝑆 . Then by Theorem

3.1, 𝑔 is sign invariant in 𝜎 . □

The question of what happens on the curtains of 𝐸 is taken up

in the next section.

4 CURTAINS AND A SINGLE EQUATIONAL
CONSTRAINT

McCallum lifts order invariance to sign invariance in [16] and order

invariance in [17], but only if the input polynomials do not have any

curtains. Since curtains are already an issue for the base algorithm,

other problems caused by curtains for equational constraints went

unnoticed.

4.1 Classifying Curtains
In the case of a single equational constraint some curtains can be

dealt simply. Therefore, we classify curtains further.

Definition 14. Let 𝑓 ∈ R[𝑥1, . . . , 𝑥𝑛] and 𝛼 ∈ R𝑛−1. We say
that 𝑓 has a point curtain at 𝛼 if 𝑓 (𝛼,𝑦) = 0 for all 𝑦 ∈ R, and there
exists a Euclidean open neighbourhood𝑈 ⊂ R of 𝛼 such there exists
no 𝛽 ∈ 𝑈 \{𝛼} such that 𝑓 (𝛽,𝑦) = 0 for all 𝑦 ∈ R.

Example 5. We provide one example to illustrate the difference.

• Point Curtain: 𝑓 (𝑥,𝑦, 𝑧) = 𝑥2 + 𝑧𝑦2 − 𝑧 has point curtains at
(0, 1) and (0,−1).

• Non-Point Curtain: Consider 𝑓 (𝑥,𝑦, 𝑧) = −𝑥3𝑦3𝑧 − 𝑥𝑦4𝑧 +
𝑥𝑦3𝑧2 +𝑥4 +2𝑥3𝑧+𝑥2𝑦−𝑥2𝑧+2𝑥𝑦𝑧−2𝑥𝑧2. It has a non-point
curtain on (0, 𝑦) for all 𝑦 ∈ R.

Note that in R3, all non-point curtains are explicit curtains.

The example for non-point curtains in Example 5 is of the form

𝑥 ·(quintic) so it is an explicit curtain (see Definition 3). The curtains

in Example 1 are explicit non-point, and implicit point curtains,

respectively. These curtains are plotted in Figure 2.

Now let us explain how curtains cause a problem when we try

to exploit the hypersurfaces defined by an equational constraint.

Example 6. Let 𝑓 = 𝑥2 + 𝑦2 − 1 (which we assume to be an EC),
𝑔1 = 𝑧 − 𝑥 − 1 and 𝑔2 = 𝑧 − 𝑦 − 1. Then res𝑧 (𝑓 , 𝑔1) = 𝑥2 + 𝑦2 − 1 =

res𝑧 (𝑓 , 𝑔2), and this gives us no information about res(𝑔1, 𝑔2). In such
cases, when the EC has a non-point curtain, it becomes impossible to
use 𝑃𝐸

𝐵𝑀
to detect the intersections of the other constraints on that

curtain. In this example, 𝑓 does not have positive degree in 𝑧, so would
not be considered anyway.

Example 7. Let 𝑓 = 𝑥 − 𝑦𝑧 (which we assume to be an EC), 𝑔1 =
𝑧−𝑥 and 𝑔2 = 𝑧−𝑦 (which we assume are not ECs). Then res(𝑓 , 𝑔1) =
𝑦𝑥 − 𝑥 and res(𝑓 , 𝑔2) = 𝑦2 − 𝑥 and res(res(𝑓 , 𝑔1), res(𝑓 , 𝑔2)) =

𝑥2 (1 − 𝑥). This gives us information about the interaction of 𝑔1 and
𝑔2. In such cases, when the EC has a point curtain, 𝑃𝐸

𝐵𝑀
detects the

intersections of the other constraints on that curtain.
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Being able to classify curtains is just as important. For a given

point 𝛽 ∈ R𝑛−1, where 𝑓 ∈ R[𝑥1, . . . , 𝑥𝑛] nullifies, one can classify

a curtain with 𝛽 in its foot by looking at the lex-least semi-valuation.

If 𝜈 ′
𝛽
(𝑓 ) ≠ 0 one checks the 1-cell neighbours. If any one of those

cells also has non-zero semi-valuation at this point, then the curtain

is a non-point curtain.

4.2 Point Curtains
Point curtains do not pose a problem for the lifting process.

Proposition 2 ([19, Proposition 6]). Let 𝑓 , 𝑔 ∈ R[𝑥1, . . . , 𝑥𝑛]
and 𝛼 ∈ R𝑛−1 and suppose that the variety 𝑉𝑓 defined by 𝑓 contains
a curtain at 𝛼 . If res(𝑓 , 𝑔) (𝛼) = 0 then 𝑉𝑔 contains a curtain at 𝛼 or
intersects 𝑉𝑓 at finitely many points over 𝛼 .

The modified projection operator 𝑃𝐸
𝐵𝑀

only projects information

about the equational constraint and the resultants between the

equational and non-equational constraints. Test𝑇 in 𝑃𝐸
𝐵𝑀

will detect

curtains with point feet in R𝑛−1, and will return ⊥ if it thinks there

are non-point curtains. Any curtains, point or non-point, detected

by 𝑃𝐵𝑀 at lower levels lift to curtains with non-point feet in R𝑛−1.
The following theorem shows that 𝑃𝐸

𝐵𝑀
actually produces a sin-

invariant CAD for curtains with point feet in R𝑛−1.

Theorem 4.1 ([19, Theorem 20]). Let 𝑓 , 𝑔 ∈ R[𝑥1, . . . , 𝑥𝑛], 𝐸 be
an irreducible basis for 𝑓 our equational constraint, and suppose that
𝛼 ∈ R𝑛−1 is a cell of 𝑃𝐸

𝐵𝑀
({𝑓 , 𝑔}, Γ)𝑝𝑜𝑖𝑛𝑡𝑠 . Then 𝑔 is sign invariant

in the sections and sectors of 𝑓𝛼𝑔𝛼 .

Proof. By assumption 𝑉𝑓 has a point curtain at 𝛼 . This implies

that there exists a neighbourhood 𝐵 of 𝛼 in R𝑛−1 such that 𝜈 ′
𝛽
(𝑓 ) =

0
𝑛−1

for 𝛽 ∈ 𝐵 \ {𝛼} and 𝜈 ′𝛼 (𝑓 ) ≠ 0
𝑛−1

. Because we are using

the projection operator 𝑃𝐵𝑀 (𝐸), where 𝐸 is the set of irreducible

factors of 𝑓 , the polynomial 𝑓 is lex-least invariant with respect to

the CAD produced by the projection operator 𝑃𝐵𝑀 (𝐸). Since the
polynomial 𝑓 is lex-least invariant with respect to the CAD and 𝑉𝑓
has a curtain at 𝛼 , the CAD consists of cells of the form 𝛼 × (𝑎, 𝑏)
or point cells 𝛼 × {𝑐}, where 𝑎, 𝑏, 𝑐 ∈ R.

We know res(𝑓 , 𝑔) (𝛼) = 0. Then by Proposition 2, 𝑉𝑔 has a

point curtain at 𝛼 or intersects 𝑉𝑓 at finitely many points. If 𝑉𝑔
has a curtain at 𝛼 then 𝑔 is sign invariant (zero) in all cells over

𝛼 . Suppose 𝑉𝑓 only intersects 𝑉𝑔 at finitely many points and let

𝑍 = {𝛽1, . . . , 𝛽𝑘 } (arranged in increasing order) be the roots of 𝑓𝛼𝑔𝛼 .
Then the cells above 𝛼 will be of the form 𝛼 × (𝑎, 𝑏) or point cells
𝛼 × {𝑐}, where 𝑎, 𝑏, 𝑐 ∈ 𝑍 . Note that 𝛽𝑖 has to be either a root of 𝑓𝛼
or 𝑔𝛼 for each 𝑖 . Since 𝑔 = 0 intersects 𝑓 = 0 at only finitely many

points and all roots of 𝑔𝛼 are in 𝑍 , 𝑔 is non-zero in 𝛼 × (𝛽𝑖 , 𝛽𝑖+1). 𝑔 is
zero on the point cells (𝛼, 𝛽𝑖 ) where 𝛽𝑖 is a root of 𝑔, and non-zero

otherwise. □

Theorem 4.1 is the first point at which the merger of Lazard-style

CAD and equational constraint theory is not straight-forward.

4.3 Non-point Curtains
Even if there are non-point curtains present, we know from Theo-

rems 3.3 and 4.1 that use of 𝑃𝐸
𝐵𝑀

at the first (projection) layer and

𝑃𝐵𝑀 at subsequent layers generates a sign-invariant CAD away

from the non-point curtains. So the challenge is purely confined

to the non-point curtains (if any). Example 6 shows that we need

to consider the resultants of polynomials other than equational

constraints, as 𝑃𝐸
𝐵𝑀

has lost too much information compared with

𝑃𝐵𝑀 . Hence our strategy is the following.

(1) Project with 𝑃𝐸
𝐵𝑀

at the first layer and 𝑃𝐵𝑀 at subsequent

layers, and lift to R𝑛−1 to get decompositions 𝐷1, . . . , 𝐷𝑛−1,
and to 𝐷𝑛 , where the other constraints are sign-invariant

over the non-curtain and point-curtain cells where 𝑓 = 0.

(2) If there are no non-point curtains we are done. Otherwise

let (𝛼 (𝑖 )
1
, . . . , 𝛼

(𝑖 )
𝑛−1) be the sample points of the cells 𝐶𝑖 ∈

𝐷𝑛−1 forming the non-point curtains. We know the chosen

equational constraints is zero on these cells.

(3) Project all other constraints to R1 using 𝑃𝐵𝑀 . Let 𝑃𝑖 be the

polynomial part of the projection at level R𝑖 .

(4) In R1, consider the cells whose sample points are 𝛼
(𝑖 )
1

, and

decompose them further according to 𝑃1, refining 𝐷1 to 𝐷1,

introducing the necessary sample points.

(5) InR2, consider those cells whose sample points are (𝛼 (𝑖 )
1
, 𝛼

(𝑖 )
2

).
Their base in R1 has been split in the previous stage, but

they may also need to be split further in the 𝑥2 direction by

the polynomials in 𝑃2. Appropriate new sample points will

need to be computed.

(6) Continue to R𝑛−1 and then lift these cells to R𝑛 .

(7) We have subdivided some cells in each 𝐷𝑖 to get 𝐷𝑖 . If we

want a completely cylindrical decomposition, these subdivi-

sions may need to be extended to the whole of each 𝐷𝑖 .

Step (7) is purely a data structure manipulation: no new poly-

nomial computations need to be done beyond the computation of

sample points for the newly-split cells.

To decompose a curtain of an equational constraint is the same

as decomposing a set 𝑆 × R where 𝑆 ⊂ R𝑛−1. When working in a

curtain, the equational constraint does not give us any informa-

tion on how the rest of the polynomial constraints interact. The

following theorem validates our method of decomposing curtains

separately.

Theorem 4.2 ([19, Theorem 21]). Let 𝐴 = {𝑓 , 𝑔1, . . . 𝑔𝑚} be a
set of polynomial constraints where 𝑓 is the equational constraint.
Let 𝐷 be the CAD obtained by the applying the steps (1)–(7). Then
𝑔1, . . . , 𝑔𝑚 are sign-invariant in the cells of 𝐷 where 𝑓 = 0.

Proof. Let 𝑆 be a connected subset ofR𝑛−1 such that 𝑓 is Lazard
delineable over 𝑆 and the set {res𝑥𝑛 (𝑓 , 𝑔 𝑗 ) |1 ≤ 𝑗 ≤ 𝑚} is lex-least
invariant over 𝑆 . If 𝑉𝑓 does not contain a non-point curtain on

𝑆 , then Theorems 3.3 and 4.1 imply the result. Let us assume the

contrary. Since𝑉𝑓 contains a non-point curtain on 𝑆 , the aforemen-

tioned steps splits up 𝑆 into connected, non-intersecting subsets,

where 𝑓 is Lazard delineable and 𝑃𝐵𝑀 ({𝑔1, . . . , 𝑔𝑚}, Γ) is lex-least
invariant [4]. Hence by Theorem 3.1, 𝑔1, . . . , 𝑔𝑚 are lex-least invari-

ant in the cells of the curtains of 𝑉𝑓 , hence also sign-invariant. □

5 MULTIPLE EQUATIONAL CONSTRAINTS
We now generalise the previous ideas to include multiple equational

constraints, which involves modifying several levels of projection.
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5.1 Higher-dimensional Curtains
Definition 15 (cf [19, Definition 43]). A variety 𝐶 ⊆ R𝑛 is

called an𝑚-curtain if, whenever (𝑥1, . . . , 𝑥𝑛) ∈ 𝐶 , then (𝑥1, . . . , 𝑥𝑛−𝑚,
𝑦𝑛−𝑚+1, . . . , 𝑦𝑛) ∈ 𝐶 for all (𝑦𝑛−𝑚+1, . . . , 𝑦𝑛) ∈ R𝑚 .

In other words, 𝐶 is an 𝑚-curtain if it is a union of fibres of

R𝑛 → R𝑛−𝑚 .

Definition 16 (cf [19, Definition 44]). Suppose 𝑆 ⊆ R𝑛−𝑚
and 𝑓 ∈ R[𝑥1, . . . , 𝑥𝑛]. We say that 𝑉𝑓 (or 𝑓 ) has a𝑚-curtain at 𝑆
if for all (𝛼1, . . . , 𝛼𝑛−𝑚) ∈ 𝑆 and for all (𝑦𝑛−𝑚+1, . . . , 𝑦𝑛) ∈ R𝑚 we
have 𝑓 (𝛼1, . . . , 𝛼𝑛−𝑚, 𝑦𝑛−𝑚+1, . . . , 𝑦𝑛) = 0. We call 𝑆 the foot of the
curtain.

5.2 The Modified Projection
For multiple equational constraints, we modify our projection op-

erator further, inspired by [17]. We now assume that we are given

a quantifier-free formula of the form

(𝑓1 = 0) ∧ . . . ∧ (𝑓𝑘 = 0) ∧ Φ,

where Φ contains polynomial constraints 𝑔 𝑗 .

In this formula, the equational constraints are given by the poly-

nomials 𝑓1, . . . , 𝑓𝑘 . Since a solution set to this Tarski formula must

satisfy the equational constraints, we focus our attention on the

intersection of equational constraints.

Definition 17. Let 𝐴 be a finite set of irreducible polynomials
in R[𝑥1, . . . , 𝑥𝑛] with 𝑛 ≥ 2 and let 𝐸 be a subset of 𝐴. The modi-
fied Brown–McCallum projection operator for multiple equational
constraints 𝑃𝐸

𝐵𝑀
(𝐴) is the subset of R[𝑥1, . . . , 𝑥𝑛−1] consisting of the

following polynomials.

(1) All leading coefficients of the elements of 𝐴.
(2) The trailing coefficients of the elements of 𝐴 required by test T.
(3) All discriminants of the elements of 𝐴.
(4) All resultants res𝑥𝑛 (𝑓 , 𝑔), where 𝑓 ∈ 𝐸 and 𝑔 ∈ 𝐴 and 𝑓 ≠ 𝑔.

This differs from Definition 13 precisely as [17] differs from

[16] — by adding item (3). As before, we shall choose equational

constraints and set 𝐸 as the set of their irreducible factors.

The way we take advantage of multiple equational constraints

is by using this operator recursively. The resultants between the

chosen equational constraint and the remaining equational con-

straints are equational constraints of the projected polynomials.

Hence we take the equational constraints one at a time, so if we

have 𝑘 equational constraints we will use 𝑃𝐸
𝐵𝑀

(𝐴) for the first 𝑘
projections: see [12] for more on multiple equational constraints.

The following theorems validate the use of 𝑃𝐸
𝐵𝑀

(𝐴) recursively.

Theorem 5.1 (cf [19, Theorem 22]). Suppose 𝑓 , 𝑔 ∈ R[𝑥1, . . . , 𝑥𝑛]
both have positive degree in 𝑥𝑛 . Let 𝑆 ⊂ R𝑛−1 be a connected sub-
set such that 𝑓 does not have a curtain over 𝑆 . If disc𝑥𝑛 (𝑔), lc𝑥𝑛 (𝑔)
and res𝑥𝑛 (𝑓 , 𝑔) are all lex-least invariant over 𝑆 , then 𝑔 is lex-least
invariant on every section and sector of 𝑓 over 𝑆 .

Proof. From Theorem 3.1 we know that 𝑔 is sign invariant in

the sections of 𝑓 . Since disc𝑥𝑛 (𝑔) and lc𝑥𝑛 (𝑔) are lex-least invariant
over 𝑆 , 𝑔 is Lazard delineable over 𝑆 from Theorem 2.1. Hence 𝑔 is

lex-least invariant in the sections and sectors of 𝑓 . □

5.3 Correctness off Curtains
Theorem 5.2 (cf [19, Theorem 27]). Let 𝐴 be a set of irreducible

polynomials in 𝑥1, . . . , 𝑥𝑛 of positive degree in 𝑥𝑛 , where 𝑛 ≥ 2. Let
𝐸 be a subset of 𝐴 and let Γ be a finite set of points in R𝑛 . Let 𝑆 be a
connected subset of R𝑛−1. Suppose that each element of 𝑃𝐸

𝐵𝑀
(𝐴, Γ) is

lex-least invariant in 𝑆 . Then each element of 𝐸 is Lazard delineable
over 𝑆 and exactly one of the following is true.

(1) The hypersurface defined by the product of the elements of 𝐸
has a curtain whose foot is 𝑆 .

(2) The Lazard sections of the elements of 𝐸 are pairwise disjoint
over 𝑆 . Each element of 𝐴 is lex-least invariant in such Lazard
sections.

Proof. If we are in case 1, then at least one element of 𝐸 is zero

over the whole of the curtain, so case 2 is meaningless. Hence the

two cases are disjoint.

So assume that 𝑆 is not a foot of a curtain for any element of

𝐸. Then, since 𝑃𝐸
𝐵𝑀

(𝐴, Γ) ⊃ 𝑃𝐵𝑀 (𝐸), the Lazard sections of the

elements of 𝐸 are pairwise disjoint over 𝑆 . Then by Theorem 5.1 the

elements of 𝐴 are lex-least invariant in such Lazard sections. □

Hence, if we never encounter curtains, we have a lex-least invari-

ant stack over 𝑆 . Assuming we have (after computing resultants to

propagate equational constraints) an equational constraint in each

of 𝑥𝑛, . . . , 𝑥𝑛−𝑘+1, then 𝑘 applications of 𝑃𝐸
𝐵𝑀

followed by 𝑛 − 𝑘 − 1

applications of 𝑃𝐵𝑀 and finally 𝑛 − 1 applications of Lazard lift-

ing, will give us a lex-least invariant (for 𝐴) CAD of 𝑉𝑓1,...,𝑓𝑘 in the

absence of curtains.

5.4 Curtains
But what if we encounter a curtain of an equational constraint

(either an original equation constraint, or a resultant of equational

constraints) in the lifting? Here we have to take a leaf out of §4.3,

where we projected the whole of 𝐴 \ 𝐸 over the curtain. There may,

however, be several curtains, possibly at different levels of lifting,

and these curtains may be of derived equationsal constraints.

Hence we suggest that, if curtains are detected in the lifting

phase, we follow the methodology of §4.3 but do a complete projec-

tion of 𝐴 to R1 using 𝑃𝐵𝑀 , and then follow steps (4)–(6) to refine

the decomposition over those stacks that have curtains in them.

6 EXAMPLES
More examples are given in [22, §7.2] and [10]. The example we

consider here is the first example in [22, §7.2], taken from [11,

§2.2.3]. As originally posed, the problem is

∃𝑢 ∃𝑣 − 𝑢𝑣 + 𝑥 = 0 ∧ −𝑢𝑣2 + 𝑦 = 0 ∧ −𝑢2 + 𝑧 = 0. (10)

The order chosen by the heuristics described in [22] is 𝑢 ≺ 𝑣 ≺ 𝑦 ≺
𝑧 ≺ 𝑥 . Because we have multiple equational constraints, we can

use Gröbner bases, as suggested in [9, 12, 23]. This converts the

Cylindrical Algebraic Decomposition problem into

{𝑣𝑥 − 𝑦,𝑢𝑣 − 𝑥, ux − vz}, (11)

where the emboldened equation is taken as the equational con-

straint. This projects as follows:

{−𝑣2𝑧 + 𝑢𝑦, u2 − z}; {uv2 − y}; {𝑣}; {𝑢}. (12)
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Having chosen 𝑢𝑧 − 𝑣𝑧 as the initial equational constraint, the

curtains are 𝑢 = 0 ∧ 𝑣 = 0 and 𝑢 = 0 ∧ 𝑧 = 0, but in fact they are

decomposed into 15 cells (each into 9 but three are duplicates) as

given in [22, Table 7.1]. As described in §5.4, we have to lift 𝐴 \ 𝐸
i.e. {𝑣𝑥 − 𝑦,𝑢𝑣 − 𝑥} over these curtains.

{𝑣𝑥 − 𝑦,𝑢𝑣 − 𝑥}; ∅, ; {𝑦,𝑢𝑣2 − 𝑦}; {𝑣}; {𝑢} (13)

The combined result is a CAD with 591 cells.

If we merely adopt the “Single Equational Constraint” methodol-

ogy, the Lazard projection (as on [22, p. 238]) is

{−𝑣2𝑧 + 𝑢𝑦,𝑢2 − 𝑧}; {𝑦,𝑢𝑣2 − 𝑦}; {𝑣}; {𝑢} (14)

which gives a total of 951 cells, due to the extra 𝑦 polynomial.

This 𝑦 is a trailing coefficient which the Brown–McCallum pro-

jection does not need, so in this case the behaviour would be the

same as multiple equation constraints (which is to be expected, as

the savings after the first projection only manifest when there are

more than two polynomials in all.

7 COMPLEXITY ANALYSIS
Definition 18. Let {𝑓𝑖 } be a finite set of polynomials. The com-

bined maximum degree of {𝑓𝑖 } is the maximum element of the set⋃
𝑗

{
deg𝑥 𝑗

∏
𝑖

𝑓𝑖

}
.

Definition 19 ([14, Section 6.1]). A set of polynomials has the
(𝑚,𝑑)-property if it can be partitioned into 𝑚 sets, such that the
combined maximum degree of each set is less than or equal to d.

The outcome of the complexity analysis carried out in [19, Chap-

ter 8] (based on [14]) is summarised in Table 1. If the set of inputs

has the (𝑚,𝑑)-property then the set of projected polynomials after

projection has the (𝑀, 2𝑑2)-property, with𝑀 as in Table 1.

Table 1: Growth of polynomials in CAD

Theory by Original Single EC Multiple EC

McCallum [14]

⌊
(𝑚+1)2

2

⌋ ⌊
5𝑚+4
4

⌋ ⌊
11𝑚
4

⌋
Lazard [18]

⌊
(𝑚+1)2

2

⌋ ⌊
5𝑚+3
4

⌋ ⌊
9𝑚−1

4

⌋
Brown-McCallum [4]

𝑚 (𝑚+1)
2

⌊
5𝑚+2
4

⌋ ⌊
9𝑚−2

4

⌋
We note that there is very little improvement in the asymptotics

as we move down the table: the only leading term to change is in

the Multiple EC column, from 11 to 9. The differences in practice

are more substantial: [4, p 145] shows that their method (“Improved

Lazard”) only requires 27% of the cells of the basic Lazard method.

This shows that, if we have only one equational constraint, the

“Single EC” methods are better. However, if we have multiple equa-

tional constraints, the “Multiple EC” methods are better: for pro-

jections with two (or more) equational constraints, the number of

polynomials is bounded by𝑂 (𝑚4) for the original methods,𝑂 (𝑚2)
for the “Single EC” and 𝑂 (𝑚) for the “Multiple EC” methods.

8 CONCLUSION
We have analysed both single and multiple equational constraints.

Table 1 shows that, if we only have one equation constraint, the

“single” method is distinctly better at the cost of only producing

a sign-invariant decomposition. However only a few users would

wary of such change.

8.1 Single Equational Constraint
Theorem 3.3 tells us that we can transport the single equational

work of [16] (which can fail because of nullification) to the Brown–

McCallum projection in the cases where [16] works. The complexity

gain [12] is the same: the double exponent of the number of poly-

nomials is reduced by 1. Theorem 4.1 extends this to point curtains,

with the same complexity improvement.

Theorem 4.2 shows that we can work with an equational con-

straint even in the presence of non-point curtains, but the efficiency

gain on the curtain is more modest, and does not lend itself to a

simple formulation.

8.2 Multiple Equational Constraints
Theorem 5.2 tells us that we can transport the single equation

al work of [17] (which failed with nullification) to the Brown- -

McCallum projection in the cases where [17] worked. The compl

exity gain [12] is the same: the double exponent of the number

of polynomials is reduced by 𝑘 , the number of consecutive layers

where we can apply 𝑃𝐸
𝐵𝑀

.

In the presence of curtains, our method is probably more efficient

than purely using [4], but this is hard to quantify. See §6.

8.3 Future Work
There are several open questions.

(1) We have talked about “the number of consecutive layers

where we” have an equational constraint. This is implicit in

[17] as well. But it appears that, in the absence of curtains,

it should be possible to “mix and match” between 𝑃𝐵𝑀 and

𝑃𝐸
𝐵𝑀

, using 𝑃𝐸
𝐵𝑀

at every layer where there is an equations

constraint. But formalising this would require a suitable

induction hypothesis.

(2) §4.2 deals more neatly with point curtains in the case of a

single equational constraint. When this curtain occurs in

the lift from R𝑛−1 to R𝑛 we can probably do the same for

multiple equational constraints. But what if the point curtain

is elsewhere?We currently propose treating is as a non-point

curtain — can we do better?

(3) [12] suggested using Gröbner bases rather than resultants to

propagate equational constraints, in the setting of [17]. That

has been shown to work in §6.

(4) [1, see also [2]] introduced the concept of a “truth table

invariant CAD”, where equational constraints might only

govern part of a formula, as in ((𝑓1 = 0)∧Φ1)∨((𝑓2 = 0)∧Φ2).
This theory build on [16], so should transfer.

In addition, [19, §9.1] asks whether lex-least is the only other valu-

ation (besides sign in [6] and order in [14]) that we should consider.

It is noted there that “The property of upper-semicontinuity guar-

antees that if two polynomials are valuation invariant in a set, then

their product is valuation invariant in the same set and vice-versa,

which helps us take advantage of equational constraints”. So what

other upper-semicontinuous valuations might we consider?
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