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M
otiv

ation

In
a

drug
developm

entprogram
m

e:

�

M
any

com
pounds

w
illbe

tested.

�

D
ose

finding
studies

(P
hase

IIb)
are

conducted
for

com
pounds

show
ing

som
e

efficacy.

�

A
P

hase
IIIstudy

com
pares

the
new

treatm
entatthe

selected
dose

levelagainstthe
appropriate

control,active
or

placebo.

To
approve

a
new

treatm
ent,regulatory

bodies
(M

H
R

A
,F

D
A

)
usually

require
tw

o
positive

P
hase

IIIstudies
plus

supporting
evidence

from
the

preceding
developm

entprocess.
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E
fficienc

y

T
here

are
opportunities

for
efficientstudy

design
in:

�

selecting
the

bestofseveralversions
ofthe

treatm
entin

P
hase

IIb,

�

com
paring

one
or

m
ore

treatm
ents

vs
controlin

P
hase

III.

O
ne

m
ay

w
ish

to
em

ploy

�

m
id-study

elim
ination

ofpoorly
perform

ing
treatm

ents,

�

an
overallsequentialstopping

rule.

O
ne

m
ay

also
w

ish
to

m
erge

the
P

hase
IIb

and
P

hase
IIItrials.
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P
lan

of
talk

1.
S

election
procedures

w
ith

no
controltreatm

ent

2.
S

election
m

ethods
w

ith
testing

againsta
control

3.
S

eam
less

transition
from

P
hase

IIb
to

P
hase

III

4



1.
S

election
procedures

w
ith

no
control

treatm
ent

S
uppose

for
each

“population”
or

“treatm
ent”���

�������
	

,

�� 
� �� �� ���
�
�
�����
� �� �

A
im

:
To

selectthe
population�

w
ith

the
largestm

ean�� .
T

he
equivalentofpow

er
is

a
requirem

enton
the

probability
ofcorrect

selection
under

certain
sets

ofm
eans� �
������ ��� .

M
ethods

w
ill

inc
lude:

�

E
arly

elim
ination

ofw
eak

treatm
ents.

�

R
esponse-dependenttreatm

entallocation
to

reduce
the

inferior

treatm
entnum

ber
and

totalsam
ple

size.
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E
arlier

w
ork

P
aulson

(A
nn.

M
ath.

S
tatist.,1964)

E
lim

ination
procedures

based
on

continuous
sequentialcom

parisons

of2
populations

ata
tim

e.

R
obbins

and
S

iegm
und

(JA
S

A
,1974)

A
daptive

sam
pling

for
a

2
population

com
parison

w
ith

continuous

m
onitoring.

Jennison,Johnstone
and

Turnbull(P
urdue

S
ym

posium
,1982)

C
om

bining
the

above.

U
pdate:

To
take

advantage
ofgroup

sequentialtests,error
spending,

m
odern

com
putation.
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P
aulson’s

procedure

C
om

pare
allpairs

Treatm
ent�

vs
Treatm

ent�

.

n

S
n  =

 Σ
l=

1
n

 (X
il −

X
jl  )

E
lim

inate P
opulation  j

E
lim

inate P
opulation  i

If�� �
����
� ,then ��� P

op.�

elim
inates

P
op.�� �

� � 	 �
�� .
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P
aulson’s

procedure:
P

robability
of

correct
selection

Indifference
zone

form
ulation

!�

"

""
""
"

!

#

�

S
uppose�� $

�� �
�

for� �
�� ����
	 �
�.

T
hen��� P

opulation	

is
elim

inated
atsom

e
stage�

$

�&%
� '

��� P

op.�

elim
inates

P
op.	

atsom
e

stage�

$
� 	 �
��)(�&%
 �
� �
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P
aulson’s

procedure:
G

roup
sequential

m
onitoring

C
om

pare
treatm

ents
atregular

interim
analyses.

n

S
n  =

 Σ
l=

1
n

 (X
il −

X
jl  )

E
lim

inate P
opulation  j

E
lim

inate P
opulation  i

C
hoose

a
group

sequentialboundary
w

ith
error

rate� � 	 �
��

at

�� �
�� �
*�

and
good

early
stopping

under
likely� �
������ ��� .
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A
daptive

sam
pling

in
P

aulson’s
procedure

M
otiv

ation

O
bservations

on
the

leading
population

are
used

in	 �
�

com
parisons.

A
llocating

m
ore

observations
to

the
leader

can

�

R
educe

totalsam
ple

size

�

R
educe

observations
on

inferior
treatm

ents

–
ethicalfor

m
edicalstudies

–
w

e
learn

m
ore

aboutbetter
treatm

ents.

N
eed:

T
heory

to
supportadaptive

sam
pling

in
each

pair-w
ise

com
parison.
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A
daptive

sam
pling

in
a

group
sequential

test

Jennison
and

Turnbull(S
equentialA

nalysis,2001)

For
a

2-treatm
entcom

parison
w

ith
�
� �
�
���
�
� ��
� �
���+
� ���
�

��� �
�
�����
� ��
� �
���+
� ����

A
tanalysis,

outof -

,w
ith.
/

observations
on

population
1

and

.�/

on
population

2,

0�
/ �
0��/ �
1�
/ �
1��/

�
�
���
 �
���
� �� 
23465


274 ��

�
�
� �
 �
����8 %
/
� �

say.
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A
daptive

sam
pling

T
he

score
statistic

9/ �
8
/� 0�
/ �

0��/�
�
�
�� �
 �
��� 8
/� 8
/� �

W
ithoutadaptive

sam
pling,� 9
� 9�� ����

is
distributed

as
a

B
row

nian

m
otion

w
ith

drift�
 �
��

observed
at8
� 8�� ���

.

T
his

rem
ains

true
ifgroup

sizes.
/ �
.
: / %


and.�/ �
.�: / %


depend
on 0�
: / %
 �

0��: / %


—
butsam

pling
cannot

depend
m

ore

generally
on

� 0�
: / %
� 0��: / %
� .
T

heory
generalises

to
norm

allinear
m

odels
containing�


and��

.

T
his

extends
R

obbins
and

S
iegm

und
(1974)

to
the

group
sequentialcase.
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A
daptive

sam
pling:

P
rob

lem
1

P
roblem

1

W
ith	

;=<

,sam
pling

rules
ofinterestdo

notsatisfy

“,

th
group

sizes
for

populations
1

and
2

depend

only
on 0�
: / %
 �

0��: / %


”.

S
olution

�

F
ix

sam
pling

ratios
atthe

startofeach
group,

�

estim
ate�� �

��

w
ithin

each
group

ofdata,

�

com
bine

estim
ates

w
ith

w
eights

>

variance %

.

T
his

equates
to

fitting
a

linear
m

odelw
ith

additive
“stage”

effects

—
also

recom
m

ended
to

avoid
bias

from
tim

e
trends.
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A
daptive

sam
pling:

P
rob

lem
1

JT
(2001)

assess
perform

ance
of2-treatm

enttests:

W
ith

stage
effects

in
the

m
odel,one

cannotcom
pensate

later
on

for

sub-optim
alsam

pling
ratios

in
early

stages.
S

avings
in

Inferior
Treatm

ent

N
um

bers
are

reduced
by

abouta
half.

�

F
itting

stage
effects

to
avoid

bias
from

a
tim

e
trend

is
reasonable.

�

B
ut,ifsuch

a
trend

is
notreally

present,data
are

being
used

inefficiently
—

ethically
questionable

for
m

edicalstudies

JJT
(1982)

took
a

“heuristic”
line,running

sim
ulations

oftheir
m

ethods

w
ithoutstage

effects
and

there
w

as
no

apparentharm
to

error
rates.
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A
daptive

sam
pling:

P
rob

lem
2

P
roblem

2

Inform
ation

levels
for

com
paring

populations�

and�

8
�� : 
��8
�� : ���8
�� :�?� ���
�

depend
on

the
sam

pling
rule,w

hich
involves9�� : 
� 9�� : �� 9�� :�?� ���

.

S
tandard

group
sequentialdesigns,including

error
spending

tests,do
not

allow
such

a
dependence.

S
olution

A

R
eported

studies
ofsuch

“data-dependentanalysis
tim

es”
show

only
m

inor

effects
on

error
probabilities

—
trustthese

studies
and

ignore
the

problem
!
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A
daptive

sam
pling:

P
rob

lem
2

S
olution

B

R
ecentdesigns

w
hich

“adapt”
to

observed
data

offer
a

precise
solution:

D
enne

(S
tatistics

in
M

edicine,2001),

M
üller

and
S

chäfer
(B

iom
etrics,2001).

P
rocedure

�

S
etup

an
error

spending
testfor

anticipated� 8
� 8�� ����

�

R
ecursively

for, �
�� +
� ���

,

–
A

tanalysis,

,com
pute

conditionalerror
probabilities

given9/

–
R

un
stages,5

�

to -

as
an

error
spending

testw
ith

this

conditionalerror.
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A
sam

pling
rule

(JJT
,1982)

In
com

paring� �
�

populations
w

ith
a

control,the
m

ostefficient

allocation
is� �

�
observations

on
the

controlto

�

observation
on

each
other

population.

A
daptive

rule:

A
tstage,

,w
ith�/

non-elim
inated

populations,sam
ple

�/ �
�

observations
on

the
leading

population
to

�

observation
on

each
other

population.

17



A
group

sequential
P

aulson
procedure

w
ith

adaptive
sam

pling

E
lim

inate
populations

using
P

aulson’s
pair-w

ise
com

parisons.

R
un

these
com

parisons
as

error
spending

group
sequentialtests.

a)
B

ase
tests

on
overallpopulation

m
eans

(cfJJT,1982)

S
am

ple
in

stage,

to
achieve

ratios

�/ �
�@
�@
���@
�

oftotalobservations
on

the�/
surviving

populations.

b)
C

om
bine

stage-w
ise

estim
ates

ofeach�� �
��

S
am

ple
in

ratios

�/ �
�@
�@
���@
�

w
ithin

stage,

.

P
roblem

1
is

dealtw
ith

properly
in

(b);P
roblem

2
is

ignored
(S

olution
A

!)

18



B
eyond

the
indiff

erence
zone

!�

"

"

""
""

!

#

�

W
hatifthere

is
a��

w
ithin�

ofthe
highest�� ?

Itshould
be

O
K

to
selecta

population
w

ithin�

ofthe
best.

B
utcan

a

non-optim
alpopulation

elim
inate

the
best,then

be
elim

inated
itself?

K
ao

and
Lai(C

om
m

.
S

tatist.
T

h.
M

eth.,1980)
provide

a
solution,raising

the
boundary

for
any

pair-w
ise

elim
ination

before
the

finaldecision.

T
his

m
ethod

w
orks

for
P

aulson’s
procedure

w
ith

adaptive
sam

pling
and

can
be

extended
to

choosing
the

bestA

populations
outof	

.

19



Ideas
to

take
forw

ard
to

com
parisons

w
ith

a
control

�

P
aulson’s

schem
e

offers
a

sim
ple

approach
to

sequentialelim
ination

of

treatm
ents.

�

P
air-w

ise
com

parisons
plus

“B
onferroni”

is
notbadly

conservative.

�

U
sing

efficientgroup
sequentialtests

in
each

pair-w
ise

com
parison

leads
to

good
overallperform

ance.

�

A
daptive

treatm
entallocation

can
help

reduce
sam

ple
size.

�

D
ealing

w
ith

pow
er

is
notsim

ple
w

hen
you

need
to

consider
a

procedure’s
behaviour

under
allpossible

vectors
oftreatm

entm
eans.

20



2.
S

election
m

ethods
w

ith
testing

against
a

control

A
im

:
C

onducta
single

study
to

selecta
treatm

ent(e.g.,dose
level)

and

testfor
superiority

to
a

control.

Tw
o-stage

procedures
are

proposed
by:

T
hall,S

im
on

and
E

llenberg
(B

iom
etrika,1988)

S
chaid,W

ieand
and

T
herneau

(B
iom

etrika,1990)

S
tallard

and
Todd

(S
tatist.

in
M

edicine,2003)

S
tage

1:

C
om

pare	

experim
entaltreatm

ents
and

1
control.

S
tage

2:

Ifappropriate,continue
w

ith
selected

treatm
ents

vs
the

control.

21



S
election

and
testing

T
he

3
papers

consider
3

differentresponse
types

(binary,survival,general)

butgeneric
norm

alteststatistics
are

used
in

each
case.

W
e

shalllook
atthe

T
S

E
procedure

in
detail:

Index
controltreatm

entby
0,

experim
entaltreatm

ents
by

1,...,k.

S
tage

1

Take.


observations
per

treatm
entand

control.

D
enote

standardised
statistic

for
com

paring
treatm

ent�

againstcontrolby

B� : 


and
letthe

m
axim

um
ofthese

beB�DC: 

.

IfB� C: 
 E
F
�

selecttreatm
ent�HG

and
proceed

to
S

tage
2,

ifB� C: 
$
F
�

stop
and

acceptIJ :�J �
�
 �
��� �
�� .

22



S
election

and
testing

S
tage

2

Take.�

further
observations

on
selected

treatm
ent,� G

�

and
control.

C
om

bine
data

from
both

stages
in

the
standardised

statisticB� C: �

.

If B� C: �KE
F��

reject IJ
and

conclude�� CE
�J ,

if B� C: � $
F��

accept IJ .—
—

—
—

—
—

V
alues

of.
� .�� F


andF�

need
to

be
chosen

to
satisfy

type
Ierror

and
pow

er
conditions.

T
here

is
additionalfreedom

to
tune

the
procedure’s

perform
ance,e.g.,

m
inim

ise
expected

sam
ple

size
in

certain
situations.

23



Type
Ierror

and
po

w
er

T
he

experim
entaltreatm

ent� G

is
said

to
be

“chosen”
if

treatm
ent� G

is
selected

atthe
end

ofS
tage

1,
and

IJ

is
rejected

in
favour

of�� CE
�J

atS
tage

2.

T
he

type
Ierror

rate
is

��L � A
ny

experim
entaltreatm

entis
chosen�

underIJ :�J �
�
 �
��� �
�� .

P
ow

er
depends

on
the

fullvectorM �
���J� �
������ ��� .
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Type
Ierror

and
po

w
er

!

�J

�J 5
�


�J 5
��

M
arginal

im
provem

ent

C
linically

significant

im
provem

ent
NN
NN

N

A
ny

treatm
entw

ith�� ; �J 5
��

is
said

to
be

“acceptable”.

C
onsider

cases
ofM

w
here:

atleastone
treatm

entis
acceptable,

no��

lies
in

the
interval���J 5

�
� �J 5
��� .

T
he

pow
er

function
is

�O�
P� M� �
��L � A

n
acceptable

choice
is

m
ade� �

25



Type
Ierror

and
po

w
er

T
S

E
show

that,over
cases

as
described

above, �O�
P� M�

is
m

inim
ised

under
the

leastfavourable
configuration:

�
 �
��� �
��&%
 �
�J 5
�


and

�� �
�J 5
�� �

T
hey

callthis
configurationM G

and
specify

a
value

for� �
P� M G
�

as
their

pow
er

condition.

N
um

ericalintegration
is

feasible
underIJ

andM G

.
H

ence,param
eters

.
� .�� F


andF�

satisfying
the

type
Ierror

and
pow

er
conditions

can

be
found.

Tests
m

inim
ising

expected
sam

ple
size

averaged
over

these
tw

o
cases

are

found
by

searching
feasible

param
eter

com
binations.
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T
hall,

S
im

on
and

E
llenberg’s

procedure

C
om

m
ents

on
the

T
S

E
tw

o-stage
procedure

Inclusion
ofthe

controltreatm
entin

S
tage

1
is

im
portant:

itallow
s

results

from
thatstage

to
be

pooled
w

ith
the

data
on

treatm
ent� G

vs
the

control

in
S

tage
2.

T
he

type
IIerrors

underM G

com
prise

m
ostly:

failure
to

reject IJ ,
to

a
sm

aller
degree:

choosing
a

sub-optim
altreatm

entas

superior
to

the
control.
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S
chaid,

W
ieand

and
T

herneau
(B

io
m

etrika,1990)

S
chaid

etalallow
m

ore
options

atthe
end

ofS
tage

1:

stop
to

accept IJ ,
stop

and
choose

an
experim

entaltreatm
entas

superior
to

the
control.

M
ore

than
one

experim
entaltreatm

entm
ay

continue
to

S
tage

2.
T

his
is

appropriate
for

a
survivalstudy

w
here

differences
m

ay
appear

in
longer

term
survival.

Type
Ierror

and
pow

er
properties

are
found

by
pairw

ise
com

parisons
w

ith

the
control,com

bined
by

B
onferroni’s

inequality.

28



S
tallard

and
Tod

d
(S

tatist.
in

M
ed

icin
e,2003)

S
tallard

and
Todd

selectjustone
treatm

entatthe
end

ofS
tage

1.

T
hey

allow
further

interim
analyses

during
S

tage
2

atw
hich

term
ination

m
ay

occur
either

to
acceptor

to
reject IJ .

T
hese

analyses
are

defined
as

a
group

sequentialtestw
ith

a
specified

error
spending

function.

C
om

putations
are

based
on

the
nulldistribution

ofthe
m

axim
um

score
for

an
experim

entaltreatm
entagainstthe

control(atthe
end

ofS
tage

1),

follow
ed

by
increm

ents
in

this
score

according
to

the
usualstochastic

process.
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3.
S

eam
less

transition
from

P
hase

IIb
to

P
hase

III

T
he

proposals
ofT

S
E

,S
W

T
and

S
T

can
be

used
w

ith
S

tage
1

taking
the

place
ofa

P
hase

IIb
trialand

S
tage

2
the

ensuing
P

hase
IIItrial.

T
hese

proposals
can

be
extended.

O
ne

could:

(i)
C

om
bine

allthe
various

ingredients
ofthe

3
m

ethods

(ii)
A

llow
sequentialm

onitoring
and

elim
ination

ofinferior

treatm
ents

throughout

(iii)
Introduce

unequal/data-dependenttreatm
entallocation.

Itw
ould

be
difficultto

com
pute

properties
ofsuch

com
plex

designs
—

let

alone
find

“optim
al”

versions.

30



M
odelling

the
dose-response

curve

W
hen

com
paring

dose-levels,itis
naturalto

expectefficacy
to

change

fairly
sm

oothly
as

dose
increases.

In
their

A
S

T
IN

trial,K
ram

s
etal(2003)

adopted
a

sim
ple

nonparam
etric

dose-response
m

odeland
developed

a
B

ayesian
approach

to
design,

m
onitoring

and
analysis.

T
he

resulting
adaptive

experim
entaldesign

contains
the

elem
ents

ofthe

T
S

E
,S

W
T

and
S

T
proposals.

C
om

putation
is

quite
a

task,buta
close-to-optim

aladaptive
sam

pling

schem
e

can
be

found.
Frequentistproperties

ofthe
design

are
found

by

sim
ulation

and
param

eters
tuned

to
give

a
specified

Type
Ierror

probability.
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C
om

bining
tw

o
or

m
ore

P
hase

IIIstudies

T
here

is
efficiency

in
using

a
single

controlarm
to

assess
severalactive

treatm
ents.

B
ut,w

hen
a

treatm
entproves

successful,the
rem

aining
lifetim

e
ofits

patentis
param

ountto
the

developers
—

so,savings
in

trialcosts
are

unhelpfulifthey
cause

a
delay

in
reaching

a
positive

outcom
e.

W
hatever

you
decide

to
do:

P
roblem

form
ulation

is
crucial—

w
hatdo

you
really

w
ish

to
achieve?

K
eeping

som
e

sim
plification

can
help

to:

m
ake

com
putations

feasible,

give
an

easily
interpretable

m
ethod.
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