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C
lassical

group
sequential

tests
(G

S
T

s)

P
ocock

(1977),O
’B

rien
&

F
lem

ing
(1979):

Tw
o-sided

tests
w

ith
early

stopping
to

reject�� .
T

h
en

O
ne-sided

tests,equivalence
testing.

E
arly

stopping
for

futility.

U
npredictable

group
sizes

—
error

spending
tests.

G
eneralresponse

distributions,survivaldata.

F
lexible

m
onitoring:

repeated
confidence

intervals,stochastic
curtailm

ent.

O
ptim

ized
designs.

S
am

ple
size

re-estim
ation

(internalpilots).

M
ultiple

endpoints,m
ulti-arm

trials.

A
daptive

treatm
entallocation:

for
balance,to

reduce
inferior

treatm
ent.
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M
odern

adaptive
m

ethods

B
auer

(1989),B
auer

&
K

öhne
(1994),Lehm

acher
&

W
assm

er
(1999):

R
e-defining

treatm
entor

m
ajor

endpoint.

R
esponding

to
externalevents

or
to

internalinform
ation

(e.g.,safety).

A
dapting

to
nuisance

param
eters

(e.g.,variance).

A
dapting

to
interim

estim
ates

ofeffectsize.

C
ui,H

ung
&

W
ang

(1999):

R
escuing

an
under-pow

ered
study.

P
ossibility

ofusing
this

approach
to

delay
the

finalchoice
ofpow

er
until

there
is

interim
inform

ation
on

the
effectsize.
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M
odern

adaptive
m

ethods,
contin

ued

P
roschan

&
H

unsberger
(1995),S

hen
&

F
isher

(1999):

D
esigns

w
ith

m
odification

ofsam
ple

size
built-in.

S
etting

sam
ple

size
for

conditionalpow
er

under
estim

ated
effectsize.

A
d

hoc
proposals

tend
to

im
prove

on
fixed

sam
ple

designs
butto

be
less

efficientthan
com

peting
G

S
T

s.

T
h

en

P
osch,B

auer
&

B
rannath

(2003):

O
ptim

izing
w

ithin
defined

classes
ofdesigns.

Liu,A
nderson

&
P

ledger
(2004):

O
ptim

izing
designs

for
“com

m
ercialutility”.
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R
em

arks
on

G
S

T
s

and
A

daptive
tests

D
evelopm

entofG
S

T
s

has
m

atured
to

m
eetpracticalneeds

and
to

address

specialised
problem

s.

R
ecently

proposed
adaptive

designs
have

additionalbreadth,particularly:

R
e-defining

treatm
entor

m
ajor

endpoint.

R
esponding

to
externalevents.

R
escuing

an
under-pow

ered
study.

S
om

e
ofthese

features
could

be
incorporated

in
classicalG

S
T

s,especially

the
ability

to
response

to
externalevents

by
re-design

preserving
the

conditionaltype
Ierror

probability.
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C
riticism

s
of

adaptive
designs

F
irst

a
p

o
sitive

co
m

m
en

t

In
im

proving
on

a
fixed

sam
ple

design,any
sensible

step
tow

ards
a

schem
e

ofinterim
m

onitoring
and

possible
early

stopping
should

be

helpful.
F

urther
gains

from
finding

the
bestsequentialdesign

m
ay

be

relatively
sm

all.

T
hus,recentpublicity

for
adaptive

designs
is

good
as

itdraw
s

attention
to

the
benefits

ofinterim
m

onitoring
and

early
stopping.

C
riticalco

m
m

en
ts

1.
M

any
proposals

ofadaptive
designs

in
the

literature
are

dem
onstrably

inferior
to

standard
G

S
T

s.

2.
T

he
notion

thatone
can

use
interim

data
to

refine
a

study’s
pow

er

requirem
entleads

to
confused

thinking
and

inefficientstudy
designs.
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1.
E

fficienc
y

of
G

S
T

s
and

adaptive
tests

P
roblem

form
ulation:

���

effectsize

to
test�� :� �

�
against��

�

w
ith

type
Ierror

rate�

under���
�

and
pow

er�
	
�

at���
� ,

m
inim

izing
the

objective
function

� �


�� ����
���
�

or
� �

�� �� �
���
���
� �

F
ix

m
axim

um
num

ber
ofanalyses�

and

m
axim

um
sam

ple
size �

� �

(fixed
sam

ple
size).

S
pecialcases: � �
�

for
continuous

m
onitoring,

� �
�

for
unconstrained

m
axim

um
sam

ple
size.
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E
fficienc

y
of

G
S

T
s

and
adaptive

tests

B
oth

adaptive
and

non-adaptive
tests

have
the

sam
e

basic
form

:

S
am

ple
the

firststage
w

ith
its

specified
group

size,

decide
w

hether
to

stop
or

continue,

�choose
group

sizes
and

stopping
boundary

values

for
second

stage
in

the
lightoffirststage

data.

S
am

ple
the

second
stage

w
ith

its
specified

group
size,

decide
w

hether
to

stop
or

continue,

�choose
group

sizes
and

stopping
boundary

values

for
third

stage
in

the
lightofsecond

stage
data.

���
�O
nly

for
adaptive

designs
—

group
sizes

and
boundaries

have
to

be

pre-specified
in

the
non-adaptive

case.8



E
fficienc

y
of

G
S

T
s

and
adaptive

tests

A
ny

design,adaptive
or

non-adaptive,has
an

overall
pow

er
function

and

expected
sam

ple
size

function.
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M
atching

the
pow

er
curves

at�

for� �
�

and�
	
�

for���
�

gives

com
parability,as

does
fixing �

and�

.
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E
fficienc

y
of

G
S

T
s

and
adaptive

tests

S
ince

the
class

ofadaptive
tests

is
larger,itshould

yield
a

low
er

m
inim

ized

objective
function�

.

B
utw

e
stillneed

to
ask:

H
ow

greatcan
the

benefitbe
ofadaptively

choosing
group

sizes?

H
ow

efficientare
adaptive

tests
proposed

in
the

literature?

A
re

they
better

or
w

orse
than

m
atched

non-adaptive
G

S
T

s?

W
hatare

the
characteristics

ofefficientdesigns,both
adaptive

and
non-adaptive?
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E
fficienc

y
of

G
S

T
s

and
adaptive

tests

A
vg

E
(N

)

�

100

9080706050

N
on-adaptive

���
 

���
!

���
"

���
#

���
$

���
 %

���
&

A
daptive

� �
 

� �
!

� �
"

� �
#

� �
$

� �
 %

� �
&

A
lloptim

aldesigns

are
based

on
sufficient

statistics.

O
ptim

aladaptive
designs

have
very

specific

sam
ple

size
rules.

V
arious

proposals
for

adaptive
designs

are

notclose
to

optim
al.

Jennison
&

Turnbull(2005)
“A

daptive
and

non-adaptive
group

sequentialtests”.
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C
om

m
ercial

utility

1.
Jennison

&
Turnbullderived

optim
aladaptive

and
non-adaptive

tests
in

a
decision

form
ulation

w
ith

costs
for

'(*)
 +�� R

eject ���

penalty
for

type
Ierror,

	
', )
 +-� R

eject ���
rew

ard
for

positive
study

outcom
e,

. �� �� �
���
���
�

sam
pling

cost.

2.
Liu,A

nderson
&

P
ledger

adopta
“com

m
ercialutility”

taking
the

sam
e

type
Ierror

and
sam

pling
costs

butw
ith

	
./ � '� �� )
� R

eject�����
�

as
rew

ard
for

a
positive

outcom
e

and
adding

./ �10
� ����
2 ��3
� R

eject���4 �
�

opportunity
costofstudy

length.
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C
om

m
ercial

utility

In
both

cases,costofa
type

Ierror
is

adjusted
to

give
type

Ierror
rate�

.

In
(1),the

type
IIerror

costis
adjusted

to
give

a
fixed

type
IIerror

rate�

.

In
(2),the

costs
are

obtained
from

a
com

m
ercialm

odeland
the

type
II

error
rate

is
notconstrained.

For
either

form
ulation,w

e
can

optim
ise

over
non-adaptive

group
sequential

designs
or

optim
ise

over
adaptive

designs
w

hich
allow

data-dependent

choice
ofgroup

sizes.

In
both

cases,the
gain

from
adaptivity

is
sm

allw
hen

expressed
in

percentage
term

s.
S

ince
the

sum
s

involved
in

(2)
are

m
illions

ofdollars,

this
can

stillbe
interesting

—
so

sound
statisticaladvice

has
a

high
value!
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2.
U

sing
interim

data
to

refine
a

po
w

er
requirem

ent

T
hinking:

W
e

w
ould

like
pow

er
0.9

under
the

true
effectsize,� ,but

w
e

don’tknow
w

hatthis
is.

E
xam

ple:
an

optim
istic

view
is���

5� ,
the

m
inim

alclinically
significanteffectis���

�� .
S

tartthe
study

offw
ith

pow
er

0.9
under���
5� .

A
tthe

half-w
ay

stage,exam
ine

the
interim

estim
ate 6�7

and
re-size

the

study.
P

reserve
the

conditionaltype
Ierror

probability
and

achieve

conditionalpow
er

0.9
at

���
5�

if 6�7 8
5�9

���
6�7

if ��:
6�7 :

5�9

���
��

if 6�7 ;
�� �

P
ossibly

stop
for

futility
if 6�7

is
really

low
.
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U
sing

interim
data

to
refine

a
po

w
er

requirem
ent

(i)
A

p
racticalp

ro
blem

—

6�7

is
a

highly
variable

estim
ate

of� .
S

uppose
100

observations
are

enough
to

test �� :� �
�

against��
�

w
ith

one-sided
type

Ierror
rate

0.025
and

pow
er

0.9
at���

5� .
T

hen,w
ith

100
observations,the

standard
error

of 6�

is

s.e.� 6�� �
< �5�

A
fter

just50
observations,the

standard
error

of 6�7

is

s.e.� 6�7� �
< �5 �

5 �
= �> �

S
o

if 6�7 �
�59

a
95%

confidence
intervalfor�

is� 	
?9 5@� .

Treating
this

estim
ate

as
accurate

is
a

source
ofinefficiency.
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U
sing

interim
data

to
refine

a
po

w
er

requirem
ent

(ii)
T

h
is

is
co

n
fu

sed
th

in
kin

g
anyw

ay.

O
nce

the
rule

for
re-calculating

sam
ple

size
is

stated,a
design

has
been

specified.
T

his
has

a
pow

er
curve.
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S
o,the

pow
er

ateach
possible

value
of�

is
determ

ined
atthe

outset

anyw
ay

—
justas

in
a

m
ore

standard
approach.

A
nd,w

e
could

have
achieved

this
pow

er
curve

directly.
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