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Forecasting: Past, Present and Future
I will present some highlights (and lowlights!) from my forecasting career.
We learn from our successes, but also from our failures. Can give plenty of examples of the latter!!
I also look more generally at forecasting today, and briefly at the future.
Member IIF since 1983
Assoc. Ed. JoF 1983-85; IJoF 1985-2001

Honorary Fellow IIF 2003 -

for which honour many thanks!

1963-64. Imperial College, London. Took time-series course from Gwilym Jenkins. No textbooks available.

1964. Graduate student of Jenkins. Mainly Control, rather than forecasting. See BJ, JRSS B, 1962.

Used paper tape and then punched cards!

1967. Gave a time-series course helped by notes from David Cox → The Analysis of Time Series, 1975 (now 6th edn, 2004)
1970. Box-Jenkins book published 

- 3rd edn 1994 with Greg Reinsel
1972. Research student, David Prothero, programmed software for fitting ARIMA models. ->       First (?) case study: 

Chatfield and Prothero, B-J seasonal forecasting: Problems in a case study, JRSS A, 1973.
Lively discussion!!

Our first modeling attempt led to forecasts that were intuitively implausible.
1977-2005. Holt-Winters Forecasting. 

Exponential smoothing (ES) for data showing trend and seasonal.

A good straightforward method. Practical studies in App. Stats., 1978, and The Statistician, 1988 (with Yar)
ES optimal for many models including some with non-constant variance – 

Chatfield, Koehler, Ord, Snyder. The Statistician, 2001.
Important update: Gardner’s ‘ES: The State of the Art – Part II’, IJoF.
1988-2001. Which method is best?
J. App. Stats., 1988.

Time-Series Forecasting (TSF), 2001,

Chap 6.

No simple answer.

Choice depends on type of problem, type and length of data, length of horizon, number of series, level of expertise available, etc.
In most forecasting competitions, average differences between better methods are small, e.g. M, M2, M3 competitions.

What is meant by ‘best’? 

The measure of accuracy is crucial. 
Must compare like with like → 

Apples, Oranges & MSE, IJoF, 1988
Be suspicious of large differences. If a new forecasting method appears much better, often something wrong.
Ex. Ghiassi et al, IJoF, 2005. Dynamic Artificial Neural Networks (DANN)

Analyse 6 series. Get much better forecasting results with DANNs for every series. 
Example: Airline Data; SSE Results
	Method
	Training 
	Forecasting 

	Best NN
	0.81
	0.52

	Best ARIMA
	1.08
	0.43

	Best DANN
	0.11
	0.11


DANN much, much better.

Can we believe these results?

A real breakthrough or something wrong? Hard to believe such an implausible improvement. I cannot understand the theory or practice behind DANNs, and I cannot easily replicate the results.
Forecast comparisons must be fair. Need transparency (full disclosure) so that replication can take place.

Need to use exactly the same information. All forecasts must be genuine out-of-sample (ex-ante) forecasts, applied with same degree of expertise, using appropriate measure of accuracy.

Many competitions are not ‘fair’ and so the results may not be helpful.
Even if results are fair, how do we tell if differences are ‘large’?

Can we use tests of significance to assess differences between methods?
Koning et al, 2005, IJoF, say that ‘rigorous statistical  testing’ is needed in ‘any evaluation of forecast accuracy’.
But samples of time series are not a random sample, and different methods are applied by different people.

So are tests valid?
I suggest it is more important to assess whether differences are of practical importance and whether forecasts have been calculated in comparable ways?

The relevance of competition results and significance tests to ‘ordinary forecasting’ is still unclear.

1990-2001. Interval Forecasts.
JBES, 1993. TSF, 2001, Chap 7.

Chapter in Armstrong’s Principles.

Interval forecasts or density forecasts (fan chart) are generally more informative than point forecasts, but often not given. 
Little guidance in textbooks.

Usually calculate interval forecasts conditional on a fitted model - often a ‘best-fit’ model  →     Related topic: 
Model Uncertainty (MU)
JoF, 1996; TSF, 2001, Chap 8.

MU increases forecast error variance but is usually ignored. This partly explains why
Out-of-sample forecasting accuracy often disappointing compared with within-sample fit.

1993-8. Neural Nets. Forecasting breakthrough or passing fad? (IJoF, Editorial, 1993)

(This question applied to many new methods.)
Can get reasonable results with NNs (Faraway and Chatfield, Applied Stats, 1998) but many difficulties. Still need careful model identification – avoid ‘black box’ approach. 
1995. Publication Bias.

Positive or negative? IJoF, Editorial, 1995.

Researchers publish encouraging results, but may hide poor results.

Important source of bias in forecasting (and in medical research) and has happened with NNs and some other methods.
How can it be prevented? Should editors publish disappointing results? (c.f. publish sig and non-sig results)
Some Other Topics: 

Thoughts on present and future
State-space models. Harvey’s structural models. West-Harrison dynamic linear models. Economist’s unobserved components models. The Kalman Filter. More versatile class of models than ARIMA? Need more widely available software.
Multivariate forecasting – very difficult, both in theory and practice. I struggle. Can it be made easier? Use VAR?
Non-linear models – Tests for non-linearity; Model-fitting; Comparison with linear models. Much to do!

Long-memory models -- Interesting theory.

ARCH and GARCH models. To describe changing variance. I haven’t used them.

Computationally intensive methods!?
Lots of current research. But how do you check the results? They worry me!
Calibration. Needs more work.

Some further thoughts

1. Good software is very important.

2. Consider combining forecasts or getting a range of forecasts under different conditions – scenario forecasting
3. A new method is highly unlikely to be a universal panacea, but rather is either a  useful addition to a forecaster’s toolkit or a passing fad.
4. Trend (global or local?) and seasonality (estimate or remove?) are often key sources of variation
Some alternatives:

Theoretical v Empirical
· complementary

Few series v Many series

Complicated v Simple v Simplistic







(Avoid over-simple)

Univariate versus multivariate

(For stable situation   (with known causal   or as a ‘yardstick’)              variables)
Experience in Consulting.
Forecasting can go horribly wrong!
Avoiding trouble is more important than optimality!
The really important advice is:

· Draw clear time plot; Look at it. Trend? Seasonality? What else?
· Check data quality - Are data ‘good’? How were they collected? Clean data? Transform data?
· Understand the context; Ask questions; Formulate problem carefully; Clarify objectives; How will forecast actually be used? Have you got all relevant information? 
· Use common sense
· Be prepared to improvise and try more than 1 method
· Keep it simple
· Consult Armstrong’s 139 Principles

Examples

Difficult to give the flavour of real-life forecasting problems. Textbook examples can be rather artificial and designed to illustrate a particular technique.

Recent consultancies

a) What to do about one outlier

b) What to do about a sudden change in seasonal pattern

c) Dealing with missing observations

d) Wrong objective provided
