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The work in this article was motivated by a question about Fibonacci
sequences in groups. Let a, b be arbitrary elements of a group G. We define
a Fibonacci sequence in G as for the integers. Let x0 = a, x1 = b and
xn+1 = xn−1xn. In [3], Wall investigated the length of the fundamental
period of the Fibonacci sequence in a finite cyclic group. Aydin and Smith [1]
looked more generally at finite nilpotent groups. The study quickly reduces
to finite p-groups. Denote by k(G), the length of the fundamental period of
the Fibonacci sequence in G. Aydin and Smith proved the following theorem
that generalises a result that Wall obtained in the cyclic case.

Theorem (Aydin, Smith [1]) If G is a finite p-group, then k(G) divides
k(Z/pZ)pc−1 where c denotes the p-class of G.

Although this result seems to be optimal for the general case, the behaviour
of the Fibonacci sequence turns out to depend on the group. Aydin and
Smith for example observed that k(R(2, 5)) = k(Z/5Z) = 20, where R(2, 5)
is the largest finite 2-generator group of exponent 5. This looks quite mys-
terious when one compares with the theorem above. The theorem only tells
us that k(R(2, 5)) divides 20 · 511.

We will prove a quite general result about certain automorphisms on groups
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of prime exponent that will clarify the above mystery. Let G be a fi-
nite 2-generator group of exponent p, where p is a prime number and let
φ ∈ Aut(G). Let φ̃ be the induced vector space isomorphism on G/[G,G].
We ask ourselves the following question. How are the exponents of φ and φ̃
related? Our main result is the following.

Theorem Let G be a finite 2-generator group of exponent p, for some
prime number p and let φ ∈ Aut(G). Let φ̃ be the induced automorphism
on G/[G,G]. Suppose

(a) The minimal polynomial of φ̃ is of the form (x− λ)2, where λ has order
p− 1 in Z

∗

p.
(b) G has class at most r(p− 1) where r ≥ 2.

Then φpr−1(p−1) = 1.

Note that the p(p − 1) is also the order of φ̃. So letting r = 2, the theorem
tells us that the order does not increase until the class goes beyond 2(p− 1).
The bound 2(p − 1) is probably sharp. We will see that this is true when
p = 5. We will see later that it follows from this theorem that k(R(2, 5))
should be at most 100 = 20 · 5. We will also see that the reason why the
length turns out to be 20 rather than 100 seems to be an accident and we
construct an automorphism of R(2, 5) that reduces to the Fibonacci recur-
rence on the largest abelian quotient but has order 100.

We now begin the proof of the theorem. Let G be a 2 generator group
of exponent p, where p is a prime, and let φ ∈ Aut(G). Let φ̃ be the induced
automorphism on G/[G,G]. Suppose the minimal polynomial of φ̃ is (x−λ)2

where λ has order p− 1 in Z
∗

p. We can then choose the generators u, v for G
such that

φ(v) = vλu and φ(u) = uλ (1)

modulo [G,G]. Let H = 〈u〉G, the normal closure of u in G. From (1) it is
clear that H is a φ-invariant subgroup of G. We start with an elementary
well known lemma.

Lemma 1 [u,p−1 v] ∈ [H,H ].
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Proof Since G is of exponent p, we have (modulo [H,H ])

1 = (vu)p

= vpuvp−1+···+v+1

= u[u, vp−1]u[u, vp−2] · · ·u[u, v] · u

= up[u, v](
p

2
)[u,2 v]

(p

3
) · · · [u,p−2 v]

( p

p−1
)[u,p−1 v]

= [u,p−1 v] 2

It follows that H is generated modulo [H,H ] by u, [u, v], [u,2 v], . . . [u,p−2 v].
By (1), the induced linear map on H/[H,H ] has a lower triangular matrix
(with respect to these generators) of the form

A =

















λ
∗ λ2

· ∗ ·
· · ∗ ·
· · · ∗ ·
· · · · ∗ λp−1

















Since the eigenvalues are distinct, the matrix is diagonalisable and thus
Ap−1 = I. In other words [H, 〈φp−1〉] ≤ [H,H ]. The first identity in (1) also
gives [G, 〈φp−1〉] ≤ H . By an induction using the three subgroups lemma, it
follows that

[γi(H), 〈φp−1〉] ≤ γi+1(H)

for all integers i ≥ 0. Let F be the free group of rank two generated by x and
y. Using standard techniques involving Hall’s commutator collection process
(see for example [2], chapter 3) one can see that

[x, yp] = [x, y]pc
(p

2
)

2 · · · c
( p

p−1
)

p−1 cp

where ci ∈ γi(y
F ). Let g ∈ G. Since G is of exponent p it follows that [g, φp−1]

is a product of commutators in g and φp−1 with at least p occurrences of φp−1.
Repeated application of the inclusion [γi(H), 〈φp−1〉] ≤ γi+1(H) ≤ γi+2(G),
gives [g, φp(p−1] ∈ γp+1(G). Hence

[G, φp(p−1)] ≤ γp+1(G).

We have therefore proved the following.
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Proposition 2 If G has class at most p then φp(p−1) = 1.

As a step towards larger nilpotency class, we introduce the notion of a λ-
automorphism. We say that an automorphism ψ on a finite p-group is a λ-
automorphism if the generators can be chosen in such a way that ψ(x) = xλ

for each generator x.

Lemma 3 Let H be a 2-generator group of exponent p and class m ≥ 2.
Let ψ ∈ Aut(H) such that the induced homomorphism ψ̃ on H/γm(H) is a
λ-automorphism. Then

(a) ψp is a λ-automorphism.
(b) If m 6≡ 1 modulo p− 1 then ψ is a λ-automorphism.

Proof Let u1, u2 be generators of H such that ψ̃(ūi) = ūi
λ, where ūi =

uiγm(H). Then
ψ(ui) = uλ

i xi

for some xi ∈ γm(G). Since ψ([ui1, . . . , uim]) = [uλ
i1
, . . . , uλ

im
] = [ui1, . . . , uim]λ

m

,
we have that ψ(u) = uλm

for all u ∈ γm(G). If x1 = x2 = 1, then there is
nothing to prove. So suppose xi 6= 1. The restriction of ψ of 〈ui, x〉 has
matrix

(

λ 0
1 λm

)

with respect to ui, xi. If m 6≡ 1 modulo p− 1, then λm 6= λ and the matrix is
diagonalisable. This means that we can choose l such that ψ(uix

l
i) = (uix

l)λ.
This shows that ψ is a λ-automorphism when m 6≡ 1 modulo p − 1. If
m ≡ 1 modulo p − 1, then the pth power of the matrix is λI and therefore
ψp(ui) = uλ

i . 2

We can now easily finish the proof of the theorem.

Lemma 4 The induced automorphism φ̄ on G/γp+1(G) has the property that
φ̄p is a λ-automorphism.

Proof By (1), φp is a λ-automorphism modulo [G,G]. Applying Lemma 3
repeatedly, we see that φp is a λ-automorphism modulo γp(G). This implies
that there are generators u1, u2 for G such that

φ̄p(ūi) = ūi
λxi



Groups of prime exponent 5

for some xi ∈ γp(G). We want to show that xi must then be 1. If this were
not the case then the matrix for the restriction of φ̄p on 〈ūi, xi〉 would be

(

λ 0
1 λ

)

with respect to ūi, xi. But from Proposition 2 we know that φ̄p(p−1) = 1.
This contradicts the fact that the matrix above does not have order dividing
p− 1. Hence we must have that x1 = x2 = 1 and φ̄p is a λ-automorphism. 2

Proof of the theorem By Lemma 4, φp is a λ-automorphism modulo
γp+1(G). By Lemma 3, the order of φ can only increase by factor of p when
the class reaches some m ≡ 1 modulo p− 1. Hence φpr−1(p−1) = 1. 2

Let us now return to the Fibonacci sequence in groups of exponent 5. The
length of the sequence is the order of the automorphism φ on R(2, 5) = 〈x, y〉
given by

φ(x) = y, φ(y) = xy.

One easily calculates that the induced vector space automorphism φ̃ on
R/[R,R] has minimal polynomial (x − 3)2. Also, 3 has order 4 in Z5. It
is well known that R has class 12 = 3(5− 1). Our theorem thus tells us that
the order of φ divides 52(5− 1) = 100. If we replace φ by the automorphism
ψ given by

ψ(x) = y[y, x, y, y, x, y, x, y, y], ψ(y) = xy

then one can see that ψ has order 100. This is also true modulo γ10(R). Now
ψ̃ = φ̃ so this tells us that 2(5− 1) = 8 is the best upper bound for the class
in the main theorem when p = 5.
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