M216: Exercise sheet 6

Warmup questions

1. Let f: X — X be a map of sets. Show that if f is injective then f* is injective for
each k € N.

2. Let Uy < U; <--- <V be an increasing sequence of subspaces of V, so that U,, < U,
whenever m < n.

Show that |J,cyUn < V.
Homework

3. Let ¢ = ¢4 € L(C?) where A is given by

0 1 -1
-10 -2 5
-6 2 1

(a) Compute the characteristic and minimum polynomials of ¢.

(b) Find bases for the eigenspaces and generalised eigenspaces of ¢.

4. Let ¢ = ¢4 € L(C?) where A is given by

0
4
0

o O O
o O O

(a) Compute the characteristic and minimum polynomials of ¢.

(b) Find bases for the eigenspaces and generalised eigenspaces of ¢.

Extra questions

5. Let ¢ € L(V) be an invertible linear operator on a finite-dimensional vector space and
A an eigenvalue of ¢. Show that Gy(\) = Gg-1(A71).

6. Let A € F and define J(\,n) € M, (F) by

A1 0. 0
J(\,n) = L0
0 A

Set J,, := J(0,n).
Prove:

(a) ker J¥ = span{es, ..., e}

(b) im J¥ = span{ey,...,en i}

(€) myoam) = £A50m = (@ = A)".

(d) \is the only eigenvalue of J(\,n) and Ej(y,)(\) = span{e1}, Gy n)(A) = F".

Please hand in at 4W level 1 by NOON on Friday 17th November



M216: Exercise sheet 6—Solutions

1. Let 2,y € X be such that f*(z) = f*(y). Thus f(f**(z)) = f(f*~(y)) whence, since f is
injective, f*~1(z) = f*~!(y). Repeat the argument to eventually conclude that = = y so that
f* is injective. For a more formal argument, induct on k.

2. Let U = UneN U, and let v,w € U. Then there are n,m € N with v € U, and w € U,,.
Without loss of generality, assume that m < n so that U,, < U, whence v,w € U,. Since U,
is a subspace, v + \w € U, C U, for any A € F, so that U is indeed a subspace.

3. (a) We compute the characteristic polynomial: Ay = Ay = —23 —22+8x+12 = (3—z)(z +
2)2. Consequently, my, is either (z — 3)(x + 2)? or (z — 3)(z + 2). We try the latter:

-3 1 -1 2 1 -1
A-3I3=|(-10 -5 5 A+2I3=1]1-10 O 5
—6 2 =2 —6 2 3
so that
-10 -5 5
(A—3I5)(A+21;) = 0 0 0] #o0.
—-20 —10 10

Thus my = ma = (z — 3)(z + 2)2.
(b) We deduce that G(3) = E4(3) = ker(A—3I3) while Ey(—2) = ker(A+2I3) and G4(—2) =
ker(A + 213)%. We compute these: an eigenvector x with eigenvalue 3 solves

—3x1+x3—23=0

—2x1—20+23=0
which rapidly yields z; = 0 and z9 = 3. Thus the 3-eigenspace is spanned by (0,1, 1).
An eigenvector x with eigenvalue 2 solves

201+ a9 —23=0

—21’1 +0$2 +x3 = 0
giving xo = 0 and 2z1 = 3 so the eigenspace is spanned by (1,0, 2).
Finally,

0 0 O

(A+2I5)%=|-50 0 25
—50 0 25

with kernel spanned by (1,0,2) and (0,1,0).
To summarise:

E4(3) = G4(3) = span{(0,1,1)}

E4(—2) = span{(1,0,2)}

G¢(—2) = span{(1,0,2),(0,1,0)}.

4. (a) Since A is lower triangular, we immediately see that Ay, = Ay = z?(z — 5). So the only
possibilities for mg = z(xz — 5) and 2?(z — 5). However

-5 0 0
A—5I3= 4 -5 0
0 0 0
so that
0 0 O
A(A=b5I5)=|(—-20 0 0] #0
0 0 O



We conclude that m, = 2%(x — 5).
Alternatively, A is block diagonal:

A:(Z 8)@(5)

and the summands clearly have minimum polynomials 22 and 2 —5 respectively. It follows
from a previous sheet that my = 2%(x — 5).

(b) We have Ey4(5) = G4(5) = span{(0,0,1)}, E4(0) = ker A = span{(0,1,0)} and finally
G4(0) = ker A% = span{(1,0,0), (0,1,0)} since
00 O

A*=(0 0 0

0 0 2

t

Note that (¢—Xidy )" (v) = 0if and only if \="¢ " (¢—A"idy )" (v) = 0, that is (A~ idy —¢)"(v) =
0. Thus Gy(A) = Gg-1(A 7).

Here, of course, we need A # 0 but, since ¢ is invertible, zero is not an eigenvalue.
Note that ¢y, () = (z2,...,2n,0) so that ¢% (z) = (2p41,...,24,0,...,0), k < n and
)

(a) It is clear from the above that ker J¥ = {x € F" | 241 = --- = z,, = 0} = span{e;,.

(b) Similarly, im J¥ = {y € F" | yp_g41 =+ = yn = 0} = span{eq,...,en_i}-

(c) J(A,n) is upper triangular so that A ) = (A —z)". Therefore m( n) = (x — A)*, for
some s < n. However (J(\,n) — A,)* = JF #£ 0, for k < n, so that m () = (x — A)™

(d) Finally, it is clear that X is the only eigenvalue and the eigenspace is ker(J(A\,n) — Al,) =
ker J,, = span{e; } by part (a). Similarly, G j(xn)(A) = ker J}} = F".

..,ek}.



