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The most famous open problem in theoretical computer science formulated by Cook in [12] asks whether the complexity classes \( \mathcal{P} \) and \( \mathcal{NP} \) are equal. In this thesis we define the polynomial hierarchy as described by Stockmeyer [17] and Buss [3], including the complexity classes \( \mathcal{P} \) and \( \mathcal{NP} \).

Bounded Arithmetic is a weak fragment of Peano arithmetic [3] which consists of relating first order theories. Since Bounded Arithmetic was introduced, there has always been the open problem of Bounded Arithmetic, is Bounded Arithmetic finitely axiomatizable or not, which can also be expressed as, is the hierarchy of Bounded Arithmetic theories proper or does it collapse [1]. Bounded arithmetic is of great interest to us because of its relation to the polynomial hierarchy. Since the connection to the polynomial hierarchy, this is comparable to the open problem whether the polynomial hierarchy is proper or collapses [3].

One attempt is to use consistency statements to solve the open Bounded Arithmetic problem. Gödel’s Incompleteness Theorems [16] apply to the different theories of Bounded Arithmetic such as \( S_2^i \) and \( T_2^i \). Because of this, we can use consistency statement to try and prove that \( S_2^i \) is not equivalent to \( S_2^{i+1} \) [3], because if \( S_2^{i+1} \) can prove the consistency of \( S_2^i \) then the two theories must be separate, thus solving the open Bounded Arithmetic problem. We say \( \text{Con}(S) \) to mean the consistency of \( S \). We know that \( S_2^{i+1} \not\vdash \text{Con}(S_2^i) \) as [18] shows that \( S_2 \not\vdash \text{Con}(Q) \) where \( Q \) is Robinson’s open, induction free sub-theory of Peano arithmetic. Thus the usual notion of consistency is too strong. Buss shows in [3] that \( S_2^{i+1} \vdash \text{BDCon}(S_2^i) \) holds for at most one \( i \), so that a theory \( S_2^i \) can have its consistency proven by \( S_2^{i+1} \) where we only refer to proofs only with bounded formulas for at most one \( i \). Pudlák shows in [15] that \( S_2 \not\vdash \text{BDCon}(S_2^i) \) hence only \( S_2 \vdash \text{BDCon}(S_2^0) \) remains possible. Other notions of consistency have also been considered [3].
This leads to the conjecture by Gaisi Takeuti which states “Let \( R \) be an equational theory involving equations \( s = t \) where \( s \) and \( t \) are closed terms in the language of \( S_2 \), with natural rules based on recursive definitions of the function symbols. Show that \( S_2 \not\vdash \text{Con}(R) \)” [9]. If this conjecture were to be true, then consistency statement would likely be impractical to use to solve the finitely axiomatizable problem of Bounded Arithmetic. Beckmann disproves this conjecture in [1], leaving hope that consistency statements can be used to obtain an answer, that Bounded Arithmetic is not finitely axiomatizable.

An equational theory is in a pure equational setting if every line in a proof is an equation. Beckmann proves in [1] that an equational theory in this setting, whose axioms are restricted to recursive definitions of the function symbols in the language chosen, can have its consistency proven in \( S_1^2 \). An equational theory is in an expanded equational setting if every line in a proof is a boolean formula. Buss and Ignjatovič show in [5] that an equational theory in this setting, with a proof system of the propositional variant of PK, and a set of axioms defining the non-logical symbols in the language, cannot have its consistency proven in \( S_1^2 \). Our result transforms Buss and Ignjatovič equational theory to a pure equation setting, requiring new axioms used for the translation. To do this we define a translation from Buss and Ignjatovič equational theory to a pure equation setting which we call PET, which is formalizable in \( S_1^2 \). The translation requires an addition of further axioms to PET. Beckmann’s result just uses recursive definitions of the function symbols for the axioms used, however our result will have additional axioms needed for the translation. Our result states \( S_1^2 \) cannot prove the consistency of PET, by proving that if \( S_1^2 \) could prove the consistency of PET then the consistency of Buss and Ignjatovič’s result is also proven by implication.

The aim of this thesis is to develop a translation from expanded equational theories to pure equational theories and to make precise what additional axioms are needed for the translation. We use this translation to transform Buss and Ignjatovič result written in expanded equation theory which we call EET, to a pure equational theory which we call PET. We want this transformation to be formalizable in \( S_2^1 \) so that we can show that \( S_2^1 \vdash \text{Con}(PET) \rightarrow \text{Con}(EET) \), and ultimately that \( S_2^1 \) cannot prove the consistency of our the equational theory PET, this is explained more in Section 2.8.

This thesis begins by discussing the different research areas looked into for this project. Chapter 2
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introduces the background research needed to understand the thesis. Section 2.1 introduces the polynomial hierarchy as described by Stockmeyer in [17]. Section 2.1.2 expands the polynomial hierarchy to the polynomial hierarchy of functions as described by Buss in [3]. Section 2.2 introduces Bounded Arithmetic and its importance to us. Section 2.3 introduces Sequent Calculus and describes where it is used. Section 2.4 describes Gödel’s Completeness Theorem and Section 2.5 describes Gödel’s Incompleteness Theorems, and why they are important. Section 2.6 introduces the proof system PV, and tells us about different attempts to show that $S^1_2$ can or cannot prove the consistency of its induction-free version. Section 2.7 explains in more detail EET and some of the foundation for PET. Chapter 3 introduces our first attempt of a translation that was not successful as the translation was not formalizable in $S^1_2$. Section 3.5 details why this translation is not formalizable in $S^1_2$. Chapter 4 describes the improved translation where we take into consideration the faults in the first attempt. Section 4.4 describes the additional axioms needed for this translation to work as well as to translate EET into PET. Section 4.5 evaluates the translation and shows that $S^1_2 \not\vdash Con(PET)$. Chapter 5 is the conclusion of the thesis and Section 5.1 describes the future research that can be done.
2. BACKGROUND

The background section introduces in detail the complexity classes $\mathcal{P}$ and $\mathcal{NP}$ as well as the famous open problem $\mathcal{P}$ vs $\mathcal{NP}$. We define the polynomial hierarchy as described by Stockmeyer [17] and Buss [3] and describe the problem about whether this hierarchy collapses or not. We introduce Bounded Arithmetic and the Bounded Arithmetic hierarchy and describe the connection between the Bounded Arithmetic hierarchy and the polynomial hierarchy, motivating why we are interested in the separation problem of Bounded Arithmetic. We then describe Gödel’s Incompleteness Theorems and explain that the use of consistency statements are a natural candidate for separating the different theories of Bounded Arithmetic, since if $S_i^{i+1} \vdash \text{Con}(S_i^i)$ then we can conclude that $S_i^{i+1}$ and $S_i^i$ are separate theories as a theory cannot demonstrate its own consistency. We then describe the different settings of equational theories, pure and expanded, and describe the results of Beckmann [1] and Buss and Ignjatović [5].

2.1 Complexity Classes

A complexity class is a set of problems that have similar resource complexity, where the resource can be space or time. Chapter 2.1.1 explains more about complexity classes, and gives in detail examples such as $\mathcal{P}$ and $\mathcal{NP}$, and describes the polynomial hierarchy as described by Stockmeyer in [17]. Chapter 2.1.2 describes the polynomial hierarchy of functions as described by Buss in [3], and the open problems surrounding it such as the $\mathcal{P}$ vs $\mathcal{NP}$ problem.
2. Background

2.1.1 Polynomial Hierarchy

A complexity class is a set of problems that have similar resource complexity, where the resource can be space or time for example. The problems can be solved by a Turing machine \( M \) within \( O(f(n)) \) resources, where \( n \) is the size of the input of the problem. Examples of complexity classes are \( \mathcal{P} \) and \( \mathcal{NP} \). Informally, a problem in \( \mathcal{P} \) means that the problem can be solved within polynomial resources, that is, a problem can be solved within a number of steps polynomially bounded by the length of the input. A problem in the class \( \mathcal{NP} \) would mean that the problem, given a solution, is checkable within polynomial resources.

To be precise, we can define \( \mathcal{P} \) as follows. Let \( \Sigma \) be an alphabet with at least 2 elements. \( \Sigma^* \) is then the set of all possible finite strings over \( \Sigma \). A language, \( L \), over the set \( \Sigma \) is a subset of \( \Sigma^* \). Each \( M \) has an associated input alphabet \( \Sigma \). For each \( w \in \Sigma^* \), there is a computation associated with \( M \) and \( w \). \( M \) accepts \( w \) if \( M \) terminates in the accepting state. \( M \) doesn’t accept \( w \) if \( M \) terminates in the rejecting state, or if \( M \) fails to terminate. \( L(M) \) is the language accepted by \( M \), that is it is the set of all elements of \( \Sigma^* \) that \( M \) accepts. Let \( t_M(w) \) be the number of computational steps \( M \) takes on input \( w \), then for natural numbers \( n \), which represent the length of the input, we can find the worst case run time of \( M \), \( T_M(n) \). \( T_M(n) = \max\{t_M(w) | w \in \Sigma^n\} \) where \( \Sigma^n \) is the set of all strings over \( \Sigma \) with length \( n \). We can say \( M \) runs in polynomial time if \( \exists k \forall n(T_M(w) \leq n^k + k) \). So that the number of computational steps in the worst case run time is less than or equal to some polynomial equation in the form \( n^k + k \).

**Definition 1.** The complexity class \( \mathcal{P} = \{L | L = L(M) \text{ for some Turing machine } M \text{ that runs in polynomial time}\} \) [12].

We can also define \( \mathcal{NP} \) as follows. Let \( R \) be a binary relation \( \Sigma_1^* \times \Sigma_2^* \) for finite non-empty sets \( \Sigma_1 \) and \( \Sigma_2 \). We then associate with each \( R \) a language \( L_R \) over \( \Sigma_1 \cup \Sigma_2 \cup \{\#\} \) where \( L_R \) can be defined as \( \{w\#y | R(w, y)\} \) and the symbol \( \# \) is not in the alphabets \( \Sigma_1 \) and \( \Sigma_2 \). \( R \) is polynomial time iff \( L_R \in \mathcal{P} \).

**Definition 2.** A language \( L \) over \( \Sigma \) is in \( \mathcal{NP} \) iff there exists some natural number \( k \) and binary relation \( R \) such that \( L_R \in \mathcal{P} \), where \( \forall w \in \Sigma^* (w \in L \leftrightarrow \exists y(|y| \leq |w|^k \text{ and } R(w, y))) \) [12].
The open problem that many computer scientists and mathematicians try to solve is whether the complexity classes $P$ and $NP$ are equal or not. This is known as the $P$ vs $NP$ problem. The open problem is about whether every language that is accepted by a nondeterministic algorithm in polynomial time (that is in $NP$) is accepted by a deterministic algorithm in polynomial time as well (is also in $P$) [12].

It is known that the polynomial class $P$ is a subset of the class $NP$, but not known whether or not the classes are equal. The class $P$ can be expressed as $\Delta^P_0$ and $\Sigma^P_0$ and $\Pi^P_0$ and $\Delta^P_1$. The class $NP$ is denoted by $\Sigma^P_1$. We can define the polynomial hierarchy in terms of polynomial-time bounded oracle machines [17].

Let $O$ be an oracle machine. $O$ is a deterministic or nondeterministic Turing machine with a distinguished work tape that we call the query tape and three special states called the query state, yes state and the no state. Computations of $O$ not only depend on the input but on a given set, $B$, of words which we call the oracle. The actions of an oracle machine with oracle $B$ are identical to those of a Turing machine, with one exception. If the machine enters the query state, it next enters the yes state if the nonblank portion of the query tape contains a word from $B$, otherwise it enters the no state [17].

An oracle machine operates within time $T(n)$ iff for every input $x$, every computation halts within $T(|x|)$ steps, where $|x|$ denotes the length of the word $x$. We can now define the polynomial hierarchy according to [17]:

**Definition 3.** Let $O(B)$ denote the language accepted by an oracle machine $O$ with oracle $B$.

**Case 1:** $B$ is a set of words then

$$P(B) = \{O(B) \text{ where } O \text{ is a deterministic oracle machine which operates within time } p(n) \text{ for some}$$
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polynomial $p(n)$

$\mathcal{NP}(B) = \{ \mathcal{O}(B) \text{ where } \mathcal{O} \text{ is a nondeterministic oracle machine which operates within time } p(n) \text{ for some polynomial } p(n) \}$

Case 2: $B$ is a class of sets then

$\mathcal{P}(B) = \bigcup_{B \in B} \mathcal{P}(B)$

$\mathcal{NP}(B) = \bigcup_{B \in B} \mathcal{NP}(B)$

$\text{coNP}(B)$ is the set of languages which are complements of languages in $\mathcal{NP}(B)$

**Definition 4.** The polynomial hierarchy is $\{ \Sigma^P_k, \Pi^P_k, \Delta^P_k : k \geq 0 \}$ where

$\Sigma^P_0 = \Pi^P_0 = \Delta^P_0 = \mathcal{P}$

and for $k > 0$

$\Sigma^P_{k+1} = \mathcal{NP}(\Sigma^P_k)$

$\Pi^P_{k+1} = \text{coNP}(\Sigma^P_k)$

$\Delta^P_{k+1} = \mathcal{P}(\Sigma^P_k)$

So the complexity class $\mathcal{NP}$ is $\mathcal{NP}(\mathcal{P}) = \Sigma^P_1$. However, what we do not know and remains an open problem is [17];

Does $\Sigma^P_k \neq \Sigma^P_{k+1}$ for all $k \geq 0$?

Does $\Sigma^P_k \neq \Pi^P_k$ for all $k \geq 1$?
Does $\Delta^P_k \neq \Sigma^P_k \cap \Pi^P_k$ for all $k \geq 1$

2.1.2 Polynomial Hierarchy of Function

We have already defined the Stockmeyer polynomial hierarchy [17] in the previous Section. In addition, we also have $\Box^P_k$ which is a class of functions, e.g. $\Box^P_1$ is the class of polynomial-time computable functions. These classes extend our current definition of the hierarchy. The definition found in [3] is as shown:

**Definition 5.** $N$ is the set of the natural numbers

**Definition 6.** $B$ is the following set of basic functions from $N^k$ to $N$ [3] :

- $0$, the constant zero function
- $x \rightarrow Sx$, the successor function
- $x \rightarrow \lfloor \frac{1}{2} x \rfloor$, the shift right function
- $x \rightarrow 2 \cdot x$, the shift left function
- $(x, y) \rightarrow x \leq y = \begin{cases} 0 & x > 0, \\ 1 & x \leq y. \end{cases}$
- $(x, y, z) \rightarrow \text{Choice}(x, y, z) = \begin{cases} y & x > 0, \\ z & x = 0. \end{cases}$

**Definition 7.** A polynomial is a suitable polynomial if it has nonnegative integer coefficients.

**Definition 8.** $\bar{x}$ is a vector of numbers $x_1, ..., x_n$

**Definition 9.** $|x|$ is $\lceil \log_2(x + 1) \rceil$ which is the length in binary (except $|0| = 0$).

We use $|\bar{x}|$ to denote the vector $|x_1|, ..., |x_n|$

**Definition 10.** Limited iteration [3] is defined as follows. Let $k \geq 0$ and let $g : N^k \rightarrow N$ and $h : N^{k+2} \rightarrow N$ be arbitrary functions and let $p$ and $q$ be suitable polynomials. $f : N^k \rightarrow N$ is defined from $g$ and $h$ with time bound $p$ and space bound $q$ iff the following conditions hold for $\tau : N^{k+1} \rightarrow N$;
\[ \tau(x_1, \ldots, x_k, 0) = g(x_1, \ldots, x_k) \]
\[ \tau(x_1, \ldots, x_k, n + 1) = h(x_1, \ldots, x_k, n, \tau(x_1, \ldots, x_k, n)) \]

where we have \( n \)-fold applications of \( h \) such that
\[ (\forall_{n \leq p(|\overline{x}|)}(|\tau(\overline{x}, n)| \leq q(|\overline{x}|))) \]

where \( f(\overline{x}) \) is defined by
\[ f(\overline{x}) = \tau(\overline{x}, p(|\overline{x}|)) \]

Using \( B \), limited iteration, and composition [3], we can define the Polynomial-Time Closure which we use to extend the polynomial hierarchy to a hierarchy of functions [3].

**Definition 11.** A function \( f : \mathbb{N}^k \to \mathbb{N} \) has polynomial growth rate iff there is a suitable polynomial \( p \) such that for all \( \overline{x} \), we have \( |f(\overline{x})| \leq p(|\overline{x}|) \).

**Definition 12.** Let \( C \) be a set of functions with polynomial growth rate. The Polynomial-Time Closure of \( C \), \( \text{PTC}(C) \), is the smallest class of functions which contains \( C \) and \( B \) and is closed under composition and limited iteration with functions \( g \) and \( h \) with time bound \( p \) and space bound \( q \).

A function \( f \in \text{PTC}(C) \) iff there is a finite set of functions \( \{h_1, \ldots, h_k\} \subseteq C \) and an oracle machine \( O \) with oracles \( h_1, \ldots, h_k \) such that \( O \) computes \( f \) in polynomial time [3]. Buss shows in [3] that \( \text{PTC}(\emptyset) = \text{the set of functions computable in polynomial time Turing machines} \).

**Definition 13.** Predicates are functions with the range \( \{0, 1\} \).

**Definition 14.** Let \( C \) be a set of functions. Then \( \text{PRED}(C) \) is the set of predicates in \( C \).

**Definition 15.** Let \( C \) be a set of functions closed under composition [3]. Then \( \text{LB}\exists(C) \) is the set of predicates \( Q \) such that:

\[ Q : \mathbb{N}^i \to \mathbb{N} \text{ for some } i \geq 0. \]
There is a \( R \in \text{PRED}(C) \) and a suitable polynomial \( p \) such that for all \( \vec{x} \):

\[
Q(\vec{x}) = \exists_{y \leq p(\vec{x})} R(\vec{x}, y)
\]

**Definition 16.** Let \( C \) be a set of functions closed under composition [3]. Then \( \text{LB}\forall(C) \) is the set of predicates \( Q \) such that:

\[
Q : N^i \rightarrow N \text{ for some } i \geq 0.
\]

There is a \( R \in \text{PRED}(C) \) and a suitable polynomial \( p \) such that for all \( \vec{x} \):

\[
Q(\vec{x}) = \forall_{y \leq p(\vec{x})} R(\vec{x}, y)
\]

Using \( \text{PTC}, \text{LB}\exists, \text{LB}\forall \), and composition [3] we can now extend our current definition of the polynomial hierarchy to include the polynomial-time computable functions \( \square_k^P \). \( \square_k^P \) is smallest set of functions that contain \( B \) and is closed under composition, \( \text{LB}\exists \) and \( \text{LB}\forall \).

**Definition 17.** The polynomial hierarchy is \( \{ \Sigma_k^P, \Pi_k^P, \Delta_k^P, \square_k^P : k \geq 0 \} \) where
\( \square_0^P \) is the smallest set of functions containing \( B \) and closed under composition, \( LB\exists \), and \( LB\forall \\
\Sigma_0^P = \Pi_0^P = \Delta_0^P = \mathcal{P} \\
\text{and for } k > 0 \\
\square_k^P = PTC(\Sigma_k^P) \\
\Sigma_{k+1}^P = \mathcal{NP}(\Sigma_k^P) \\
\Pi_{k+1}^P = \mathcal{coNP}(\Sigma_k^P) \\
\Delta_{k+1}^P = \mathcal{P}(\Sigma_k^P) \\
\mathcal{PH} = \bigcup_k \Sigma_k^P \\
We refer to the complexity class \( \square_1^P = PTC(\mathcal{P}) \) as \( \mathcal{FP} \) and \( \square_k^P \) as \( \mathcal{FP}^{\Sigma_{k-1}} \) from now on. This leads us to our next Chapter, Bounded Arithmetic. We are interested in knowing whether the polynomial hierarchy collapses or not, and since [3] we know that the polynomial hierarchy is closely linked to the Bounded Arithmetic hierarchy so we are therefore interested in whether the Bounded Arithmetic hierarchy collapses or not. This is explained in more detail in Section 2.2.

2.2 Bounded Arithmetic

Bounded Arithmetic is a family of formal theories which are weak fragments of Peano arithmetic [3]. It takes interest because of the connections it has to the polynomial hierarchy [3].

Definition 18. A variable occurrence in a first-order formula is called a free variable if it is not occurring in the scope of the quantifier
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Definition 19. A sentence is a formula without the occurrence of free variables. A theory is a set of sentences.

Bounded arithmetic theories are first-order theories for the natural numbers. The first-order language of Bounded Arithmetic, $L_b$, contains the predicates $=$ and $\leq$. The language $L_b$ also consists of the symbols:

- $S$: successor function
- 0: zero constant
- $+$: addition
- $\cdot$: multiplication
- $|x|$: binary length of $x$, can also be expressed as $[\log_2(x + 1)]$
- $\lfloor x \rceil$: greatest integer less than or equal to $\frac{x}{2}$
- $\#$: smash function with 2 inputs, $x$ and $y$, defined to be $2^{x|y|}$

The growth rate of $\#$ is necessary to define functions in the polynomial hierarchy. The smash function can express the term $2^q(|x|)$ where $q$ is any polynomial with non-negative coefficients, since $1\#x = 2^{|x|}$ and $\lfloor \frac{1}{2}(x\#y) \rfloor = |x| \cdot |y|$. Using the symbols $0, S, +, \cdot$ one can construct terms that represent the natural numbers. For example, one can express the number 3 as the term $SSS0$ or even as $(SS0) + (S0)$. $S^k0$ is also a term that can be used to represent $k$ applications of the successor function on 0. Formulae use natural numbers frequently, a number in an equation is intended to be replaced by any closed term representing the value of the number [3].

Definition 20. Quantifiers of the form $(\forall x)$ and $(\exists x)$ are known as unbounded quantifiers. A bounded quantifier is of the form $(\forall x \leq t)$ and $(\exists x \leq t)$ where $t$ is a term not including $x$. A sharply bounded quantifier is similar to a bounded quantifier, except they are of the form $(\forall x \leq |t|)$ and $(\exists x \leq |t|)$.

A bounded formula is a formula with no unbounded quantifiers. Bounded Arithmetic is concerned with bounded quantifiers and eliminates unbounded quantifiers from the proofs of bounded formulae.
A hierarchy of bounded formulae can be defined by counting alterations of bounded quantifiers [7]. The following defines the Bounded Arithmetic hierarchy [3].

\[ \Pi^b_k = \Sigma^b_k \]

\[ \Sigma^b_{k+1} \]

is the smallest set that satisfies;

- \( \Pi^b_k \subseteq \Sigma^b_{k+1} \)

- If \( A \in \Sigma^b_{k+1} \) then \( (\exists x \leq t) A \in \Sigma^b_{k+1} \) and \( (\forall x \leq |t|) A \in \Sigma^b_{k+1} \)

- If \( A, B \in \Sigma^b_{k+1} \) then \( A \land B \in \Sigma^b_{k+1} \) and \( A \lor B \in \Sigma^b_{k+1} \)

- If \( A \in \Sigma^b_{k+1} \) and \( B \in \Pi^b_{k+1} \) then \( \neg B \in \Sigma^b_{k+1} \) and \( B \rightarrow A \in \Sigma^b_{k+1} \)

Also, \( \Pi^b_{k+1} \) is the smallest possible set that satisfies;

- \( \Sigma^b_k \subseteq \Pi^b_{k+1} \)

- If \( A \in \Pi^b_{k+1} \) then \( (\exists x \leq |t|) A \in \Pi^b_{k+1} \) and \( (\forall x \leq t) A \in \Pi^b_{k+1} \)

- If \( A, B \in \Pi^b_{k+1} \) then \( A \land B \in \Pi^b_{k+1} \) and \( A \lor B \in \Pi^b_{k+1} \)

- If \( A \in \Pi^b_{k+1} \) and \( B \in \Sigma^b_{k+1} \) then \( \neg B \in \Pi^b_{k+1} \) and \( B \rightarrow A \in \Pi^b_{k+1} \)

Peano Arithmetic is axiomatized by a number of axioms and an induction schema. Since Bounded Arithmetic is a weak fragment of Peano Arithmetic [3], one can form the axioms of Bounded Arithmetic by extending the open axioms and restricting the induction axioms of Peano Arithmetic.

\textit{BASIC} is a finite set of true open formulae of the natural numbers. They are suitable to define the properties relating the function and predicate symbols of Bounded Arithmetic [3]. The formulas that make \textit{BASIC} can be found in Appendix A.

Bounded Arithmetic has various types of induction axioms. These are the IND axioms which are the usual induction axioms, the PIND axioms which are \textit{polynomial} induction axioms, and the LIND axioms which are \textit{length} induction axioms.
Definition 21. Let $\Psi$ be a set of formulae. Then axiom schemes can be defined as

- $\Psi$-IND $\quad A(0) \land (\forall x(A(x) \rightarrow A(Sx))) \rightarrow (\forall x)A(x)$ for $A \in \Psi$
- $\Psi$-PIND $\quad A(0) \land (\forall x(A(\lfloor \frac{1}{2}x \rfloor) \rightarrow A(x)) \rightarrow (\forall x)A(x)$ for $A \in \Psi$
- $\Psi$-LIND $\quad A(0) \land (\forall x(A(x) \rightarrow A(Sx))) \rightarrow (\forall x)A(\lfloor x \rfloor)$ for $A \in \Psi$

The axiom scheme $\Psi$-IND is stronger than $\Psi$-PIND and $\Psi$-LIND. $\Psi$-IND can be shown to be potentially stronger than $\Psi$-PIND after inspection. For example, if we know that $A(0)$ is true and we wish to deduce that $A(100)$ is also true then $\Psi$-IND would deduce $A(1)$ from $A(0)$, and $A(2)$ from $A(1)$, and so on until we reach the 100th deduction $A(100)$. On the other hand, $\Psi$-PIND would make seven deductions to reach $A(100)$. Therefore, because $\Psi$-IND took 100 inferences and $\Psi$-PIND only took 7 to reach the same conclusion we can argue that the hypothesis of $\Psi$-PIND is stronger than the $\Psi$-IND hypothesis and hence the $\Psi$-PIND axioms are weaker than the $\Psi$-IND axioms [3].

There are different theories in Bounded Arithmetic that can be obtained by using different induction schemes [4]. The theory $T^i_2$ is a theory of Bounded Arithmetic axiomatized by the $\Sigma^b_i$-IND axioms and the additional finite set of open axioms $BASIC$, and $S^i_2$ is a theory of Bounded Arithmetic axiomatized by the $\Sigma^b_i$-PIND axioms and $BASIC$ [4]. Buss shows in [3] that for $i \geq 1$, the $\Sigma^b_i$-IND axioms imply the $\Sigma^b_i$-PIND axioms, and the $\Sigma^b_{i+1}$-PIND axioms imply the $\Sigma^b_i$-IND axioms. It is because of that the theory $S^{i+1}_2$ contains the theory $T^i_2$, which in turn contains $S^i_2$, that is, $S^i_2 \subseteq T^i_2 \subseteq S^{i+1}_2 \subseteq ...$ [4].

$S^1_2$ is a first-order theory in the language $L_b$ that consists of the axioms:

- $BASIC$ axioms
- $\Sigma^b_1$-PIND axioms

$T^1_2$ is a first-order theory in the language $L_b$ that consists of the axioms:

- $BASIC$ axioms
- $\Sigma^b_1$-IND axioms

$S^1_2$ is the theory this paper concentrates on. An example of something that is true that $S^1_2$ cannot
prove is the consistency of $S_2^1$ itself. That is, $S_2^1$ is unable to show the consistency statement of $S_2^1$. This is explained in more detail in Section 2.5.

However, statements that $S_2^1$ can prove using the BASIC axioms and the $\Sigma_{1-b}^b$-PIND induction scheme include the existence and uniqueness of the solutions to the predecessor function [3]. The predecessor function can be defined as:

$$P(a) = b \iff (a = 0 \land b = 0) \lor (Sb = a)$$

Let $M(a, b)$ be the defining formula for the predecessor function (the right hand side). To show that a formula is $\Sigma_{1-b}^b$-definable in $S_2^1$ we must show that $S_2^1$ can prove the uniqueness condition and the existence condition.

The uniqueness condition can be expressed as

$$M(a, b) \land M(a, c) \rightarrow M(a, c)$$

which can be proven with the BASIC axioms with no induction.

For the existence condition,

$$\exists z \leq x M(\frac{x}{2}, z)$$

can be proven from the BASIC axioms without any use of induction axioms.

$$\exists z \leq \lfloor \frac{x}{2} \rfloor M(\lfloor \frac{x}{2} \rfloor, z) \rightarrow \exists z \leq x M(x, z)$$

can also be proven also from the BASIC axioms without any use of induction axioms. Below is a proof of the second equation of the existence condition.

**Proof.** We argue in BASIC. Let $x$ be arbitrarily. Let us assume that the premise, $\exists z \leq \lfloor \frac{x}{2} \rfloor M(\lfloor \frac{x}{2} \rfloor, z)$ is true. We have to show that $\exists z \leq x M(x, z)$ is also true. Let $a = \lfloor \frac{x}{2} \rfloor$, then we have $\exists z \leq a M(a, z)$ is true. Let us choose a $z \leq a$ such that $M(a, z)$ is true. We need to find some $z' \leq x$ such that $M(x, z')$ is true.

If we substitute $x$ as $a$, and $y$ as $x$, in BASIC axiom 32. which can be found in Appendix A we get the formula

$$a = \lfloor \frac{x}{2} \rfloor \leftrightarrow (2 \cdot a = x) \lor (S(2 \cdot a) = x)$$
Here we have two cases, \((2 \cdot a = x)\) and \((S(2 \cdot a) = x)\).

Let us look at the first case, \(2 \cdot a = x\). We need to find \(z' \leq z\) such that \(M(2 \cdot a, z')\) is true. Here we have another two cases. In case 1.1, if \(a = 0\) then we choose \(z' = 0\). In case 1.2, if \(a \neq 0\) then we choose \(z' = S(2 \cdot z)\). It follows from the BASIC axioms that \(S(z') = x\), as \(S(z') = S(S(2 \cdot z)) = 2 \cdot S(z)\) (this can be proven using the BASIC axioms) = \(2 \cdot a = x\).

The second case is easier to see, where \(S(2 \cdot a) = x\). We need to find some \(z'\) such that \(z' \leq S(2 \cdot a)\) and such that \(M(S(2 \cdot a), z')\) is true. If we choose \(z' = 2 \cdot a\), then it is obvious that \(M(S(2 \cdot a), 2 \cdot a)\) holds.

Therefore, \(\exists_{z \leq \frac{x}{x}} M(\frac{x}{x}, z) \rightarrow \exists_{z \leq x} M(x, z)\) can be proven by the BASIC axioms and there is no need for any induction axioms.

Finally, since \(\exists_{z \leq x} M(x, z)\) is a \(\Sigma^0_1\) formula and \(S^1_2\) can prove \(\exists_{z \leq 0} M(0, z)\) is true and \(S^1_2\) can prove \(\exists_{z \leq \frac{x}{x}} M(\frac{x}{x}, z) \rightarrow \exists_{z \leq x} M(x, z)\) is true; \(\Sigma^0_1\)-PIND yields

\[
S^1_2 \vdash \forall x \exists_{z \leq x} M(x, z)
\]

The theories \(S^{-1}_2\) and \(T^{-1}_2\) are the theories with only the BASIC axioms and no induction axioms. \(S_2\) is the union \(\bigcup_i S^i_2\) and \(T_2\) is the union \(\bigcup_i T^i_2\) [3].

**Theorem 1.** Let \(i \geq 1\). \(T^i_2 \vdash S^i_2\) and \(S^i_2 \vdash T^{i-1}_2\). Therefore \(S_2 \equiv T_2\) [3].

Theorem 1 describes how the different theories are related and describes the hierarchy of Bounded Arithmetic theories. What we do not know is if the hierarchy collapses or not. That is, we have the inclusions \(S^1_2 \subseteq T^1_2 \subseteq S^2_2 \subseteq T^2_2 \subseteq \ldots\) but we do not know whether these are proper inclusions. Do stronger axioms in Bounded Arithmetic prove more true statements?

**Definition 22.** A theory \(T\) is finitely axiomatizable iff there is a finite set of axioms \(\Delta\) where \(T\) is the set of all consequences of the formulas in \(\Delta\).

**Theorem 2.** If \(T^i_2 = S^{i+1}_2\) then \(T^i_2 = S_2\).
Theorem 2 was proven in [6] and states that if the condition \( T_2^i = S_2^{i+1} \) holds then this implies that \( S_2 \) collapses to \( T_2^i \). This is because if \( T_2^i = S_2^{i+1} \), then \( T_2^j \models \Sigma^B_{i+1} \text{-IND} \) and \( T_2^j = T_2^{i+1} \). The full proof can be found in [6]. It would also be that \( T_2^j = S_2 \) is finitely axiomatizable.

**Definition 23.** Let \( f \) be a function. Then \( f \) is \( \Sigma^b_i \)-definable in \( S_2^1 \) iff there is a \( \Sigma^b_i \) formula \( A(x,y) \) such that;

- \( \forall x A(x,f(x)) \) is true
- \( S_2^1 \vdash \forall x \exists y A(x,y) \)
- \( S_2^1 \vdash \forall x,y,z (A(x,y) \wedge A(x,z) \rightarrow y = z) \)

Buss shows in [3] that any function in \( \mathcal{FP}^{\Sigma^P_{i+1}} \) can be \( \Sigma^b_i \)-defined in \( S_2^i \), and vice versa.

**Theorem 3 ([3]).** The \( \Sigma^b_i \)-definable functions in \( S_2^i \) are exactly \( \mathcal{FP}^{\Sigma^P_{i+1}} \), for \( i > 0 \).

The connection between the separation problem for Bounded Arithmetic and the complexity classes is that if the Bounded Arithmetic hierarchy collapses, then we can prove that the polynomial time hierarchy of complexity classes also collapses and we could prove this in \( S_2^1 \). If the Bounded Arithmetic theories are separate, then the polynomial time hierarchy could still collapse.

### 2.3 Sequent Calculus

Formal proofs in theories of Bounded Arithmetic such as \( S_2^1 \) use Gentzen-style sequent calculus proof systems [3]. First order theories with bounded quantifiers use the sequent calculus system described by Buss in [3], which is the usual Gentzen sequent calculus proof system augmented with inference rules for the bounded quantifiers [5].

Terms are built from constants, functions and free variables. From these terms we can build formulae. A finite sequence of formulae is called a **cedent**.
Definition 24. A sequent is composed of the antecedent, succedent, and the sequent arrow ⇒. Let \( \Delta \) and \( \Gamma \) be cedents. Then the sequent \( \Delta \Rightarrow \Gamma \) has \( \Delta \) as a antecedent and \( \Gamma \) as a succedent. The sequent is true iff all of the formulae in \( \Delta \) being true implies at least one of the formulae in \( \Gamma \) is true [3].

The inference rules for the system \( PK \) we are using and Buss and Ignjatović used for their result can be located in Appendix B. Buss used a sequent calculus system to define Bounded Arithmetic called \( LK \) [3]. \( LK \) consists of the structural inferences, propositional inferences and the Cut rule in \( PK \) as well as the following additional rules found in [3]. Buss and Ignjatović did not use these rules as they worked with quantifier-free formulas only [5].

Definition 25. An eigenvariable is a free variable that may not appear in the lower sequent of an inference [3].

\[
\forall:\text{left } \frac{A(t), \Gamma \Rightarrow \Delta}{\forall_x A(x), \Gamma \Rightarrow \Delta}
\]

\[
\forall:\text{right } \frac{\Gamma \Rightarrow \Delta, A(a)}{\Gamma \Rightarrow \Delta, \forall_x A(x)}
\]

where \( a \) is an eigenvariable.

\[
\exists:\text{left } \frac{A(a), \Gamma \Rightarrow \Delta}{\exists_x A(x), \Gamma \Rightarrow \Delta}
\]

where \( a \) is an eigenvariable.

\[
\exists:\text{right } \frac{\Gamma \Rightarrow \Delta, A(t)}{\Gamma \Rightarrow \Delta, \exists_x A(x)}
\]

\( LK \) also includes the logical axiom \( A \Rightarrow A \) where \( A \) is any cedent.

Theorem 4. \( LK \) is sound and complete.

Theorem 4 is proven in [3].
2. Background

2.4 Gödel’s Completeness Theorem

Gödel’s completeness theorem is a result about first-order logic that we can extend to the theories of Bounded Arithmetic. The theorem applied to a theory of Bounded Arithmetic states that a sentence is valid in the theory iff the sentence is derivable (we can find a proof of it) from the axioms of that theory. We can define the completeness theorem as follows.

**Definition 26.** Let $L$ be a first-order language and $T$ be a formal system for $L$. For a sentence $\phi$ in $L$, we use the notion $\vdash \phi$ to mean $\phi$ is provable in $T$.

Given that $T$ is a formal system and $\phi$ is a sentence in the language of $T$, we use $T \models \phi$ to say that $\phi$ is true under every interpretation of $T$.

**Definition 27.** Let $L$ be a first-order language and $T$ be a formal system for $L$. For a sentence $\phi$ in $L$, we use the notion $\models \phi$ to mean $\phi$ is valid.

**Theorem 5** (Completeness Theorem). Let $L$ be a first-order language and $T$ be a formal system for $L$. If $\models \phi$ then $\vdash \phi$.

We can also extend this theorem for first-order theories such as the theories of Bounded Arithmetic. For example, given a sentence $\phi$ in the language of Bounded Arithmetic, $\mathbf{S}^1_2 \vdash \phi$ iff $\mathbf{S}^1_2 \models \phi$.

If $\mathbf{S}^1_2 \vdash \phi$, then $\phi$ can be proven using the inference rules and logical axioms from $LK$ as well as the axioms of $\mathbf{S}^1_2$. There is a proof of $\phi$. If $\mathbf{S}^1_2 \models \phi$, then $\phi$ is valid for all the interpretations that are a model of $\mathbf{S}^1_2$.

2.5 Gödel’s Incompleteness Theorems

Gödel’s incompleteness theorems describe certain limitations on sets of axioms. We are interested in Gödel’s Incompleteness Theorems for separating the theories of Bounded Arithmetic. Statements of a formal theory are usually written in a symbolic form, it is common to use sets of axioms to describe the statement of a formal theory. A set of axioms is said to be effectively generated if the axioms can
be listed by an effective procedure (a computer program for example) without listing any statements that are not axioms.

David Hilbert proposed in 1920 a research project that became known as Hilbert’s Program [13, 20]. The program had two parts (i) the descriptive and (ii) the justificatory. The descriptive part aimed to “produce the sort of description of our natural ways of mathematical reasoning that makes precise evaluation of that reasoning possible” [13]. However, we are more focused on the aim of the second part which was to produce a finitary proof of the reliability of our natural modes of mathematical reasoning. He wanted mathematics to be formulated on a solid and complete logical foundation. He believed it could be done by showing that all of mathematics follows from a correctly chosen finite system of axioms and that such a system is provable consistent. However, these theorems become a technical fault of Hilbert’s Program and prove that such a program is impossible [13].

A theory is the consequences of a set of axioms. A set of axioms is complete if all statements in the language of the theory of the axioms are either provable or its negation is provable from the given set of axioms [16]. The set of axioms is incomplete if there exists at least one statement where that statement or its negation is not provable from the given set of axioms. A set of axioms is said to be consistent if there does not exist a sentence in the axioms language is both provable and refutable (so that there doesn’t exist a statement such that the statement and its negation is provable from the axioms) [16].

Gödel’s theorems’ in plain English are

1. No consistent system of axioms whose theorems can be listed by an effective procedure is capable of proving all truths about the relations of the natural numbers. That is, there will always exist a statement about the natural numbers that is true but not provable within the set of axioms.

2. No consistent system of axioms whose theorems can be listed by an effective procedure can demonstrate it’s own consistency.

Gödel’s first incompleteness theorem states there is no complete, axiomatizable, and consistent
theory for the natural numbers. Let $T$ be an axiomatizable theory and $\text{Con}_T$ be the consistency statement expressing that $T$ is consistent [8].

**Theorem 6** (Gödel’s First Incompleteness Theorem). Let $T$ be a consistent theory and $S_2^1 \subseteq T$. Then there is a true sentence $\phi$ such that $T \not\vdash \phi$.

Intuitively, $\phi$ would be the sentence formalizing “I am not provable in $T$”. If $\phi$ were false, then $\phi$ would be provable in $T$, making it true and resulting in a contradiction. Therefore $\phi$ has to be true.

Gödel’s first incompleteness theorem kills the possibility of Hilbert’s program succeeding, by giving a true formula which is not provable by a consistent theory $T$.

**Theorem 7** (Gödel’s Second Incompleteness Theorem). Let $T$ be a consistent theory and $S_2^1 \subseteq T$. Then $T \not\vdash \text{Con}_T$.

Buss proves in [3] that $S_2^1$ cannot prove its own consistency for the usual notation. If there did exist a proof in some theory of Bounded Arithmetic of the consistency of $S_2^1$, then by Gödel’s incompleteness theorems, one would know that that theory and $S_2^1$ were separate theories. If that theory could demonstrate $S_2^1$’s consistency and it was proven that those theories were equivalent, then we would have a contradiction to Gödel’s second incompleteness theorem.

The usual notion of consistency of $S_2^1$ is considered to be too strong for any theory of Bounded Arithmetic to show. The usual notion of consistency for $S_2^1$ works by formalizing a notion of a proof, like sequent calculus, in $S_2^1$ and expressing that there does not exist a proof of contradiction, and proving this for all possible proofs of $S_2^1$. The usual approach does not work because it becomes impossible to feasibly evaluate the closed terms from the language of Bounded Arithmetic, as their values grow exponentially in their Gödel numbers in general.

However, the consistency of $S_2^1$ may still be demonstrated using a weaker notion of consistency. Pudlák shows in [15] that there does not exist a theory of Bounded Arithmetic that can prove the bounded consistency of $S_2^1$. Bounded consistency statements are weaker in the sense that they only refer to proofs that use bounded formulas, and are still too strong. Equational theories notion of a
proof is considered to be the weakest because we only reason in equational reasoning and not arbitrary formulas with unbounded quantifiers.

This leads to the conjecture by Gaisi Takeuti which states “Let R be an equational theory involving equations \( s = t \) where \( s \) and \( t \) are closed terms in the language of \( S_2 \), with natural rules based on recursive definitions of the function symbols. Show that \( S_2 \not\vdash \text{Con}(R) \)” [9]. If this conjecture were to be true, then consistency statements would likely be impractical to use to solve the finite axiomatizability problem of Bounded Arithmetic. Beckmann disproves this in [1], leaving hope that consistency statements can be used to obtain a negative answer, that Bounded Arithmetic is not finitely axiomatizable.

### 2.6 Proof System PV

PV was originally introduced in 1975 in [10]. PV relates propositional calculus proofs lengths to feasibly constructive proofs. The motivation for Cook developing PV came from the open problem \( \mathcal{P} \) vs \( \mathcal{NP} \) described in Section 2.1. He aimed to prove the inequality of the two classes. Also, a constructive proof of the statement \( \forall x \, A \) provides finding methods for an efficient proof of \( A \) for all possible values of \( x \), but it does not say anything about the growth of the proofs length in terms of \( x \). This issue lead Cook to the notion of feasibly constructive proofs. Cook showed that provable equations in PV are polynomial-verifiable, and that an equation \( t = u \) of PV is provable in PV if and only if it is polynomially verifiable [10]. Cook uses equational theories for the definition of PV. He only reasoned about equations.

As we can recall in Section 2.2 Buss introduced \( S^1_2 \) in 1985. Buss proved in his thesis [3] that \( S^1_2 \) can \( \Sigma^b_1 \)-define all the functions of PV and that \( S^1_2 \) is a conservative extension of PV and that \( S^1_2 \) and PV have the same \( \Sigma^b_1 \)-formulae as theorems. It can also be viewed that PV is the equational version of \( S^1_2 \) [3].

\( L_p \) can be defined as the language containing \( L_e \), defined later in Section 2.7, plus the symbols for all polynomial-time computable functions. \( \text{BASIC}_p \) are the axioms \( \text{BASIC}_e \) plus the axioms defining the polynomial time functions in terms of their definition by limited recursion on notation [5]. We can
also define a set of axioms known as the *equality axioms* known as;

1. \( t = t \) (*Reflexivity*)
2. \( s = t \rightarrow t = s \) (*Symmetry*)
3. \((s = t \land t = u) \rightarrow s = u\) (*Transitivity*)
4. \( f \in L_p, \text{ar}(f) = k \)
   \( \land_{i=1}^k s_i = t_i \rightarrow f(s_1, \ldots, s_k) = f(t_1, \ldots, t_k) \) (*Function compatibility*)
5. in particular for the predicate symbol \( \leq \) we have
   \( s_1 = t_1, s_2 = t_2, t_1 \leq t_2 \rightarrow s_1 \leq s_2 \)

If we define 2 rules of inference, substitution and induction as;

\[
\text{substitution} : \quad \frac{\Gamma(a) \Rightarrow \Delta(a)}{\Gamma(t) \Rightarrow \Delta(t)}
\]

\[
\text{induction} : \quad \frac{\Gamma, A(b) \Rightarrow A(b + 1), \Delta}{\Gamma, A(0) \Rightarrow A(t(a)), \Delta}
\]

we can then define PV precisely as

**Definition 28.** PV is an equational theory which is determined by the language \( L_p \), set of axioms \( \text{BASIC}_p \), equality axioms, the rules of inference in the sequent calculus PK defined in Appendix B plus the rules of inference substitution and induction.

**Definition 29.** \( \text{PV}^- \) is an equational theory which is determined by the language \( L_p \), set of axioms \( \text{BASIC}_p \), equality axioms, the rules of inference in the sequent calculus PK defined in Appendix B.

\( \text{PV}^- \) is the proof system PV without induction and substitution. That is, they do not use the induction rule that the original PV has. Buss and Ignjatović claimed to prove that \( S_2^1 \) couldn’t prove the consistency of \( \text{PV}^- \) but what they actually proved was that \( S_2^1 \) couldn’t prove the consistency of
PV$^-$ extended by propositional logic and $BASIC_e$. In Buss and Ignjatović version of PV$^-$, each line in a proof is a sequent of boolean formulas. The language used were the function symbols for all in PV, and the axioms used were the recursive definitions of the functions in PV as well as the additional axioms $BASIC_e$. $S_2^1$ could not prove the consistency of this version of PV$^-$. Beckmann however proves that $S_2^1$ can prove the consistency of PV$^- [1]$. The version of PV$^-$ used in [1] is in pure equational theory, that is, every line in a proof is an equation. Beckmann proves that the consistency of any equational theory can be proven for any language if the only axioms used are recursive definitions for the symbols in that language. So for this case, the language would be the function symbols for all the functions in PV and the axioms used would be the recursive definitions of the functions in PV.

Yamagata claims to improve on Beckmann’s result in [19]. He points out that Beckmann does not use substitution and Yamagata attempts to prove that $S_2^1$ can prove the consistency of PV$^-$ including the substitution rule. He uses a slightly different version of PV however described in [11] where this version of PV uses binary notation of the natural numbers instead of the usual dyadic notation of the natural numbers.

2.7 Equational Theories

This project is interested in sets of axioms for equations. Each set of such axioms forms an equational theory in the following sense. An equational theory of a class of structures is a set of universal atomic formulas that hold in all members of the class. Given a language, a set of axioms and some proof system, an equational theory is the set of all equations provable from these.

If we take a notion of proof (such as sequent calculus for example), and a notion of arithmetization of proof and syntax (such as Gödel numbering), then a consistency statement expresses that for all potential proofs of a given theory, for each notion of proof there is not a proof of contradiction. For example, in the theory of numbers a contradiction would be $0 = 1$.

A consistency of a mathematical theory is a formal sentence expressing that the theory is error-
free. When we talk about "consistency of an equational theory", we say there exists a formal sentence describing that the theory of equations is free of contradictions. For example, if a true consistency statement of a mathematical theory exists one cannot use that theory to prove the statement $1 = 0$ i.e. that $1 = 0$ is not derivable in that theory.

**Theorem 8.** $S^1_2$ can prove consistency of a pure equational theory where the set of axioms are recursively defining the functions in a language [1].

Beckmann shows in [1] that the weak fragment of Bounded Arithmetic $S^1_2$ can prove consistency of equational theories with functions defined via recursion. That is, given a set of axioms defining the functions in the language, the consistency of the equational theory given by closed instances of these axioms can be proved in $S^1_2$. Examples of these axioms include recursive axioms to define $+$; (1) $x + 0 = x$ (2) $x + Sy = S(x + y)$.

Pure equational theories are equational theories where every line written in the proof is an equation. Beckmann used pure equational theories to obtain his result in [1]. Beckmann uses a version of pure equational theory where substitution was omitted and axioms were only recursive definitions of the function symbols in the language. These functions will all have an arity, 0-arity functions will be constants such as 0 and 1, 1-arity functions will include functions such as the successor function, $S$. Functions with arity 2 will include functions such as addition and multiplication. From this language we can build terms and from these terms we can build formulas. For example, $s = t$ is a formula where $s$ and $t$ are both terms.

We develop a system used for our result which we call $PI$ (Pure Inferences). $PI$ consists of the identity axioms such as $s = s$. There are also the rules

*Note: $u[x/s]$ denotes the term $u$ where all occurrences of variable $x$ in $u$ are replaced by $s$;* 

\[
\text{symmetry : } \frac{s = t}{t = s}
\]
Definition 30. \( PI \) consists of the identity axioms, the symmetry rule, transitivity rule and the function extensionality rule.

\( PI \) will be used to define our result, which we call PET, in Chapter 4.

Expanded equational theory can be seen as an extension of pure equational theory. Expanded equational theory also allows inequalities and propositional connectives. Expanded equational theory must use a proof system that allows propositional rules of inference. The chosen proof system to write formal proofs in the Buss and Ignjatović version of expanded equational theory is Gentzen-style sequent calculus. Each line in a expanded equational theory proof is not an equation, but a sequent of boolean formulas.

Buss and Ignjatović show in [5] that no fragment of Bounded Arithmetic proves the bounded consistency of \( S_{2}^{-1} \) for proofs which contain only formulas as the least closure of \( \Sigma^{b}_{1} \) formulas under Boolean connectives and sharply bounded quantifiers. They worked with quantifier free theories rather than purely equational ones. The symbols of the language used were those in Bounded Arithmetic plus the additional set of symbols \( \{ 2^{a}_{\leq b}, \neg, sq(a), <a, b>, (a)_{1}, (a)_{2} \} \). \( 2^{a}_{\leq b} \) is the function \( 2^{\min(a,b)} \), is limited subtraction where \( a^{\leq b} = a - b \) if \( a \geq b \) or 0 otherwise. \( sq(a) = a \cdot a \). \( <a, b> \) is the pairing function. \((a)_{1}, (a)_{2}\) are projection functions. We call this new language \( L_{e} \).

The additional axioms used in [5] were those in \( BASIC_{e} \) which can be found in Appendix A.

Definition 31. \( EET \) is the theory over the language \( L_{e} \), which considers boolean formulas in \( L_{e} \), and is given by the axioms \( BASIC_{e} \) and the proof system \( PK \) as defined in Appendix B.

An example of an EET formula is \((\neg(a \leq b) \lor (a^{\leq b} = 0)) \land (\neg(a^{\leq b} = 0) \lor (a \leq b))\). Some more examples of EET formulas include all those in \( BASIC \) which can be found in Appendix A.
Buss and Ignjatović show in [5] that they could get rid of the induction axioms by translating into a boolean setting. We will not use induction, and EET does not consist of any induction axioms.

The Buss and Ignjatović version of expanded equational theory (EET) uses this new language and set of axioms that extends what Beckmann used in [1], and the Gentzen-style sequent calculus.

$B^b_i$ denotes the class of formulas obtained as the least closure of $\Sigma^b_i$ formulas under boolean connectives and sharply bounded quantifiers [5]. The hierarchy of $B^b_i$-formulas is explained in [5]. A $B^b_i$-proof is a sequent calculus proof in which every formula is in $B^b_i$. Buss and Ignjatović prove in [5] that $S^i_2$ cannot prove the consistency of $S^i_2$ proofs in which only $B^b_i$-formulas appear.

**Definition 32.** When we say Con we are referring to $B^b_i$-consistency as explained in [5].

As a result of this, we also have the theorem that was proven in [5];

**Theorem 9.** $S^1_2 \not\equiv Con(EET)$.

This thesis and project aims to develop a translation from EET into a pure equational theory (which we call PET). A well formed equation in PET is in the form $s = t$ where $s$ and $t$ are terms in the underlying language of PET. An example of a typical PET formula would be $\max(\min(b, 1)^{-}a, \min(a, 1)^{-}b) = 0$ this is actually the translation of the formula $(a \leftrightarrow b)$, explained in Section 4.4.1. In our version of PET we want to use the same language and rules used by Beckmann [1] with an additional set of axioms that simulate the propositional reasoning that was used in Buss and Ignjatović EET. We want to make precise what this additional set of axioms are. A well formed equation in PET is in the form $s = t$ where $s$ and $t$ are terms in the underlying language of PET.

We also wish to prove that $S^1_2 \equiv Con(PET) \rightarrow Con(EET)$, so that we may use Theorem 9 to prove that $S^1_2 \not\equiv Con(PET)$.

**2.8 Formalization in $S^1_2$**

To formalize the translation of formulas and the translation of proofs in bounded arithmetic, we will need to use Gödel numbers. Gödelization is the process of encoding of syntax of some formal language
into the natural numbers. It uses numbers to represent reasoning in mathematics. We follow the same Gödel numbering system used by Buss in [3] to encode both EET and PET formulas and proofs.

Before we show the translation of formulas and proofs can be formalized in bounded arithmetic, we must show that the syntax can be encoded in $S^1_2$. We use binary notation to represent Gödel numbers. Each symbol of EET and PET will have its own Gödel number. Here we extend the way metamathematics is encoded in Buss uses in [3]. For EET we will use the following:

<table>
<thead>
<tr>
<th><strong>Logical Symbols</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\forall$ - 0,</td>
</tr>
<tr>
<td>$\exists$ - 1,</td>
</tr>
<tr>
<td>$\land$ - 4,</td>
</tr>
<tr>
<td>$\forall$ - 0,</td>
</tr>
<tr>
<td>$\exists$ - 1,</td>
</tr>
<tr>
<td>$\land$ - 4,</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Non-logical Symbols</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Constants: 0 - 16</td>
</tr>
<tr>
<td><strong>Unary Functions:</strong></td>
</tr>
<tr>
<td>$S$ - 20, $</td>
</tr>
<tr>
<td>$\lfloor \frac{1}{2}x \rfloor$ - 28</td>
</tr>
<tr>
<td>$(a)_1$ - 26, $(a)_2$ - 30, $sq(a)$ - 34</td>
</tr>
<tr>
<td><strong>Binary Functions:</strong></td>
</tr>
<tr>
<td>+ - 32, $\div$ - 36, $#$ - 40</td>
</tr>
<tr>
<td>$2^a_{</td>
</tr>
<tr>
<td><strong>Binary Relation:</strong></td>
</tr>
<tr>
<td>= - 18, $\leq$ - 22,</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Free Variables</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$ - 19</td>
</tr>
<tr>
<td>$a_2$ - 23</td>
</tr>
<tr>
<td>$a_3$ - 27</td>
</tr>
<tr>
<td>$\ldots$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Free Variables</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$ - 17</td>
</tr>
<tr>
<td>$x_2$ - 21</td>
</tr>
<tr>
<td>$x_3$ - 25</td>
</tr>
<tr>
<td>$\ldots$</td>
</tr>
</tbody>
</table>
and similarly for PET where we have all the symbols for polynomial-time computable functions. We can use the $\Sigma^b_1$-defined function symbols and $\Delta^b_1$-defined predicate symbols defined in [3] for handling Gödel numberings for the metamathematical concepts such as "formula" and "term". $\text{Fmla}(w)$ is a unary predicate which is $\Delta^b_1$-defined in $S^1_2$ to mean $w$ codes a formula. $\text{Term}(w)$ means that $w$ encodes a term. The full inductive definition for these predicates can be found in [3].

Given a $\Sigma^b_1$-defined translation, $tr$, this translation should have the property: given $p$ is the Gödel number of a EET formula, then $tr(p)$ is the gödel number of the equivalent PET equation, $p^* = 0$.

The translation of proofs works in a similar way. For a translation of proofs to be formalizable in $S^1_2$ we need a method of coding tree-like proofs in $S^1_2$. We can encode trees the same way in [3]. They can be coded by sequences, a tree is coded by a sequence with two special symbols ”[“ and ”]” for denoting the structure of the tree.

![Diagram of a tree](image)

*Fig 1: A tree that can be encoded as a[b[fg]c[i[h]]]d[e]*)

The sequence with special characters ”[“ and ”]” can easily be encoded in $S^1_2$, with the $\Sigma^b_1$-defined
predicates and $\Delta^b_1$-defined functions described in [3], including the function $SubTree(i, w)$ for extracting subtrees of $w$ with root node $i$, the function $Father(i, w)$ that returns the father node of $i$ (the node directly above it) in $w$, and the function $Son(k, j, w)$ that returns the $k^{th}$ son of node $j$ in tree $w$.

Now that EET formulas and trees can be encoded, we can encode EET tree-like proofs. A Gödel number of a proof codes a tree of sequents labeled precisely as to how the rules of inference in EET are applied. Each node of the tree is a ordered pair $< x, w >$ where $w$ is the coded formula and $x$ codes the inference rule used to deduce $w$ from the sons of $w$. Here, the sons of $w$ are the sequents directly above $w$ in the proof tree in EET. Axioms in a proof will be encoded as a node with no son nodes. The root of the tree is the encoding of the sequent that is proved in the EET proof. Coding tree-like proofs in PET will be in a similar way except we use the encoding of equations and not sequents. The inductive definition of proofs as metamathematical objects in $S^1_2$ can be found in [3].

Now EET proofs and PET proofs can be encoded and defined metamathematically through the use of $\Sigma^b_1$-defined function symbols and $\Delta^b_1$-defined predicate symbols, showing that these trees can be built in $S^1_2$.

Given a $\Sigma^b_1$-defined translation, $tr$, this translation should have the property: given $p$ is the Gödel number of a EET proof with end sequent $s$, then $tr(p)$ is the gödel number of the equivalent PET proof of the equation, $s^* = 0$.

To make a $\Sigma^b_1$-defined translation, we want that the translation is defined by recursion. If this is achieved, then we achieve a function that follow the $p$-inductive definitions described in [3]. This means it would be a $\Sigma^b_1$-defined function, so that the translation would be formalizable in $S^1_2$.

Given an EET proof tree, we can recursively define a translation by first translating the sequent that is proven. This will be the root of the tree. The sons of the root of the tree will be the assumptions of the last rule used to obtain the proven sequent. This process is recursively repeated until we reach the axioms used in the proof. If a translation can be defined in this way, then it will be a $p$-inductive definition as defined in [3], making it a $\Sigma^b_1$-defined function meaning that the translation would be formalizable in $S^1_2$. 
3. FIRST TRANSLATION

We aim for a translation of Boolean formulas over $L_e$ into equations, which can be used between two equational theories, the result of Buss and Ignjatović’s paper [5] proving that $S^1_2 \nvDash PV^-$ extended by propositional logic and $BASIC_e$ axioms, which we call EET, and translating it into a pure equational setting. PET is the result of this paper, and when we refer to PET we are actually referring to what PET should be. A translation helps us achieve this because a translation means we have the Theorem $S^1_2 \vdash \text{Con}(PET) \rightarrow \text{Con}(EET)$, and in combination with Theorem 9 to prove that $S^1_2 \nvDash \text{Con}(PET)$ by the extension of our new axioms required for the translation. In this Chapter we describe our first attempt of a translation, where we attempt to simulate propositional reasoning in a pure equational setting. We reach problems described later in this Chapter about how the axioms are inefficient and how we reach exponential growth because of how we define the translation and how many times we use the assumption in a proof, this decreases the likelihood that the proof is formalizable in $S^1_2$.

We begin by fixing a standard model for the natural numbers; where we have a structure with domain of the natural numbers and a standard interpretation. All non-logical symbols will have standard interpretation. Then;

**Definition 33.** A formula is valid if and only if the formula is true in the standard model under any interpretation of its free variables.

Let $T$ be the set of terms such that; terms with no variables that are interpreted in our standard model to either 0 or 1 are in $T$, and terms with variables are seen as functions with input, such that for any input the terms are evaluated and interpreted in the standard model of the natural numbers in the range $\{0, 1\}$. 
We have some arbitrary first order language, $\mathcal{L}$, for the natural numbers, which will be used for both PET and EET. When we have a language, we can have a translation of formulas in EET into terms in PET. A translation is a map, $\ast$, from boolean formulas and sequents of boolean formulas, to terms.

**Definition 34.** A translation is a map, $\ast$, from boolean formulas and sequents of boolean formulas to terms in $T$.

The simplest of translations would be the translation of any boolean formula and sequent to the term 0. This is an example of a translation that lacks the properties of a good translation.

A good translation has two essential properties, which our translation need to have in order to be usable. First there is the consistency property. A translation satisfies the consistency property if and only if a boolean formula $A$ is valid then its translation $A^\ast$ equals 0, is valid. The property also applies to sequents, as in the sequent $\Gamma \Rightarrow \Delta$ is valid if and only if $(\Gamma \Rightarrow \Delta)^\ast = 0$, is valid.

We chose to fix 0 to represent "truth", so any term that equals 0 is considered true.

**Definition 35.** A translation, $\ast$, has the consistency property iff for a valid formula or sequent, $A$, $A^\ast = 0$ is a valid formula, and vice versa.

From this we get the equivalence, $A$ is valid iff $A^\ast = 0$ is valid. We also have a provability property. A statement, $A$, is provable in EET if and only if PET can prove that the translation, $A^\ast = 0$. Formally, EET $\vdash A$ implies PET $\vdash A^\ast = 0$. This also applies to sequents, EET $\vdash \Gamma \Rightarrow \Delta$ implies PET $\vdash (\Gamma \Rightarrow \Delta)^\ast = 0$.

**Definition 36.** A translation, $\ast$, has the provability property iff EET $\vdash A$ implies PET $\vdash A^\ast = 0$, where $A$ is a formula or sequent.

**Definition 37.** A good translation is one which has the consistency property and the provability property.

So our goal for this project is to find a good translation that works that can also prove the rules of Gentzen style sequent calculus by reaching the conclusion of the rule from the translation of the
premise. As an additional condition we’ll need this good translation also has to be formalizable in $S_2^1$ so that we can prove that $S_2^1 \not\vdash Con(PET)$.

3.1 Translation of Boolean Formulas

To translate the extended setting into a pure equational setting one has to come up with a way to arithmetize all boolean connectives. For example, we know that for the formula $A \land B$ to be true both terms $A$ and $B$ have to be true. When translating this particular formula we have $(A \land B)^* = A^* + B^*$. If $A \land B$ then $A^* + B^* = 0$ and vice versa.

To ensure that the translation stays within the range $\{0, 1\}$, we use the $sg$-function. That is:

- $sg(0) = 0$
- $sg(x) = 1$ where $x$ is any natural number greater than 0.

This way, we can always stay within the range $\{0, 1\}$ so that we stick to the definition of a translation.

An encoding for atomic formulas which are listed below, where $s$ and $t$ are terms.

- $(s = t)^* = sg((s \dot{=} t) + (t \dot{=} s))$
- $(s \leq t)^* = sg((s \dot{\leq} t))$

We can then define a translation for the boolean connectives $\neg$, $\lor$, and $\land$ by recursion.

So if $A$ is an atomic formula and we know the translation works for atomic formulas, we can define a translation for negation by recursion on the build-up of the formula $A$. $(\neg A)^* = 1 \dot{\land} A^*$, where the next step is to look at the translation of the formula $A$.

We can also define conjunction and disjunction. $(A \lor B)^* = A^* \cdot B^*$ where the next recursive steps are to look at the translations of the formulas $A$ and $B$. Also $(A \land B)^* = sg(A^* + B^*)$ where the next recursive steps are to look at the translations of the formulas $A$ and $B$.

A summary of the way to arithmetize all the boolean connectives is as shown

- $(\neg A)^* = 1 \dot{\land} A^*$
- $(A \lor B)^* = A^* \cdot B^*$
- $(A \land B)^* = sg(A^* + B^*)$
3. First Translation

3.2 Translation of Sequents

A sequent in the form $\Gamma \Rightarrow \Delta$ is true if some $A \in \Gamma$ is false or some $B \in \Delta$ is true. To arithmetize this first we need a way to encode to see for all formulas in $\Gamma$ are true (or translations of formulas are equal to 0) and at least one of the formulas in $\Delta$ is true (or at least one of the translations of the formulas is equal to 0).

$\Gamma$ and $\Delta$ are lists of sequents. $\Gamma = A_1, A_2, \ldots, A_n$ and $\Delta = B_1, B_2, \ldots, B_n$. Then by $\Gamma^*$ we mean $A_1^*, A_2^*, \ldots, A_n^*$ and by $\Delta^*$ we mean $B_1^*, B_2^*, \ldots, B_n^*$. $(\Gamma \Rightarrow \Delta)^*$ is the translation from the sequent, $\Gamma \Rightarrow \Delta$, to a term, which we will define below.

We also need a definition for the minimum and maximum of an arbitrary length of a list of numbers for the translation of a sequent. We can recursively define $\min_{[x]}^{L/R}(x)$. If we state that

$$\begin{align*}
\min_0() &= 1 \\
\min_1(x) &= x \\
\min_n(x_0, x_1, \ldots, x_n) &= \min_{n+1}(x_0, x_1, \ldots, x_n) = \min(x_0, \min_n(x_1, \ldots, x_n)). \\
\min_{[x]}^{L/R}(x) &= \min_{[x]}^{L/R}(x_0, x_1, \ldots, x_n) = \min_n(x_0, x_1, \ldots, x_n)).
\end{align*}$$

The maximum function can be defined in a similar way, such that

$$\begin{align*}
\max_0() &= 0 \\
\max_1(x) &= x \\
\max_n(x_0, x_1, \ldots, x_n) &= \max_{n+1}(x_0, x_1, \ldots, x_n) = \max(x_0, \max_n(x_1, \ldots, x_n)). \\
\max_{[x]}^{L/R}(x) &= \max_{[x]}^{L/R}(x_0, x_1, \ldots, x_n) = \max_n(x_0, x_1, \ldots, x_n)).
\end{align*}$$

For simplicity, we will write $\min(\vec{x})$ instead of $\min_{[\vec{x}]}^{L/R}(\vec{x})$ and $\max(\vec{x})$ instead of $\max_{[\vec{x}]}^{L/R}(\vec{x})$.

If all formulas were true then the translation of these would all be 0. Therefore to check that all the formulas are true, one can find the maximum of the translated formulas and if it equals 0 then all the formulas are true. If we find that 1 is the maximum then it means at least one of the formulas is false. If we look for the minimum of the translated formulas, and we find a 0, then we know at least one of the formulas is true. If we find 1 for the minimum then none of the formulas are true. Thus, we define
Definition 38. \((\Gamma \Rightarrow \Delta)^*\) is the translation from the sequent \(\Gamma \Rightarrow \Delta\) to the term \(\min(\Delta^*) - \max(\Gamma^*)\).

3.3 Consistency Property

The consistency property as defined in Definition 35 states that if the formula \(A\) is true, then its translation \(A^* = 0\) is true. Here we wish to prove that the translation suggested has the consistency property. For boolean connectives we can prove this by induction on the build-up of boolean formulas.

To prove our translation of sequents has the consistency property, we can analyse the different cases. Our translation states that \((\Gamma \Rightarrow \Delta)^* = \min(\Delta^*) - \max(\Gamma^*)\). As a reminder, a sequent is only true if some \(A \in \Gamma\) is false or some \(B \in \Delta\) is true and the axiom would be false if all formulas in \(\Gamma\) are true and all formulas in \(\Delta\) are false.

Lemma 1. The translation, *, has the consistency property.

Proof. The base case would be proving that the atomic formulas translate. For example, if \(A\) is \(s = t\) then we want to prove that the translation is equal to 0, that if \(A\) is valid iff \(A^* = 0\) is valid. This can be proven through explanation. Suppose \(s\) and \(t\) were equal, then we know that both \(s-t\) and \(t-s\) would be 0 and the equation would evaluate to 0. If they were not equal, then either \(s-t\) would be 0 and \(t-s\) would be greater than 0, or \(s-t\) would be greater than 0 and \(t-s\) would be 0. Either way, we know that \((s-t) + (t-s)\) could not be 0 if \(s\) and \(t\) are not equal.

A translation of the atomic formula \(s \leq t\) we can prove is that \(s-t = 0\) when \(s \leq t\) is true. Similar to above, is \(s\) was less than or equal to \(t\) then \(s-t\) would have to equal 0. If \(s\) was not less than or equal to \(t\), or \(t\) was greater than \(s\), then \(s-t\) would be greater than 0. Therefore we have proven that the consistency property holds for translation of the atomic formulas.

To prove that the translation of the boolean connectives holds the consistency property we would use an inductive step. One can use the assumption that \(A\) is true iff \(A^* = 0\) is true, to prove that the translations of negation, conjunction and disjunction hold the consistency property.

For negation, we have the translation \((\neg A)^* = 1 - A^*\). If \(A\) is true we expect \(\neg A\) to be false, that is, \((\neg A)^* = 1\). If we use the induction hypothesis that \(A^* = 0\), then \((\neg A)^* = 1 - 0 = 1\). If \(A\) was false, and
that $A^* = 1$, then $\neg A$ would be true so $(\neg A)^*$ should equal 0. If we use the hypothesis that $(\neg A)^* = 0$, then $(\neg A)^* = 1 \cdot 1 = 0$. Therefore, the translation of the negation holds the consistency property.

For disjunction, we have the translation $(A \lor B)^* = A^* \cdot B^*$. If we use the assumption that $A^* = 0$, then $(A \lor B)^* = 0 \cdot B^*$. We are under the assumption that $A$ is true, since $A$ is true iff $A^* = 0$ is true, so we know that $A \lor B$ is also true, so we would expect $(A \lor B)^* = 0$. $(A \lor B)^* = 0 \cdot B^*$ and $0 \cdot B^*$ will always equal 0. We know that $A \lor B$ is false if $A$ is false and $B$ is false, therefore, $(A \lor B)^* = 1$ if $A^* = 1$ and $B^* = 1$. Since we know $A^* = 1$ and $B^* = 1$ and $(A \lor B)^* = 1 \cdot 1$, it’s easy to see that $A^* \cdot B^* = 1$. Therefore the consistency property holds for translation of disjunction.

For conjunction, we have the translation $(A \land B)^* = A^* + B^*$. If we use the assumption, that $A^* = 0$, then $(A \land B)^* = 0 + B^*$. Since we are using the hypothesis that $A$ is true, we know that $(A \land B)$ will only be true if $B$ is also true. That is, $(A \land B)^* = 0$ if and only if $B^* = 0$ and $(A \land B)^* = 1$ if and only if $B^* = 1$. If we substitute $B^* = 0$ into $(A \land B)^* = 0 + B^*$ we would get $(A \land B)^* = 0 + 0 = 0$ and if we substitute $B^* = 1$ we would get $(A \land B)^* = 0 + 1 = 1$. If $A^* = 1$, then $(A \land B)^* = A^* + B^* = 1 + B^*$. It is easy to see that $1 + B^*$ can never equal 0, therefore, $(A \land B)^* = 1$. Therefore the consistency property holds for the translation of conjunction.

Now we are left to prove that the translation for the sequents holds the consistency property. The first case is where at least one of the formulas in $\Delta$ is true. Then $(\Gamma \Rightarrow \Delta)^* = \min(\Delta^*) - \max(\Gamma^*)$ should equal 0. If at least one of the formulas in $\Delta$ is true, then $\Delta^*$ will have at least one 0 by induction hypothesis. Therefore, $\min(\Delta^*) = 0$. Therefore we are left with the term $0 - \max(\Gamma^*)$. Regardless of value of $\max(\Gamma^*)$, we know that $0 - \max(\Gamma^*) = 0$. Therefore this translation works for this case.

The next case is where not all the formulas in $\Gamma$ are true. Then $(\Gamma \Rightarrow \Delta)^* = \min(\Delta^*) - \max(\Gamma^*)$ should equal 0. If there is a formula in $\Gamma$ that is false, the translated equation of that formula would equate to 1. Therefore $\max(\Gamma^*) = 1$. If none of the formulas in $\Delta$ are true, then all formulas translated would have equations that are equal to 1. Therefore, $\min(\Delta^*) = 1$. We are left with the equation in this case, $1 - 1 = 0$. Therefore this translation works for this case.

The next case is where all the formulas in $\Gamma$ are true and none of the formulas in $\Delta$ are true. Then $(\Gamma \Rightarrow \Delta)^* = \min(\Delta^*) - \max(\Gamma^*)$ should equal 1. If all the formulas in $\Gamma$ are true, then the translation
of these formulas will all have equations that equate to 0. Therefore, \( \max(\Gamma^*) = 0 \). If none of the formulas in \( \Delta \) are true, then all formulas translated would have equations that equate to 1. Therefore, \( \min(\Delta^*) = 1 \). Therefore in this case, \( (\Gamma \Rightarrow \Delta)^* = \min(\Delta^*) \cdot \max(\Gamma^*) = 1 \cdot 0 = 1 \). Therefore this translation works for this case.

Therefore the translation, \(*\), has the consistency property.

\[\Box\]

3.4 Finding Axioms

The translation must be able to prove each rule of EET in order to obtain the provability property. The rules of EET can be found in Appendix B. Therefore we will create axioms in PET that aid with these proofs. These axioms must be universally mathematically true, and will be a part of the system PET.

\[
\neg:\left\{\begin{array}{c}
\Gamma \Rightarrow \Delta, A \\
- \neg A, \Gamma \Rightarrow \Delta
\end{array}\right.
\]

Using our translation, our premise would be \( \min(\Delta^*, A^*) \cdot \max(\Gamma^*) = 0 \) and our conclusion would be \( \min(\Delta^*) \cdot \max(1 \cdot \neg A^*, \Gamma^*) = 0 \). If we use the axiom

**Axiom 1.** \( \min(\min(a, 1), b) \cdot c = \min(a, 1) \cdot \max(1 \cdot \neg b, c) \)

then we can reach the conclusion by using this axiom and substituting \( a = \Delta^*, b = A^* \) and \( c = \Gamma^* \).

\[
\neg:\right\{\begin{array}{c}
\Gamma, A \Rightarrow \Delta \\
\Gamma \Rightarrow \Delta, \neg A
\end{array}\right.
\]

Using our translation, our premise would be \( \min(\Delta^*) \cdot \max(\Gamma^*, A^*) = 0 \) and our conclusion would be \( \min(\Delta^*, 1 \cdot \neg A^*) \cdot \max(\Gamma^*) = 0 \). If we use the axiom

**Axiom 2.** \( \min(a, 1) \cdot \max(b, c) = \min(\min(a, 1), 1 \cdot \neg b) \cdot c \)
then we can reach the conclusion by using this axiom and substituting \( a = \Delta^* \), \( b = A^* \) and \( c = \Gamma^* \).

\[
\wedge: \text{left} \quad \frac{A, B, \Gamma \Rightarrow \Delta}{A \land B, \Gamma \Rightarrow \Delta}
\]

Using our translation, our premise would be \( \min(\Delta^*) - \max(A^*, B^*, \Gamma^*) = 0 \) and our conclusion would be \( \min(\Delta^*) - \max(A^* + B^*, \Gamma^*) = 0 \). Using the axiom

**Axiom 3.** \( \min(a, 1) - \max(b, \max(c, d)) = \min(a, 1) - \max(b + c, d) \)

then we can reach the conclusion by using this axiom and substituting \( a = \Delta^* \), \( b = A^* \), \( c = B^* \) and \( d = \Gamma^* \).

\[
\wedge: \text{right} \quad \frac{\Gamma \Rightarrow \Delta, A \quad \Gamma \Rightarrow \Delta, B}{\Gamma \Rightarrow \Delta, A \land B}
\]

Using our translation, the premises of this rule would be \( \min(\Delta^*, A^*) - \max(\Gamma^*) = 0 \) and \( \min(\Delta^*, B^*) - \max(\Gamma^*) = 0 \). The conclusion would be \( \min(\Delta^*, A^* + B^*) - \max(\Gamma^*) = 0 \). Using the axiom

**Axiom 4.** \( \max(\min(a, 1) - c), (\min(a, 1) - d)) = \min(a, 1) - (b + d) - c \)

then we can reach the conclusion by using this axiom and substituting \( a = \Delta^* \), \( b = A^* \), \( d = B^* \) and \( c = \Gamma^* \).

\[
\lor: \text{left} \quad \frac{A, \Gamma \Rightarrow \Delta \quad B, \Gamma \Rightarrow \Delta}{A \lor B, \Gamma \Rightarrow \Delta}
\]

Using our translation, the premises of this rule would be \( \min(\Delta^*) - \max(A^*, \Gamma^*) = 0 \) and \( \min(\Delta^*) - \max(B^*, \Gamma^*) = 0 \). The conclusion would be \( \min(\Delta^*) - \max(A^* \cdot B^*, \Gamma^*) = 0 \). Using the axiom

**Axiom 5.** \( \max((\min(a, 1) - \max(b, c)), (\min(a, 1) - \max(d, c))) = \min(a, 1) - \max(b \cdot d, c) \)
then we can reach the conclusion by using this axiom and substituting \( a = \Delta^*, b = A^*, d = B^* \) and \( c = \Gamma^* \).

\[
\nu:\text{right} \quad \frac{\Gamma \Rightarrow \Delta, A, B}{\Gamma \Rightarrow \Delta, A \lor B}
\]

Using our translation, we would have the premise \( \min(\Delta^*, A^*, B^*) \prec \max(\Gamma^*) = 0 \) and we would have the conclusion \( \min(\Delta^*, A^* \cdot B^*) \prec \max(\Gamma^*) = 0 \). Using the axiom

**Axiom 6.** \( \min(\min(\min(a, 1), b), d) \prec c = \min(\min(a, 1), b \cdot d) \prec c \)

then we can reach the conclusion by using this axiom and substituting \( a = \Delta^*, b = A^*, d = B^* \) and \( c = \Gamma^* \).

\[
\text{exchange: left} \quad \frac{\Gamma, A, B, \Gamma' \Rightarrow \Delta}{\Gamma, B, A, \Gamma' \Rightarrow \Delta}
\]

The premise of this rule, under our translation, would be \( \min(\Delta^*) \prec \max(\Gamma^*, A^*, B^*, \Gamma'^*) = 0 \) and the conclusion would be \( \min(\Delta^*) \prec \max(\Gamma^*, B^*, A^*, \Gamma'^*) = 0 \).

If we look at the definitions we gave for \( \max \), we recursively call smaller versions of the list by removing the first or last element and comparing that the maximum of the rest of the list. Looking at our conclusion, can recursively call the \( \max \) function until we are left with \( \max(B^*, A^*) \). We can then use the axiom

**Axiom 7.** \( \max(x, y) = \max(y, x) \)

to make the conclusion look like the premise, \( \min(\Delta^*) \prec \max(\Gamma^*, A^*, B^*, \Gamma'^*) = 0 \).

\[
\text{exchange: right} \quad \frac{\Gamma \Rightarrow \Delta, A, B, \Delta'}{\Gamma \Rightarrow \Delta, B, A, \Delta'}
\]
The premise of this rule, under our translation, would be $\min(\Delta^*, A^*, B^*, \Gamma'^*) \dot{-} \max(\Gamma^*) = 0$ and the conclusion would be $\min(\Delta^*, B^*, A^*, \Gamma'^*) \dot{-} \max(\Gamma^*) = 0$.

Using similar logic to Axiom 7, we can recursively call smaller lists until we reach $\min(B^*, A^*)$. Then we can use an axiom;

**Axiom 8.** $\min(x, y) = \min(y, x)$

to prove that the conclusion matches the premise.

\[
\begin{array}{c}
\text{contraction: left} \\
\frac{A, A, \Gamma \Rightarrow \Delta}{A, \Gamma \Rightarrow \Delta}
\end{array}
\]

The premise for this rule, under our translation, would be $\min(\Delta^*, A^*) \dot{-} \max(A^*, A^*, \Gamma^*) = 0$. Our conclusion would be $\min(\Delta^*) \dot{-} \max(A^*, \Gamma^*) = 0$.

Using similar logic as Axioms 7, we can recursively call smaller lists of $\max$ in the premise until we reach $\max(A^*, A^*)$. Then using a new axiom

**Axiom 9.** $\max(x, x) = x$

we can make the premise match the conclusion.

\[
\begin{array}{c}
\text{contraction: right} \\
\frac{\Gamma \Rightarrow \Delta, A, A}{\Gamma \Rightarrow \Delta, A}
\end{array}
\]

The premise for this rule, under our translation, would be $\min(\Delta^*, A^*, A^*) \dot{-} \max(\Gamma^*) = 0$. Our conclusion would be $\min(\Delta^*, A^*) \dot{-} \max(\Gamma^*) = 0$.

Using similar logic as Axioms 8, we can recursively call smaller lists of $\min$ in the premise until we reach $\min(A^*, A^*)$. Then using a new axiom

**Axiom 10.** $\min(x, x) = x$
we can make the premise match the conclusion.

Some of these axioms created aren’t very elegant and are quite complicated. This makes the probability that the translation is formalizable in $S_2^1$ unlikely, which is bad because this is what we’re aiming for. One may consider revising the translation used and try an alternative translation that has simple, more elegant axioms.

### 3.5 Criticism of Translation

Here we point out some flaws with the current suggested translation *. We explain why some of these flaws may make * an unsuitable translation for what we are trying to achieve, as it is likely that * is not formalizable in $S_2^1$. This starts off by proving that $\max_{n}^L(\bar{x}) = \max_{n}^R(\bar{x})$ in a pure equational setting using $PI$ defined in Section 2.7. Because we want to use both $\max_{n}^L(\bar{x})$ and $\max_{n}^R(\bar{x})$ interchangeably, a proof of this would be used frequently and here we show why this proof creates a problem that would make it unlikely that * is formalizable in $S_2^1$.

**Lemma 2.** $\max_{n}^L(\bar{x}) = \max_{n}^R(\bar{x})$ is provable in PET for all natural numbers $n$.

**Proof.** By induction on $n$, we can show that $\max_{n}^L(\bar{x}) = \max_{n}^R(\bar{x})$ has a proof in PET. First we can try the two base cases, when $n = 0$ and $n = 1$.

If $n = 0$, then $\max_{0}^L() = 0 = \max_{0}^R()$. This can be proven in PET using the identity axioms.

If $n = 1$, then $\max_{1}^L(x) \equiv x \equiv \max_{1}^R(x)$. This can be proven in PET using the identity axioms.

Now we can prove the inductive step. That is, assuming the induction hypothesis $\max_{n}^L(x_0, \bar{x}) = \max_{n}^R(x_0, \bar{x})$ is provable in PET we can prove $\max_{n+1}^L(x_0, \bar{x}, x_n) = \max_{n+1}^R(x_0, \bar{x}, x_n)$ is provable in PET. Note that $\bar{x}$ are the terms $x_1, x_2, \ldots, x_{n-1}$. Let $\pi_n(\bar{x})$ denote the proof of the induction hypothesis $\max_{n}^L(\bar{x}) = \max_{n}^R(\bar{x})$.

$$\text{ext } \frac{\pi_n(x_0, \bar{x})}{\max(\max_{n}^L(x_0, \bar{x}), x_n) = \max(\max_{n}^R(x_0, \bar{x}), x_n)}$$
Since $\max(\max^L_n(x_0, \bar{x}), x_n)$ and $\max(\max^L_n(x_0, \bar{x}), x_n)$ are equivalent terms and are equal in the language level, we can use the transitivity rule.

Now let $\alpha_1$ be the equation $\max(\max^R_n(x_0, \bar{x}), x_n) = \max(\max^L_n(x_0, \bar{x}), x_n)$ and $\alpha_2$ be the equation $\max(\max^L_n(x_0, \bar{x}), x_n) = \max(\max(\max^R_{n-1}(\bar{x})), x_n)$.

Now if we use the induction hypothesis

Since $\max(x_0, \max^R_n(\bar{x}, x_n))$ and $\max(\max(\max^R_{n-1}(\bar{x})), x_n)$ are equivalent terms in the language level, we can use the transitivity rule.

Now let $\alpha_3$ be the equation $\max(\max^R_n(x_0, \bar{x}), x_n) = \max(\max^L_n(x_0, \bar{x}), x_n)$ and $\alpha_4$ be the equation $\max(\max^R_n(x_0, \bar{x}), x_n) = \max(\max^L_n(x_0, \bar{x}), x_n))$. 

Since $\max(\max^R_n(x_0, \bar{x}, x_n))$ and $\max(\max^R_{n-1}(\bar{x}), x_n)$ are equivalent terms and are equal in the language level, we can use the transitivity rule.

Now let $\alpha_3$ be the equation $\max(\max^R_n(x_0, \bar{x}), x_n) = \max(\max^L_n(x_0, \bar{x}), x_n)$ and $\alpha_4$ be the equation $\max(\max^R_n(x_0, \bar{x}), x_n) = \max(\max^L_n(x_0, \bar{x}), x_n))$. 

Since $\max(\max^L_n(x_0, \bar{x}), x_n) = \max(\max^L_n(x_0, \bar{x}), x_n)$ and $\max(\max^L_n(x_0, \bar{x}), x_n)$ are equivalent terms and are equal in the language level, we can use the transitivity rule.
Since \( \max_{n+1}^R(x_0, \bar{x}, x_n) = \max(\max_n^R(x_0, \bar{x}), x_n) \) and \( \max_{n+1}^L(x_0, \bar{x}, x_n) = \max(x_0, \max_n^L(\bar{x}, x_n)) \), we have proven that \( \max_{n+1}^R(x_0, \bar{x}, x_n) = \max_{n+1}^L(x_0, \bar{x}, x_n) \) has a proof in PET and therefore we have proven our Lemma by induction.

\[ \square \]

**Lemma 3.** \( \min_n^L(\bar{x}) = \min_n^R(\bar{x}) \) is provable in PET for all natural numbers \( n \).

The proof for this lemma can be obtained by using a similar proof to Lemma 2.

If we look at the complexity of this proof we can see that this chosen method becomes too complicated for the PET proof system and is even *exponential*. If we say that induction hypothesis, \( \pi_n \), has a proof of length \( S_n \) and \( \pi_{n-1} \) has a proof of length \( S_{n-1} \), then we can look at the length of the proof \( S_{n+1} \) as a recursive formula \( 2S_n + S_{n-1} + C \) where \( C \) is some constant that counts the number of transitivity, extensionality and symmetry rules used. We can argue that \( S_n = \Omega(2^n) \), if we use induction hypothesis \( S_n \geq C \cdot 2^n \), we know that \( S_{n+1} \geq 2 \cdot 2^n \), we can use the induction hypothesis here to say that \( S_{n+1} \geq 2 \cdot C \cdot 2^n \geq C \cdot 2^{n+1} \), hence \( S_n = \Omega(2^n) \). This creates an exponential growth as \( n \) increases. This is bad because we are aiming for a polynomial translation, as an exponential translation would mean that the equational theories created are not formalizable in \( S_2^1 \) as exponential procedures can not be formalizable in \( S_2^1 \).

This leaves us with the task of redefining the terms \( \max \) and \( \min \) such that we can still prove the consistency property and prove the provability property.

### 3.6 Evaluation of Translation

The aim of a translation was to translate Buss and Ignjatović’s result in [5] which we call EET into some pure equational setting which we call PET. We still want our result to be formalizable in \( S_2^1 \) like EET. This translation uses a mixture of \( \max_n^L \), \( \max_n^R \), \( \min_n^L \) and \( \min_n^R \) which causes an exponential growth when we want a polynomial translation to keep the result formalizable in \( S_2^1 \). One way of tackling this problem would be to choose only one style for \( \min \) and one style for \( \max \) throughout the whole of the translation.
We create some axioms for the translation that are complicated, which can lead to probability that this translations is not formalizable in $S^1_2$ because these axioms are so specific. If we look at the translations of conjunction and disjunction, we can replace these with a new translation. A conjunction statement $A \land B$ can be translated as $\max(A^*, B^*)$ and a disjunction statement $A \lor B$ can be translated as $\min(A^*, B^*)$. This can help towards more elegant and simpler axioms.
4. IMPROVED TRANSLATION

This is the second attempt of a translation we do. We address the problems and issues raised in Chapter 3. We redefine the translation hoping to create more elegant axioms and we focus on using assumptions only exactly once in proofs. We redefine the translation * in the following sections to be a translation from boolean formulas and sequents of boolean formulas into terms such that the range of the terms is \{0,1\}.

4.1 Translation of Boolean Formulas

We keep the same translation for the atomic formulas as defined in Section 3.1. We now make changes to how we translate the boolean connectives, \(\neg\), \(\land\), and \(\lor\).

We define a translation for the boolean connectives \(\neg\), \(\lor\), and \(\land\) by recursion. We know the translations for the atomic formulas hold.

So if \(A\) is an atomic formula and we know the translation works for atomic formulas, we can define a translation for negation by recursion on the build-up of the formula \(A\). \((\neg A)^* = 1 - A^*\), as before, where the next step is to look at the translation of the formula \(A\).

We can also define conjunction and disjunction. \((A \lor B)^* = \min(A^*, B^*)\) where the next recursive steps are to look at the translations of the formulas \(A\) and \(B\). Also \((A \land B)^* = \max(A^*, B^*)\) where the next recursive steps are to look at the translations of the formulas \(A\) and \(B\).

A summary of the way to arithmetize all the boolean connectives is as shown
We make slight changes to this translation, especially from those described in Section 3.2. We change how we define \(\min\) and \(\max\) and how we translate a sequent. We change the definition for the minimum and maximum of an arbitrarily long length of a list of numbers for the translation of a sequent. We use only the definitions \(\min_{R}^{n}\) and \(\max_{L}^{n}\) as before. We can recursively define \(\min(x, y)\). If we state that
\[
\min_{0}(\cdot) = 1 \\
\min_{1}(x) = x \\
\min_{n+1}(x_0, x_1, \ldots, x_n) = \min(\min_{n}(x_0, x_1, \ldots, x_n), x_n).
\]
The maximum function can be defined in a similar way, such that
\[
\max_{0}(\cdot) = 0 \\
\max_{1}(x) = x \\
\max_{n+1}(x_0, x_1, \ldots, x_n) = \max(x_0, \max_{n}(x_1, \ldots, x_n)).
\]
For simplicity, we will write \(\min(x)\) instead of \(\min_{|\beta|}(x)\) and \(\max(x)\) instead of \(\max|\beta|(x)\).

If all formulas were true then the translation of these would be a list of 0's. Therefore to check that all the formulas are true, one can find the maximum of the translated formulas and if it equals 0 then all the formulas are true. If we find that 1 is the maximum then it means at least one of the formulas is false. If we look for the minimum of the translated formulas, and it is 0, then we know at least one of the formulas is true. If we find 1 for the minimum then none of the formulas are true. Thus, we define

**Definition 39.** \((\Gamma \Rightarrow \Delta)^* \text{ is the translation from the sequent } \Gamma \Rightarrow \Delta \text{ to the term } \min(\Delta^*, 1) \neg \max(\Gamma^*).\)**
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4.3 Consistency Property

The consistency property, as defined in Definition 35, states that if the formula $A$ is true, then its translation $A^* = 0$ is true. Here we wish to prove that the translation suggested has the consistency property by proving that our translation of the boolean connective and sequents have the consistency property. For boolean connectives we can prove this by induction on the build-up of boolean formulas.

To prove our translation of sequents has the consistency property, we can analyse the different cases. Our translation states that $(\Gamma \Rightarrow \Delta)^* = \min((\Delta^*), 1) - \max(\Gamma^*)$. As a reminder, a sequent is only true if some $A \in \Gamma$ is false or some $B \in \Delta$ is true.

**Lemma 4.** The translation, $\ast$, has the consistency property.

*Proof.** The base case would be proving that the atomic formulas translate. For example, if $A$ is $s = t$ then we want to prove that the translation is equal to 0, that if $A$ is valid if $A^* = 0$ is valid. This can be proven through explanation. Suppose $s$ and $t$ were equal, then we know that both $s \dot{-} t$ and $t \dot{-} s$ would be 0 and the equation would evaluate to 0. If they were not equal, then either $s \dot{-} t$ would be 0 and $t \dot{-} s$ would be greater than 0, or $s \dot{-} t$ would be greater than 0 and $t \dot{-} s$ would be 0. Either way, we know that max $(s \dot{-} t, t \dot{-} s)$ could not be 0 if $s$ and $t$ are not equal.

A translation of the atomic formula $s \leq t$ we can prove is that $s \dot{-} t = 0$ when $s \leq t$ is true. Similar to above, is $s$ was less than or equal to $t$ then $s \dot{-} t$ would have to equal 0. If $s$ was not less than or equal to $t$, $s t$ was greater than $s$, then $s \dot{-} t$ would be greater than 0. Therefore we have proven that the consistency property holds for translation of the atomic formulas.

To prove that the translation of the boolean connectives holds the consistency property we would use an inductive step. One can use the induction hypothesis that $A^* = 0$ to prove that the translations of negation, conjunction and disjunction hold the consistency property.

For negation, we have the translation $(\neg A)^* = 1 \dot{-} A^*$. If $A$ is true we expect $\neg A$ to be false, that is, $(\neg A)^* = 1$. If we use the assumption that $A^* = 0$, then $(\neg A)^* = 1 \dot{-} 0 = 1$. If $A$ was false, and that $A^* = 1$, then $\neg A$ would be true so $(\neg A)^*$ should equal 0. If we use the assumption that $(\neg A)^* = 0$, then $(\neg A)^* = 1 \dot{-} 1 = 0$. Therefore, the translation of the negation holds the consistency property.
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For disjunction, we have the translation \((A \lor B)^* = \min(A^*, B^*)\). If we use the assumption that\( A^* = 0 \), then \((A \lor B)^* = \min(0, B^*)\). Since we are using the assumption that \(A\) is true, we know that \(A \lor B\) is also true, so we would expect \((A \lor B)^* = 0\). \((A \lor B)^* = \min(0, B^*)\) and \(\min(0, B^*)\) will always equal 0. We know that \(A \lor B\) is false if \(A\) is false and \(B\) is false, therefore, \((A \lor B)^* = 1\) if \(A^* = 1\) and \(B^* = 1\). Since we know \(A^* = 1\) and \(B^* = 1\) and \((A \lor B)^* = \min(A^*, B^*)\), it’s easy to see that \(\min(A^*, B^*) = 1\). Therefore the consistency property holds for the translation of disjunction.

For conjunction, we have the translation \((A \land B)^* = \max(A^*, B^*)\). If we use the assumption, that \(A^* = 0\), then \((A \land B)^* = \max(0, B^*)\). Since we are using the assumption that \(A\) is true (since we are assuming that \(A\) is true iff \(A^* = 0\) is true), we know that \((A \land B)\) will only be true if \(B\) is also true. That is, \((A \land B)^* = 0\) if and only if \(B^* = 0\) and \((A \land B)^* = 1\) if and only if \(B^* = 1\). If we substitute \(B^* = 0\) into \((A \land B)^* = \max(0, B^*)\) we would get \((A \land B)^* = \max(0, 0) = 0\) and if we substitute \(B^* = 1\) we would get \((A \land B)^* = \max(0, 1) = 1\). If \(A^* = 1\), then \((A \land B)^* = \max(A^*, B^*) = \max(1, B^*)\). It is easy to see that \(\max(1, B^*)\) can never equal 0, therefore, \((A \land B)^* = 1\). Therefore the consistency property holds for the translation of conjunction.

Now we are left to prove that the translation for the sequents holds the consistency property. The first case is where at least one of the formulas in \(\Delta\) is true. Then \((\Gamma \Rightarrow \Delta)^* = \min(\Delta^*, 1) \overset{\cdot} \cdot \max(\Gamma^*)\) should equal 0. If at least one of the formulas in \(\Delta\) is true, then \(\Delta^*\) will have at least one 0 by induction hypothesis. Therefore, \(\min(\Delta^*, 1) = 0\). Therefore we are left with the term \(0 \overset{\cdot} \cdot \max(\Gamma^*)\). Regardless of value of \(\max(\Gamma^*)\), we know that \(0 \overset{\cdot} \cdot \max(\Gamma^*) = 0\). Therefore this translation works for this case.

The next case is where not all the formulas in \(\Gamma\) are true. Then \((\Gamma \Rightarrow \Delta)^* = \min(\Delta^*, 1) \overset{\cdot} \cdot \max(\Gamma^*)\) should equal 0. If there is a formula in \(\Gamma\) that is false, the translated equation of that formula would equate to 1. If none of the formulas in \(\Delta\) are true, then all formulas translated would have equations that are equal to 1. Therefore, \(\min(\Delta^*, 1) = 1\). We are left with the equation in this case, \(1 \overset{\cdot} \cdot 1 = 0\). Therefore this translation works for this case.

The next case is where all the formulas in \(\Gamma\) are true and none of the formulas in \(\Delta\) are true. Then \((\Gamma \Rightarrow \Delta)^* = \min(\Delta^*, 1) \overset{\cdot} \cdot \max(\Gamma^*)\) should equal 1. If all the formulas in \(\Gamma\) are true, then the translation of these formulas will all have values 0. Therefore, \(\max(\Gamma^*) = 0\). If none of the formulas in \(\Delta\) are true,
then all formulas translated would have equations that equate to a value greater than 0. Therefore, \( \min(\Delta^*, 1) = 1 \). Therefore in this case, \( (\Gamma \Rightarrow \Delta)^* = \min(\Delta^*, 1) - \max(\Gamma^*) = 1 - 0 = 1 \). Therefore this translation works for this case.

Therefore the translation, \( * \), has the consistency property.

\[ \square \]

4.4 The Provability Property

The provability property, defined in Definition 36, states that if \( \text{EET} \vdash A \) then \( \text{PET} \vdash A^* = 0 \), and if \( \text{PET} \vdash A^* = 0 \) then \( \text{EET} \vdash A \), where \( A \) is a formula. Here we wish to prove that the suggested translation has the provability property.

We intend to show this by looking at EET-proofs. Looking at the definition of EET in Definition 31, every proof will include the axioms found in Appendix B so that the proof tree can have a start node. Each proof can use the axioms of BASIC\(_e\) as well. Also proofs use the inference rules of PK found in Appendix B so that a node may produce children nodes, and may again use those nodes to produce further nodes by using axioms and inference rules. For some formula or sequent \( A \), if \( \text{EET} \vdash A \) then \( A \) can be proven from the axioms and inference rules described. We want to translate the axioms BASIC\(_e\) and add them to the axioms of PET. We want to then prove the translation of the conclusion of every inference rule in PK from the translation of the assumption using the translation of the assumption at most once. This includes creating additional axioms for PET that each proof from the translation of the conclusion for every inference rule to use. This may increase the size of the original proof, but we can estimate the size of the PET proofs and ensure the size of the PET proof is bounded by a polynomial of the size of the original EET proof.

We want that the transformation is formalizable in \( S^1_2 \), so if we show that the transformation is done locally and in polynomial time, and since \( S^1_2 \) can define all polynomial time procedures [3], we show that \( S^1_2 \) is able to formalize this transformation.

If we can prove that for any EET-proof of a formula or sequent, \( A \), there is an equivalent PET-proof
for $A^* = 0$, then we prove that the translation has the provability property.

4. Improved Translation

4.4.1 Axioms

To prove the translation has the provability property we need to translate the axioms in $BASIC_e$ and develop a pure equational theory setting proof for each inference rule of $PK$, possibly creating additional axioms. We call the set of translated axioms $BASIC_t$ and these will be a part of our result, PET, defined later in Section 4.5.

To translate these axioms, we will use the following guide;

\[
\begin{align*}
(a = b)^* & = \max(a\bar{b}, b\bar{a}) = 0 \\
(a \leq b)^* & = a\bar{b} = 0 \\
(a \rightarrow b)^* & = \min(b, 1)\bar{a} = 0 \\
(a \leftrightarrow b)^* & = \max(\min(b, 1)\bar{a}, \min(a, 1)\bar{b}) = 0 \\
(a \neq b)^* & = 1\bar{a} - \max(a\bar{b}, b\bar{a}) = 0 \\
(a \land b)^* & = \max(a, b) = 0 \\
(a \lor b)^* & = \min(a, b) = 0 
\end{align*}
\]

First there is the translation of the axioms in $BASIC$ found in Appendix A. $BASIC_t$ consists of the following translated axioms. Note that 1 and 2 are used to abbreviate S0 and SS0.

Each formula is labeled with a number, which corresponds to formulas in $BASIC$. If we take the first formula in $BASIC$ and translate it for example;

\[(y \leq x \rightarrow y \leq Sx)^* \equiv \min(y\bar{S}x, 1)\bar{(y\bar{x})} = 0\]

**Definition 40.** $BASIC_t$ consists of the following 46 formulas

1. $\min(y\bar{S}x, 1)\bar{(y\bar{x})} = 0$
2. $1\bar{(}\max(x\bar{S}x, Sx\bar{x})) = 0$
3. $0\bar{x} = 0$
4. $\max((\min(\min(x\bar{y}, 1\bar{(}\max(x\bar{y}, y\bar{x}))), 1\bar{(}Sx\bar{y})), (\min(Sx\bar{y}, 1)$
\[ \max(x - y, 1^\circ(\max(x - y, y - x))) = 0 \]
5. \[ \min(1^\circ(2 \cdot x - 0, 0^\circ 2 \cdot x), 1^\circ(1^\circ(x - 0, 0^\circ x)) = 0 \]
6. \[ \min(y - x, x - y) = 0 \]
7. \[ \max(x - y, \min(\max(x - y, y - x), 1^\circ y - x)) = 0 \]
8. \[ \min(x - z, 1^\circ \max(x - y, y - z) = 0 \]
9. \[ \max(|0| - 0, 0^\circ |0|) = 0 \]
10. \[ \min(\max(\max(|2 \cdot x| - S(|x|, S(|x|) - |2 \cdot x|), \max(|S(2 \cdot x)| - S(|x|, S(|x|) - |S(2 \cdot x)|), 1^\circ 1^\circ(\max(x - 0, 0^\circ x))) = 0 \]
11. \[ \max(|S0| - S0, S0^\circ |S0|) = 0 \]
12. \[ \min(|x| - |y|, 1^\circ x - y) = 0 \]
13. \[ \max(|x#y| - S(|x| \cdot |y|), S(|x| \cdot |y|) - |x#y|) = 0 \]
14. \[ \max(|0#y| - S0, S0^\circ |0#y|) = 0 \]
15. \[ \min(\max(\max(1^\circ(2 \cdot x), 2^\circ(1 \cdot x) - 1^\circ(S(2 \cdot x))), 1^\circ(1^\circ(\max(x - 0, 0^\circ x))) = 0 \]
16. \[ \max(x#y - y#x, y#x - x#y) = 0 \]
17. \[ \min(\max(x#z - y#z, y#z - x#z), 1^\circ \max(|x| - |y|, |y| - |x|) = 0 \]
18. \[ \min(\max(x#y - (u#y) \cdot (v#y), (u#y) \cdot (v#y) - x#y), 1^\circ \max(|x| - |u| + |v|, |u| + |v| - |x|) = 0 \]
19. \[ x^\circ(x + y) = 0 \]
20. \[ \min(\max(S(2 \cdot x) - 2 \cdot y, 1^\circ \max(S(2 \cdot x) - 2 \cdot y, 2 \cdot y - S(2 \cdot x))), 1^\circ \max(x - y, 1^\circ \max(x - y, y - x)) = 0 \]
21. \[ \max((x + y)^\circ(y + x), (y + x)^\circ(x + y)) = 0 \]
22. \[ \max((x + 0)^\circ x, x^\circ(x + 0)) = 0 \]
23. \[ \max(x + Sy - S(x + y), S(x + y) - x + Sy) = 0 \]
24. \[ \max(x + (y + z)^\circ(x + y) + z, (x + y) + z^\circ x + (y + z)) = 0 \]
25. \[ \max(\min(y^\circ z, 1)^\circ((x + y)^\circ(x + z)), \min(1^\circ((x + y)^\circ(x + z)) = 0 \]
26. \[ \max((x \cdot 0)^\circ 0, 0^\circ(x \cdot 0)) = 0 \]
27. \[ \max(x \cdot (Sy)^\circ(x \cdot y) + x, (x \cdot y) + x^\circ x \cdot (Sy)) = 0 \]
28. \[ \max((x \cdot y)^\circ(y \cdot x), (y \cdot x)^\circ(x \cdot y)) = 0 \]
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29. \( \text{max}(x \cdot (y + z) - (x \cdot y) + (x \cdot z), (x \cdot y) + (x \cdot z) - x \cdot (y + z)) = 0 \)
30. \( \text{min}(\text{max}(\text{min}(y - z, 1) - x \cdot y - x \cdot z, \text{min}(x \cdot y - x \cdot z, 1) - y - z), 1) - (S0 - x) = 0 \)
31. \( \text{min}(\text{max}(S([\frac{y}{2}]) - x), [x \cdot S([\frac{y}{2}])]), 1) - (\text{max}(x - 0, 0 - x)) = 0 \)
32. \( \text{max}(\text{min}(\text{max}([\frac{y}{2}] - x, [\frac{y}{2}]), 1) - \text{min}(\text{max}(2 \cdot x - y, y - 2 \cdot x), \text{max}(S(2 \cdot x) - y, y - S(2 \cdot x))), \text{min}(\text{max}(2 \cdot x - y, y - 2 \cdot x), \text{max}(S(2 \cdot x) - y, y - S(2 \cdot x))), 1) - \text{max}([\frac{y}{2}] - x, x - [\frac{y}{2}]) = 0 \)

Also the translation of the additional axioms in \( \text{BASIC}_e \):

33. \( |a| - a = 0 \)
34. \( |a \cdot b| - (|a| + |b|) = 0 \)
35. \( \text{max}(2^a_0 - 1, 1 - 2^a_0) = 0 \)
36. \( \text{max}(2^0_{|c|} - 1, 1 - 2^0_{|c|}) = 0 \)
37. \( \text{min}(\text{max}(2^a_{|c|} + b - 2^a_{|c|} \cdot 2^b_{|c|} - 2^0_{|c|} - 2^a_{|c|} + b), 1) - (a + b - |c|) = 0 \)
38. \( \text{min}(\text{max}(\text{max}(2^1_{|c|} + 2^2_{|c|} - 2^1_{|c|} \cdot 2^0_{|c|} - 2^2_{|c|} + 2^0_{|c|}) + b, 1) - (1 - \text{max}(c - 0, 0 - c)) = 0 \)
39. \( \text{min}(\text{max}(a - b - 0, 0 - a - b), 1) - (a - b, \text{min}(a - b, 1) - \text{max}(a - b - 0, 0 - a - b)) = 0 \)
40. \( \text{min}(\text{max}(a - b - 0, 0 - a - b), 1) - \text{max}((b - a) + a - b, b - (b - a) + a), \text{min}(\text{max}((b - a) + a - b, b - (b - a) + a), 1) - \text{max}(a - b - 0, 0 - a - b)) = 0 \)
41. \( \text{max}(\text{sq}(a) - a \cdot a, a \cdot a - \text{sq}(a)) = 0 \)
42. \( \text{max}((< a, b >)_1 - a, a - (< a, b >)_1) = 0 \)
43. \( \text{max}((< a, b >)_2 - a, a - (< a, b >)_2) = 0 \)
44. \( \text{max}(< (a)_1, (a)_2 > - a, a - < (a)_1, (a)_2 >) = 0 \)
45. \( |< a, b >| - (2 \cdot (1 + |a| + |b|)) = 0 \)
46. \( \text{max}(< a, b > - \frac{1}{2}((a^2 + b^2 + 2ab + a + 1) - b), \frac{1}{2}((a^2 + b^2 + 2ab + a + 1) - b) - < a, b >) = 0 \)

4.4.2 General Axioms

To prove our translation, \( \ast \), has the provability property as defined in Definition 36, we look at the general proof rules in PK defined in Appendix B. These are logical, reflexivity, symmetry, transitivity and compatibility. For each of these axioms in EET, we want to develop a PET-style axioms to replace
these whenever they may be used within an EET-proof.

Let \( a \) be a term, then the EET logical axiom is

\[
a \Rightarrow a
\]

The translation of this axiom creates a new axiom in PET

**Axiom 1.** \( \min(a, 1)^{\neg a} = 0 \)

Let \( a \) be a term, then the EET reflexivity axiom is

\[
\Rightarrow a = a
\]

The translation of this axiom creates a new axiom in PET

**Axiom 2.** \( \max(a^{\neg a}, a^{\neg a}) = 0 \)

Let \( a \) and \( b \) be terms, then the EET symmetry axiom is

\[
a = b \Rightarrow b = a
\]

The translation of this axiom creates a new axiom in PET

**Axiom 3.** \( \min(\max(b^{\neg a}, a^{\neg b}), 1)^{\neg a} \max(a^{\neg b}, b^{\neg a}) = 0 \)

Let \( a, b \) and \( c \) be terms, then the EET transitivity axiom is

\[
a = b \land b = c \Rightarrow a = c
\]

The translation of this axiom creates a new axiom in PET

**Axiom 4.** \( \min(\max(a^{\neg c}, c^{\neg a}), 1)^{\neg a} \max(\max(a^{\neg b}, b^{\neg a}), \max(b^{\neg c}, c^{\neg b})) = 0 \)

Lastly, there is the EET-compatibility axiom. Let \( a, b \) and \( U \) be terms, and \( x \) be a variable in \( U \), the EET-compatibility rule is

Note: \( u[x/s] \) denotes the term \( u \) where all occurrences of variable \( x \) in \( u \) are replaced by \( s \);

\[
a = b \Rightarrow U[x/a] = U[x/b]
\]

A term now is a term built over the language \( L_p \). Since \( U \) can be any term, we can use the compatibility axiom to reach any possible conclusion. Therefore here we reach a stage where we create an infinite set of axioms in PET.
4. Improved Translation

Let $f$ be a function symbol of the language $L_p$. Even for a finite language of function symbols the set of terms will be infinite (assuming there is at least one function symbol of arity > 0). So with our EET-compatibility axiom in the form $a = b \Rightarrow U[x/a] = U[x/b]$, we add the translation of these axioms to new axioms of PET, we are adding infinitely many axioms to PET. The translation of the compatibility axiom creates infinitely new axioms in PET of the form;

**Axiom 5.** \( \min(\max(f(a) - f(b), f(b) - f(a)), 1) - \max(a - b, b - a) = 0 \)

Axioms 1, 2, 3, 4, and the infinite set created by 5 are known as $BASIC_g$ for reference.

4.4.3 Inference Rules

To prove Lemma 5 we also need to look into EET. Every line in a proof of EET consists of a sequent of boolean formulas which are connected by Gentzen style sequent calculus. For each rule, we want to be able to prove that the translation of the premise of the rule and the translation of the conclusion of the rule are equal in a PET setting.

We will be assuming the translation of the premise of each rule is true and trying to reach the conclusion of the rule using PET rules and axioms that we develop on the way. Also, a lesson we learnt from Chapter 3.5, we will only be using the premise of each rule exactly once as to avoid an exponential growth of the proof which would mean the translation is unlikely to be formalizable in $S_2^1$.

We will see a full PET style proof and an informal equational reasoning proof for each rule. The full PET proof, which uses the rules of PET such as extensionality and transitivity, gives great detail about how this translation holds the provability property whereas the equational reasoning simply illustrates how each proof works by proving the conclusion of each rule using the assumption, the rules premise, and the axioms provided. Equational reasoning can be used instead for easier reading of the proofs.

Here’s a list of the axioms the following proofs will use, for reference, these will be known as $BASIC_a$:

**Definition 41.** $BASIC_a$ consists of the following 18 formulas
Axiom 6. \( \min(a,1) ≐ \max(1−b,c) = \min(\min(a,1),b) − c \)

Axiom 7. \( \min(\min(a,1),1−b) = \min(a,1) \equiv \max(b,c) \)

Axiom 8. \( \min(\min(a,b),c) = \min(\min(a,c),b) \)

Axiom 9. \( \max(\max(a,b),c) = \max(a,\max(b,c)) \)

Axiom 10. \( \max(0,a) = a \)

Axiom 11. \( \max(a,b) ≐ c = \max(a−c,b−c) \)

Axiom 12. \( \min(a,\max(b,c)) = \max(\min(a,b),\min(a,c)) \)

Axiom 13. \( a ≐ \min(b,c) = \max(a−b,a−c) \)

Axiom 14. \( \max(\min(a,b),c) = \min(\max(a,c),\max(b,c)) \)

Axiom 15. \( \min(a,\min(b,c)) = \min(\min(a,b),c) \)

Axiom 16. \( \max(\min(a,b),c) = \min(\max(a,c),\max(b,c)) \)

Axiom 17. \( 0 = \min(1−a,a) \)

Axiom 18. \( \max(a,\max(b,c)) = \max(b,\max(a,c)) \)

Axiom 19. \( \max(a,b) = \max(a,\max(a,b)) \)

Axiom 20. \( \min(a,b) = \min(\min(a,b),b) \)

Axiom 21. \( 0 = (b−\max(a,c)) ≐ (b−c) \)

Axiom 22. \( a ≐ 0 = a \)

Axiom 23. \( 0 = (\min(b,a) ≐ c) ≐ (b−c) \)

Now we will create PET-style proofs of the conclusion of each rule found in Appendix B, using the assumption of the rule only at most once and any of these axioms. Since the rules of PK can be used in EET-proofs, we need to create proofs that prove the translation of the conclusion of these rules are true (are equal to 0), given the translation of each assumption.
Negation Left

\[ \neg \text{left } \frac{\Gamma \Rightarrow \Delta}{\neg A, \Gamma \Rightarrow \Delta} \]

Our assumption would be the translation of the premise which would be
\[ \min\left(\min(\Delta^*, A^*), 1\right) \Rightarrow \max(\Gamma^*) = 0. \] We wish to reach the conclusion
\[ \min(\Delta^*, 1) \Rightarrow \max(1 \neg A^*, \Gamma^*) = 0. \]

The equational reasoning for this is;

\[ Axiom\ 6 \Rightarrow \min\left(\min(\Delta^*, 1) \neg A^*, \Gamma^*\right) \]
\[ Axiom\ 8 \Rightarrow \min\left(\min(\Delta^*, A^*), 1\right) \Rightarrow \max(\Gamma^*) \]
\[ Assumption \Rightarrow 0 \]

Proof. If we instantiate Axiom 8 to be
\[ \min(\Delta^*, 1) \Rightarrow \max(1 \neg A^*, \Gamma^*) = 0 \]
we can apply the transitivity rule. Let us label the instantiated Axiom with \( F \).

\[ \text{transitivity } \frac{\min(\min(\Delta^*, A^*), 1) \Rightarrow \max(\Gamma^*) = 0}{\min(\min(\Delta^*, 1) A^*) = 0} \]

If we instantiate Axiom 6 to be
\[ \min(\Delta^*, 1) \Rightarrow \max(1 \neg A^*, \Gamma^*) = \min(\min(\Delta^*, A^*), 1) \Rightarrow \max(\Gamma^*) \]
we can apply the transitivity rule. Let us label the instantiated Axiom with \( F \).
4. Improved Translation

Negation Right

\[ \neg \text{right} \quad \Gamma, A \Rightarrow \Delta \]

\[ \Gamma \Rightarrow \Delta, \neg A \]

Our assumption would be the translation of the premise which would be \( \min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*) = 0 \). We wish to reach the conclusion \( \min(\min(\Delta^*, 1 \cdot \neg A^*), 1) \cdot \max(\Gamma^*) = 0 \).

The equational reasoning for this is:

\[ \min(\min(\Delta^*, 1 \cdot \neg A^*), 1) \cdot \max(\Gamma^*) \]

\[ = \text{Axiom 8} \rightarrow \min(\min(\Delta^*, 1), 1 \cdot \neg A^*) \cdot \max(\Gamma^*) \]

\[ = \text{Axiom 7} \rightarrow \min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*) \]

\[ = \text{Assumption} \rightarrow 0 \]

**Proof.** If we instantiate Axiom 7 to be

\[ \min(\min(\Delta^*, 1 \cdot \neg A^*), 1) \cdot \max(\Gamma^*) = \min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*) \]

and label this as \( H \) then

\[ H \rightarrow \min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*) = 0 \text{ transitivity} \]

\[ \min(\min(\Delta^*, 1 \cdot \neg A^*), 1) \cdot \max(\Gamma^*) = 0 \]

If we then instantiate Axiom 8 to be

\[ \min(\min(\Delta^*, 1 \cdot \neg A^*), 1) = \min(\min(\Delta^*, 1), 1 \cdot \neg A^*) \]

\[ \text{ext} \rightarrow \min(\min(\Delta^*, 1 \cdot \neg A^*), 1) = \min(\min(\Delta^*, 1), 1 \cdot \neg A^*) \cdot \max(\Gamma^*) = \min(\min(\Delta^*, 1), 1 \cdot \neg A^*) \cdot \max(\Gamma^*) \]

If we label the conclusion of this extensionality rule as \( F \) then we can apply it with the conclusion of the transitivity rule with a new transitivity rule to reach our goal.

\[ F \rightarrow \min(\min(\Delta^*, 1), 1 \cdot \neg A^*) \cdot \max(\Gamma^*) = 0 \text{ transitivity} \]

\[ \min(\min(\Delta^*, 1), 1 \cdot \neg A^*) \cdot \max(\Gamma^*) = 0 \]
4. Improved Translation

Conjunction Left

\[ A \land \Gamma \Rightarrow \Delta \]

Our assumption would be the translation of the premise which would be

\[ \min(\Delta^*, 1) \leq \max(A^*, \max(B^*, \Gamma^*)) = 0. \]

We wish to reach the conclusion

\[ \min(\Delta^*, 1) \leq \max(\max(A^*, B^*), \Gamma^*) = 0. \]

The equational reasoning for this is:

\[ \min(\Delta^*, 1) \leq \max(A^*, B^*, \Gamma^*) \]

\[ \text{Axiom 9} \]

\[ \min(\Delta^*, 1) \leq \max(A^*, \max(B^*, \Gamma^*)) \]

\[ \text{Assumption} \]

\[ 0 \]

Proof. If we instantiate Axiom 9 to be \[ \max(\max(A^*, B^*), \Gamma^*) = \max(A^*, \max(B^*, \Gamma^*)) \]

\[ \text{ext} \]

\[ \min(\Delta^*, 1) \leq \max(A^*, \max(B^*, \Gamma^*)) = \min(\Delta^*, 1) \leq \max(A^*, \max(B^*, \Gamma^*)) \]

If we label the conclusion of this extensionality rule as \( H \), and use the transitivity rule with our assumption we can reach our conclusion.

\[ \text{transitivity} \]

\[ \frac{H \min(\Delta^*, 1) \leq \max(A^*, \max(B^*, \Gamma^*)) = 0}{\min(\Delta^*, 1) \leq \max(max(A^*, B^*), \Gamma^*) = 0} \]

\[ \square \]

Conjunction Right

\[ \Gamma \Rightarrow \Delta, A \quad \Gamma \Rightarrow \Delta, B \]

\[ \Gamma \Rightarrow \Delta, A \land B \]
Our assumptions would be the translation of the premises which would be
\( \min(\min(\Delta^*, A^*), 1) \preceq \max(\Gamma^*) = 0 \) which we label \( H = 0 \), and
\( \min(\min(\Delta^*, B^*), 1) \preceq \max(\Gamma^*) = 0 \) which we label \( F = 0 \). We wish to reach the conclusion
\( \min(\min(\Delta^*, \max(A^*, B^*)), 1) \preceq \max(\Gamma^*) = 0 \).

The equational reasoning for this is;
\[
\begin{align*}
\min(\min(\Delta^*, \max(A^*, B^*)), 1) & \preceq \max(\Gamma^*) \\
\text{Axiom 8} & \quad \min(\min(\Delta^*, 1), \max(A^*, B^*)) \preceq \max(\Gamma^*) \\
\text{Axiom 12} & \quad \max(\min(\min(\Delta^*, 1), A^*), \min(\min(\Delta^*, 1), B^*)) \preceq \max(\Gamma^*) \\
\text{Axiom 8} & \quad \max(\min(\min(\Delta^*, 1), A^*), \min(\min(\Delta^*, B^*), 1)) \preceq \max(\Gamma^*) \\
\text{Axiom 8} & \quad \max(\min(\min(\Delta^*, A^*), 1), \min(\min(\Delta^*, B^*), 1)) \preceq \max(\Gamma^*) \\
\text{Assumption} & \quad \max(0, \min(\min(\Delta^*, B^*), 1) \preceq \max(\Gamma^*)) \\
\text{Axiom 11} & \quad \min(\min(\Delta^*, A^*), 1) \preceq \max(\Gamma^*) \\
\text{Assumption} & \quad 0
\end{align*}
\]

**Proof.** If we instantiate Axiom 10 to be \( \max(0, F) = F \), then we can say
\[
\begin{array}{c}
\text{ext} \\
\text{transitivity}
\end{array}
\quad
\begin{array}{c}
H = 0 \\
\max(H, F) = \max(0, F) \\
\max(0, F) = F \\
\text{transitivity}
\end{array}
\quad
\begin{array}{c}
\max(H, F) = F \\
\text{transitivity}
\end{array}
\quad
\begin{array}{c}
\max(H, F) = 0 \\
F = 0
\end{array}
\]

If we instantiate Axiom 11 to be
\[
\max(\min(\min(\Delta^*, A^*), 1), \min(\min(\Delta^*, B^*), 1)) \preceq \max(\Gamma^*) = \max(H, F)
\]

\[
\begin{array}{c}
\text{transitivity}
\end{array}
\quad
\begin{array}{c}
\max(\min(\min(\Delta^*, A^*), 1), \min(\min(\Delta^*, B^*), 1)) \preceq \max(\Gamma^*) = \max(H, F) \\
\max(H, F) = 0
\end{array}
\]

If we instantiate Axiom 8 to be \( \min(\min(\Delta^*, 1), A^*) = \min(\min(\Delta^*, A^*), 1) \), and label the conclusion of the previous transitivity rule as \( G = 0 \) then
Let us label the conclusion of the last transitivity rule as $I = 0$. If we instantiate Axiom 8 as

\[
\text{min}(\text{min}(\Delta^*, 1), B^*) = \text{min}(\text{min}(\Delta^*, 1), B^*), 1) = \text{min}(\text{min}(\Delta^*, 1), B^*), 1) = \text{min}(\text{min}(\Delta^*, 1), B^*) = G
\]

\[
\text{max}(\text{min}(\Delta^*, 1), A^*) = \text{max}(\text{min}(\Delta^*, 1), A^*) = \text{max}(\Gamma^*) = G = 0
\]

Let us label the conclusion of the last transitivity rule as $J = 0$. If we instantiate Axiom 12 to be

\[
\text{min}(\text{min}(\Delta^*, 1), \text{max}(A^*, B^*)) = \text{max}(\text{min}(\Delta^*, 1), A^*), \text{min}(\text{min}(\Delta^*, 1), B^*)) = \text{min}(\text{min}(\Delta^*, 1), \text{max}(A^*, B^*), 1) = \text{min}(\text{min}(\Delta^*, 1), \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, 1), \text{max}(A^*, B^*)) = J
\]

\[
\text{transitivity} \quad \text{min}(\text{min}(\Delta^*, 1), \text{max}(A^*, B^*)) = \text{max}(\text{min}(\Delta^*, 1), A^*), \text{min}(\text{min}(\Delta^*, 1), B^*)) = \text{min}(\text{min}(\Delta^*, 1), \text{max}(A^*, B^*), 1) = \text{min}(\text{min}(\Delta^*, 1), \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, 1), \text{max}(A^*, B^*)) = J = 0
\]

Let us label the conclusion of the last transitivity rule as $K = 0$. If we instantiate Axiom 8 to be

\[
\text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, 1), \text{max}(A^*, B^*)) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \min(\Delta^*, \text{max}(A^*, B^*)) = K
\]

\[
\text{transitivity} \quad \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, 1), \text{max}(A^*, B^*)) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\text{min}(\Delta^*, \text{max}(A^*, B^*)), 1) = \text{min}(\Delta^*, \text{max}(A^*, B^*)) = K = 0
\]

\[
\text{Disjunction Left}
\]

\[
\forall:\text{left} \quad A, \Gamma \Rightarrow \Delta \quad B, \Gamma \Rightarrow \Delta
\]

\[
\quad \Rightarrow A \lor B, \Gamma \Rightarrow \Delta
\]

Our assumptions would be the translation of the premises which would be $\text{min}(\Delta^*, 1) = \text{max}(A^*, \Gamma^*) = 0$ which we label $H = 0$, and $\text{min}(\Delta^*, 1) = \text{max}(B^*, \Gamma^*) = 0$ which we label $F = 0$. We wish to reach the conclusion $\text{min}(\Delta^*, 1) = \text{max}(\text{min}(A^*, B^*), \Gamma^*) = 0$.

The equational reasoning for this is;
\[
\min(\Delta^*, 1) \dagger \max(\min(A^*, B^*), \Gamma^*)
\]

**Axiom 14** \[=\] \[
\min(\Delta^*, 1) \dagger \min(\max(A^*, \Gamma^*), \max(B^*, \Gamma^*))
\]

**Axiom 13** \[=\] \[
\max(\min(\Delta^*, 1) \dagger \max(A^*, \Gamma^*), \min(\Delta^*, 1) \dagger \max(B^*, \Gamma^*))
\]

**Assumption** \[=\] \[
\max(0, \min(\Delta^*, 1) \dagger \max(B^*, \Gamma^*))
\]

**Axiom 10** \[=\] \[
\min(\Delta^*, 1) \dagger \max(B^*, \Gamma^*)
\]

**Assumption** \[=\] \[
0
\]

**Proof.** If we instantiate Axiom 10 to be \(\max(0, F) = F\), then we can say

\[
\frac{\text{ext}}{\text{transitivity}} \frac{H = 0}{\max(H, F) = \max(0, F)} \frac{\max(0, F) = F}{\text{transitivity}} \frac{\max(H, F) = F}{\text{transitivity}} \frac{F = 0}{\max(H, F) = 0}
\]

If we instantiate Axiom 13 to be \(\min(\Delta^*, 1) \dagger \min(\max(A^*, \Gamma^*), \max(B^*, \Gamma^*)) = \max(H, F)\)

\[
\frac{\text{transitivity}}{\frac{\min(\Delta^*, 1) \dagger \min(\max(A^*, \Gamma^*), \max(B^*, \Gamma^*)) = \max(H, F)}{\text{transitivity}}{\max(H, F) = 0}}{\min(\Delta^*, 1) \dagger \min(\max(A^*, \Gamma^*), \max(B^*, \Gamma^*)) = 0}
\]

Let us label the conclusion of the last transitivity rule as \(G = 0\). If we instantiate Axiom 14 to be \(\max(\min(A^*, B^*), \Gamma^*) = \min(\max(A^*, \Gamma^*), \max(B^*, \Gamma^*))\)

\[
\frac{\text{ext}}{\text{transitivity}} \frac{\max(\min(A^*, B^*), \Gamma^*) = \min(\max(A^*, \Gamma^*), \max(B^*, \Gamma^*))}{\min(\Delta^*, 1) \dagger \max(\min(A^*, B^*), \Gamma^*) = G}{\text{transitivity}} \frac{G = 0}{\min(\Delta^*, 1) \dagger \max(\min(A^*, B^*), \Gamma^*) = 0}
\]

\[
\square
\]

**Disjunction Right**

\[
\frac{\lor:\text{right}}{\frac{\Gamma \Rightarrow \Delta, A, B}{\Gamma \Rightarrow \Delta, A \lor B}}
\]
4. Improved Translation

Our assumption would be the translation of the premise which would be
\[ \min(\min(\min(\Delta^*, A^*), B^*), 1) \leq \max(\Gamma^*) = 0. \] We wish to reach the conclusion
\[ \min(\min(\Delta^*, \min(A^*, B^*)), 1) \leq \max(\Gamma^*) = 0. \]

The equational reasoning for this is;
\[
\begin{align*}
\text{Axiom}^{15} & = \min(\min(\min(\Delta^*, A^*), B^*), 1) \leq \max(\Gamma^*) \\
\text{Assumption} & = 0
\end{align*}
\]

Proof. If we instantiate Axiom 15 to be
\[ \min(\Delta^*, \min(A^*, B^*)) = \min(\min(\Delta^*, A^*), B^*) \] and label this assumption as \( H = 0 \) then
\[
\begin{align*}
\text{ext} & \frac{\min(\Delta^*, \min(A^*, B^*))}{\min(\min(\Delta^*, A^*), B^*)} \leq \max(\Gamma^*) = H \\
\text{transitivity} & \frac{\min(\min(\Delta^*, \min(A^*, B^*)), 1) \leq \max(\Gamma^*)}{\min(\min(\Delta^*, \min(A^*, B^*)), 1) \leq \max(\Gamma^*) = H = 0}
\end{align*}
\]

\( \square \)

Exchange Left

\[
\text{exchange:left} \quad \frac{\Gamma, A, B, \Gamma' \Rightarrow \Delta}{\Gamma, B, A, \Gamma'' \Rightarrow \Delta}
\]

Our assumption would be the translation of the premise which would be
\[ \min(\Delta^*, 1) \leq \max(\Gamma^*, \max(A^*, \max(B^*, \Gamma''^*))) = 0. \] We wish to reach the conclusion
\[ \min(\Delta^*, 1) \leq \max(\Gamma^*, \max(B^*, \max(A^*, \Gamma''^*))) = 0. \]

The equational reasoning for this is;
\[
\begin{align*}
\text{Axiom}^{18} & = \min(\Delta^*, 1) \leq \max(\Gamma^*, \max(A^*, \max(B^*, \Gamma''^*))) \\
\text{Assumption} & = 0
\end{align*}
\]

Proof. If we instantiate Axiom 18 to be \( \max(B^*, \max(A^*, \Gamma''^*)) = \max(A^*, \max(B^*, \Gamma''^*)) \) and label this assumption as \( H = 0 \) then
4. Improved Translation

\[
\begin{align*}
\text{ext} & \quad \frac{\max(B^*, \max(A^*, \Gamma')) = \max(A^*, \max(B^*, \Gamma'))}{\text{transitivity}} \\
\min(\Delta^*, \frac{1}{2} \max(\Gamma^*, \max(B^*, \max(A^*, \Gamma')))) = H & \quad H = 0 \\
\min(\Delta^*, \frac{1}{2} \max(\Gamma^*, \max(B^*, \max(A^*, \Gamma')))) = 0
\end{align*}
\]

\[
\text{Exchange Right}
\]

\[
\begin{align*}
\text{exchange:right} & \quad \frac{\Gamma \Rightarrow \Delta, A, B, \Delta'}{\text{contraction:left} \quad A, A, \Gamma \Rightarrow \Delta}
\end{align*}
\]

Our assumption would be the translation of the premise which would be
\[
\min(\min(\min(\Delta^*, A^*), B^*), \Delta'^*) = 0 \quad \text{We wish to reach the conclusion}
\]
\[
\min(\min(\min(\Delta^*, A^*), B^*), \Delta'^*) = 0.
\]

The equational reasoning for this is;
\[
\min(\min(\min(\Delta^*, A^*), B^*), \Delta'^*) = 0
\]

\[
A_{\text{assumption}} = 0
\]

\[
\text{Proof. If we instantiate Axiom 8 to be} \quad \min(\min(\min(\Delta^*, A^*), B^*)) = \min(\min(\Delta^*, A^*), B^*) \quad \text{and label this assumption as} \quad H = 0 \quad \text{then}
\]
\[
\begin{align*}
\text{ext} & \quad \frac{\min(\min(\min(\Delta^*, A^*), B^*)) = \min(\min(\min(\Delta^*, A^*), B^*))}{\text{transitivity}} \\
\min(\min(\min(\min(\Delta^*, A^*), B^*), \Delta'^*), 1) \frac{1}{2} \max(\Gamma^*) = H & \quad H = 0 \\
\min(\min(\min(\min(\Delta^*, A^*), B^*), \Delta'^*), 1) \frac{1}{2} \max(\Gamma^*) = 0
\end{align*}
\]

\[
\text{Contraction Left}
\]

\[
\text{contraction:left} \quad \frac{A, A, \Gamma \Rightarrow \Delta}{A, \Gamma \Rightarrow \Delta}
\]
Our assumption would be the translation of the premise which would be
\[ \min(\Delta^*, 1) \cdot \max(A^*, \max(A^*, \Gamma^*)) = 0. \]
We wish to reach the conclusion \( \min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*) = 0. \)

The equational reasoning for this is:
\[
\begin{align*}
\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*) & \quad \overset{Axiom\ 19}{=} \quad \min(\Delta^*, 1) \cdot \max(A^*, \max(A^*, \Gamma^*)) \\
Assumption & = \quad 0
\end{align*}
\]

Proof. If we instantiate Axiom 19 to be \( \max(A^*, \Gamma^*) = \max(A^*, \max(A^*, \Gamma^*)) \) and label this assumption as \( H = 0 \) then
\[
\begin{align*}
\text{ext} & \quad \frac{\max(A^*, \Gamma^*) = \max(A^*, \max(A^*, \Gamma^*))}{\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*)} \\
\text{transitivity} & \quad \frac{\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*) = H}{H = 0} \\
\text{transitivity} & \quad \frac{\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*) = 0}{H = 0}
\end{align*}
\]

\( \square \)

Contraction Right

\[
\text{contraction:right} \quad \frac{\Gamma \Rightarrow \Delta, A, A}{\Gamma \Rightarrow \Delta, A}
\]

Our assumption would be the translation of the premise which would be
\[ \min(\min(\Delta^*, A^*), A^*), 1) \cdot \max(\Gamma^*) = 0. \]
We wish to reach the conclusion \( \min(\Delta^*, A^*), 1) \cdot \max(\Gamma^*) = 0. \)

The equational reasoning for this is:
\[
\begin{align*}
\min(\Delta^*, A^*), 1) \cdot \max(\Gamma^*) & \quad \overset{Axiom\ 20}{=} \quad \min(\min(\Delta^*, A^*), A^*), 1) \cdot \max(\Gamma^*) \\
Assumption & = \quad 0
\end{align*}
\]

Proof. If we instantiate Axiom 20 to be \( \min(\Delta^*, A^*) = \min(\min(\Delta^*, A^*), A^*) \) and label this assumption as \( H = 0 \) then
Weakening Left

\[
\begin{align*}
\text{transitivity} & \quad \frac{\min(\Delta^*, A^*) = \min(\min(\Delta^*, A^*), A^*)}{\min(\min(\Delta^*, A^*), 1) \cdot \max(\Gamma^*)} = H \quad H = 0
\end{align*}
\]

\[
\text{transitivity} \quad \frac{\min(\min(\Delta^*, A^*), 1) \cdot \max(\Gamma^*) = 0}{\min(\min(\Delta^*, A^*), 1) \cdot \max(\Gamma^*)} = 0
\]

\[
\boxempty
\]

Our assumption would be the translation of the premise which would be \(\min(\Delta^*, 1) \cdot \max(\Gamma^*) = 0\).

We wish to reach the conclusion \(\min(\Delta^*, 1) \cdot \max(\Gamma^*) = 0\).

The equational reasoning for this is:

\[
\begin{align*}
\text{min}(\Delta^*, 1) \cdot \max(A^*, \Gamma^*) \\
\text{Axiom 22} \quad (\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*)) \cdot 0 \\
\text{Assumption} \quad (\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*)) \cdot (\min(\Delta^*, 1) \cdot \max(\Gamma^*)) \\
\text{Axiom 21} \quad 0
\end{align*}
\]

\[
\text{Proof}. \quad \text{If we use the assumption;}
\]

\[
\begin{align*}
\text{transitivity} & \quad \frac{\min(\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*), 1) \cdot \max(\Gamma^*) = 0}{\min(\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*), 1) \cdot \max(\Gamma^*)} = 0
\end{align*}
\]

If we instantiate Axiom 21 to be \(0 = (\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*)) \cdot (\min(\Delta^*, 1) \cdot \max(\Gamma^*))\) and label conclusion of the last extensionality rule as \(H\) then

\[
\text{transitivity} \quad \frac{0 = (\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*)) \cdot (\min(\Delta^*, 1) \cdot \max(\Gamma^*))}{0 = (\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*)) \cdot 0}
\]

If we instantiate Axiom 22 to be \((\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*)) \cdot 0 = (\min(\Delta^*, 1) \cdot \max(A^*, \Gamma^*))\) and label this as \(G\) then
4. Improved Translation

\[
\text{transitivity } \frac{0 = (\min(\Delta^*, 1)^\Delta \max(A^*, \Gamma^*)) \overset{\sim}{0}}{} \quad G
\]

\[
\text{symmetry } \frac{0 = (\min(\Delta^*, 1)^\Delta \max(A^*, \Gamma^*))}{(\min(\Delta^*, 1)^\Delta \max(A^*, \Gamma^*)) = 0}
\]

\[
\Box
\]

\textit{Weakening Right}

\[
\text{weakening:right } \frac{\Gamma \Rightarrow \Delta}{\Gamma := \Delta, A}
\]

Our assumption would be the translation of the premise which would be \( \min(\Delta^*, 1)^\Delta \max(\Gamma^*) = 0 \).

We wish to reach the conclusion

\[
\min(\min(\Delta^*, \Gamma^*), 1)^\Delta \max(\Gamma^*) = 0.
\]

The equational reasoning for this is;

\[
\begin{align*}
\min(\min(\Delta^*, \Gamma^*), 1)^\Delta \max(\Gamma^*) & \overset{\text{Axiom } 8}{=} \min(\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \\
& \overset{\text{Axiom } 22}{=} \min(\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \overset{\text{Assumption}}{=} \min(\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \overset{\text{Axiom } 23}{=} 0
\end{align*}
\]

\textit{Proof.} If we use the assumption;

\[
\begin{align*}
\min(\Delta^*, 1)^\Delta \max(\Gamma^*) & = 0 \\
(\min(\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \overset{\text{com}}{=} (\min(\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \overset{\text{transitivity}}{=} (\min(\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \overset{\text{H}}{=} 0)
\end{align*}
\]

If we instantiate Axiom 23 to be \( 0 = (\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \overset{\text{com}}{=} (\min(\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \overset{\text{transitivity}}{=} (\min(\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \overset{\text{H}}{=} 0)
\]

and label the conclusion of the last extensionality rule as \( H \) then

\[
\begin{align*}
\text{transitivity } \frac{0 = (\min(\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \overset{\text{com}}{=} (\min(\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \overset{\text{transitivity}}{=} (\min(\min(\Delta^*, 1)^\Delta \max(\Gamma^*)) \overset{\text{H}}{=} 0}
\end{align*}
\]
If we instantiate Axiom 8 to be
\[
(\min(\min(\Delta^*, 1), A^*))^\top \max(\Gamma^*))^\top 0 = (\min(\min(\Delta^*, 1), A^*))^\top \max(\Gamma^*)
\]
and label this as \(G\) then
\[
\begin{align*}
\text{transitivity} & \quad 0 = (\min(\min(\Delta^*, 1), A^*))^\top \max(\Gamma^*)^\top 0 & G \\
\text{symmetry} & \quad 0 = \min(\min(\Delta^*, 1), A^*)^\top \max(\Gamma^*) \\
\min(\min(\Delta^*, 1), A^*)^\top \max(\Gamma^*) & = 0
\end{align*}
\]

If we instantiate Axiom 22 to be
\[
\min(\min(\Delta^*, A^*), 1) = \min(\min(\Delta^*, 1), A^*)
\]
and label \(\min(\min(\Delta^*, 1), A^*)^\top \max(\Gamma^*) = 0\) as \(F\) then
\[
\begin{align*}
\text{com} & \quad \min(\min(\Delta^*, A^*), 1) = \min(\min(\Delta^*, 1), A^*) \\
\text{transitivity} & \quad \min(\min(\Delta^*, A^*), 1)^\top \max(\Gamma^*) = \min(\min(\Delta^*, 1), A^*)^\top \max(\Gamma^*) \\
\min(\min(\Delta^*, A^*), 1)^\top \max(\Gamma^*) & = 0 & F
\end{align*}
\]

\[
\square
\]

**Cut Rule**

\[
\text{cut} \quad \begin{array}{c}
\Gamma \Rightarrow \Delta, A \\
A, \Gamma \Rightarrow \Delta
\end{array} \quad \Gamma \Rightarrow \Delta
\]

Our assumptions would be the translation of the premises which would be
\[
\min(\min(\Delta^*, A^*), 1)^\top \max(\Gamma^*) = 0 \quad \text{which we label} \quad H = 0,
\]
and
\[
\min(\Delta^*, 1)^\top \max(A^*, \Gamma^*) = 0 \quad \text{which we label} \quad F = 0. \quad \text{We wish to reach the conclusion}
\]

\[
\min(\Delta^*, 1)^\top \max(\Gamma^*) = 0.
\]

The equational reasoning for this is:
\[
\begin{align*}
\min(\Delta^*, 1)^\top \max(\Gamma^*) & \\
\text{Axiom} & = 10 \quad \min(\Delta^*, 1)^\top \max(0, \Gamma^*) \\
\text{Axiom} & = 17 \quad \min(\Delta^*, 1)^\top \max(\min(1^\top A^*, A^*), \Gamma^*) \\
\text{Axiom} & = 16 \quad \min(\Delta^*, 1)^\top \min(\max(1^\top A^*, \Gamma^*), \max(A^*, \Gamma^*)) \\
\text{Axiom} & = 13 \quad \max((\min(\Delta^*, 1)^\top \max(1^\top A^*, \Gamma^*)) (\min(\Delta^*, 1)^\top \max(A^*, \Gamma^*))) \\
\text{Axiom} & = 6 \quad \max((\min(\min(\Delta^*, 1), A^*)^\top \max(\Gamma^*)) (\min(\Delta^*, 1)^\top \max(A^*, \Gamma^*)))
\end{align*}
\]
4. Improved Translation

\[ Axiom_{8} = \max(\min(\min(\Delta^{*}, A^{*}), 1) \preceq \max(\Gamma^{*})), (\min(\Delta^{*}, 1) \preceq \max(A^{*}, \Gamma^{*})) \]

\[ Assumption = \max(0, (\min(\Delta^{*}, 1) \preceq \max(A^{*}, \Gamma^{*})) \]

\[ Axiom_{10} = \min(\Delta^{*}, 1) \preceq \max(A^{*}, \Gamma^{*}) \]

Assumption = 0

**Proof.** If we instantiate Axiom 10 to be \( \max(0, F) = F \), then we can say

\[
\begin{align*}
\text{ext} & \quad \text{transitivity} & \quad H = 0 \\
\frac{\max(H, F) = \max(0, F)}{\max(0, F) = F} & \quad \frac{\max(0, F) = F}{F = 0}
\end{align*}
\]

If we instantiate Axiom 8 to be \( \min(\min(\Delta^{*}, 1), A^{*}) = \min(\min(\Delta^{*}, A^{*}), 1) \) then

\[
\begin{align*}
\text{ext} & \quad \min(\min(\Delta^{*}, 1), A^{*}) = \min(\min(\Delta^{*}, A^{*}), 1) \\
& \quad \min(\min(\Delta^{*}, 1), A^{*}) \preceq \max(\Gamma^{*}) = \min(\min(\Delta^{*}, A^{*}), 1) \preceq \max(\Gamma^{*})
\end{align*}
\]

If we label the conclusion of the last extensionality rule as \( G \) and instantiate Axiom 6 to be \( (\min(\Delta^{*}, 1) \preceq \max(1-A^{*}, \Gamma^{*})) = (\min(\min(\Delta^{*}, 1), A^{*}) \preceq \max(\Gamma^{*}) \) then

\[
\begin{align*}
\text{tran} & \quad \text{com} & \quad \frac{(\min(\Delta^{*}, 1) \preceq \max(1-A^{*}, \Gamma^{*})) = (\min(\min(\Delta^{*}, 1), A^{*}) \preceq \max(\Gamma^{*}))}{G} \\
& \quad \frac{(\min(\Delta^{*}, 1) \preceq \max(1-A^{*}, \Gamma^{*})) = \min(\min(\Delta^{*}, A^{*}), 1) \preceq \max(\Gamma^{*})}{\max((\min(\Delta^{*}, 1) \preceq \max(1-A^{*}, \Gamma^{*})), F) = \max(H, F)} & \quad \frac{\max(H, F) = 0}{\max((\min(\Delta^{*}, 1) \preceq \max(1-A^{*}, \Gamma^{*})), (\min(\Delta^{*}, 1) \preceq \max(A^{*}, \Gamma^{*})) = 0}
\end{align*}
\]

If we then label the conclusion of out last transitivity rule as \( I = 0 \) and instantiate Axiom 13 to be \( \min(\Delta^{*}, 1) \preceq \min(\max(1-A^{*}, \Gamma^{*}), \max(A^{*}, \Gamma^{*})) = I \) then

\[
\begin{align*}
\text{tran} & \quad \min(\Delta^{*}, 1) \preceq \min(\max(1-A^{*}, \Gamma^{*}), \max(A^{*}, \Gamma^{*})) = I & \quad I = 0
\end{align*}
\]

If we label the conclusion of our last transitivity rule as \( J = 0 \) and instantiate Axiom 16 to be \( \max(\min(\Delta^{*}, 1) \preceq \min(\max(1-A^{*}, \Gamma^{*}), \max(A^{*}, \Gamma^{*})) \]

\[
\begin{align*}
\text{com} & \quad \text{tran} & \quad \frac{\max(\min(\Delta^{*}, 1) \preceq \min(\max(1-A^{*}, \Gamma^{*}), \max(A^{*}, \Gamma^{*}))}{J} & \quad \frac{J = 0}{\min(\Delta^{*}, 1) \preceq \min(\max(1-A^{*}, \Gamma^{*}), \max(A^{*}, \Gamma^{*})) = 0}
\end{align*}
\]
If we label the conclusion of the last transitivity rule as \( K = 0 \) and instantiate Axiom 17 to be
\[
0 = \min(1^-A^*, A^*)
\]
then
\[
\min(\Delta^*, 1)^{\perp} \max(0, \Gamma^*), \max(0, \Gamma^*) = K
\]
Lastly, if we label the conclusion of the last transitivity rule as \( L = 0 \) and instantiate Axiom 10 as
\[
\max(0, \Gamma^*) = \max(\Gamma^*)
\]
Recall that
\[
\max(0, \Gamma^*) = \max_{n+1}(0, \Gamma^*) = \max(0, \max(\Gamma^*_1, \max(..., \Gamma^*_n)))
\]
\[
\min(\Delta^*, 1)^{\perp} \max(0, \Gamma^*), \max(0, \Gamma^*) = L
\]

Since we can prove that for any EET-proof of a formula or sequent, \( A \), there is an equivalent PET-proof for \( A^* = 0 \), then we have proven that the translation has the provability property.

**Lemma 5.** The translation, *, has the provability property.

### 4.5 Evaluation of Translation

Since we have proven * has the consistency property and the provability property, we have proven also that * is a good translation.

**Lemma 6.** * is a good translation.

This translation concentrated on using the assumption at most once for every rule. This was to avoid exponential growth in the proofs when translating Buss and Ignjatović’s result in [5]. That is, \( S^1_2 \) could not prove the consistency of \( PV^- \) extended by propositional logic and the \( BASIC_e \) axioms.

**Definition 42.** \( PET \) is the theory over the language \( L_p \) which only considers equations and is given by the axioms \( BASIC_g \), \( BASIC_t \) and \( BASIC_a \) and the proof system \( PI \) as defined in Section 2.7.
Lemma 7. * is formalizable in $S_2^1$

Proof. To show * is formalizable in $S_2^1$, since Buss proved in [3] that $S_2^1$ can define all $\square_1^P$-procedures, we want to show that the transformation is a $\square_1^P$-procedures. What we actually show is that the transformation can be done within polynomial resources and that it only grows polynomially. The size of a proof is polynomially bounded by the size of the original one. This means it is a $\square_1^P$-procedures and since $S_2^1$ is able to formalize such constructive procedures [3], * is formalizable in $S_2^1$.

Let $A$ be a formula with a proof $P$ in EET. Then we can apply the transformation and let $P^*$ be the proof of the formula $A^* = 0$ in PET. We can prove that the size of $P^*$ is polynomially bounded by the size of $P$.

Proof $P^*$ may use additional axioms that were not used in the original proof $P$, this creates some build up of the size of the proof. However we can estimate the size of the blow up of $P^*$ given the size of $P$. In proof $P^*$, the number of lines is linearly bounded in $P$ by the number of lines before. After inspection of our translation, the number of lines in $P^*$ is at most 15 times more than the number of lines in $P$, as when we use the cut rule in EET we create 15 more steps in PET and this is the most number of steps created for any rule. For any symbol on a line in $P$, the most number of times it can occur on a line in $P^*$ is 6. After inspection, the number of times a symbol was repeated on the same line was found in the cut rule to be at most 6 times. The size of the proof grows polynomially with fixed constants. The number of lines in $P^* = O$(size of $P$) and the number of symbols in each line in $P^* = O$(size of $P$). So the size of $P^* \leq$ the number of lines in $P$. the number of symbols per line in $P$. Therefore the size of $P^* \leq O((\text{size of } P)^2)$. Therefore, * grows polynomially, concluding that * is formalizable in $S_2^1$.

With this translation, we can prove the theorem;

**Theorem 10.** $S_2^1 \vdash \text{Con}(PET) \rightarrow \text{Con}(EET)$

Proof. $S_2^1 \vdash \text{Con}(PET) \rightarrow \text{Con}(EET)$ is equivalent to saying $S_2^1 \vdash \neg\text{Con}(EET) \rightarrow \neg\text{Con}(PET)$. If we prove one, then we prove the other.
Let $P$ be a proof of $0 = 1$ in an EET setting. Using our transformation, $\ast$, we can transform this proof such that $P^\ast$ is the proof of $\max(0\mathbin{-}1, 1\mathbin{-}0) = 0$ in a PET setting. From here we can prove that $0 = 1$ with use of further axioms. Using the axiom from $BASIC_t$ that states $0\mathbin{-}x = 0$, and axiom 10. $x\mathbin{-}0 = x$, and axiom 22. $\max(0, x) = x$ from $BASIC_a$ we can show that if $\max(0\mathbin{-}1, 1\mathbin{-}0) = 0$ has a PET-proof, then $0 = 1$ has a PET-proof.

By instantiating these axioms to be $0\mathbin{-}1 = 0$, $1\mathbin{-}0 = 1$, and $\max(0, 1) = 1$ we can create the proof of $0 = 1$ using the assumption that we have a proof of $\max(0\mathbin{-}1, 1\mathbin{-}0) = 0$.

\[
\begin{align*}
\text{sym} & \quad \frac{\max(0\mathbin{-}1, 1\mathbin{-}0) = 0}{0 = \max(0\mathbin{-}1, 1\mathbin{-}0)} \\
\text{com} & \quad \frac{0\mathbin{-}1 = 0}{\max(0\mathbin{-}1, 1\mathbin{-}0) = \max(0, 1\mathbin{-}0)} \\
\text{com} & \quad \frac{1\mathbin{-}0 = 1}{\max(0, 1\mathbin{-}0) = \max(0, 1)} \\
\text{tran} & \quad \frac{0 = \max(0, 1)}{0 = \max(0, 1)}
\end{align*}
\]

And so:

\[
\frac{0 = \max(0, 1)}{\max(0, 1) = 1} \quad \frac{\max(0, 1) = 1}{0 = 1}
\]

Since the transformation is a polynomial time procedure, and that the size of the proof doesn’t grow exponentially, then we are still arguing in $S_1^1$.

Here we prove that $S_2^1 \vdash \neg \text{Con}(EET) \rightarrow \neg \text{Con}(PET)$. This is equivalent to $S_2^1 \vdash \text{Con}(PET) \rightarrow \text{Con}(EET)$. Hence $S_2^1 \vdash \text{Con}(PET) \rightarrow \text{Con}(EET)$.

\[\square\]

**Corollary.** $S_2^1 \nvdash \text{Con}(PET)$

**Proof.** We prove this by contradiction. If $S_2^1 \vdash \text{Con}(PET)$, then by Theorem 10, $S_2^1 \vdash \text{Con}(PET) \rightarrow \text{Con}(EET)$, and modus ponens we would have $S_2^1 \vdash \text{Con}(EET)$ which contradicts Theorem 9, $S_2^1 \nvdash \text{Con}(EET)$. Therefore $S_2^1 \nvdash \text{Con}(PET)$ has to be true.

\[\square\]
5. CONCLUSION

Buss proves in [3] that the polynomial hierarchy and the Bounded Arithmetic hierarchy are strongly linked. Gödel’s Incompleteness Theorems state that no consistent set of axioms can demonstrate its own consistency. If we can prove that some theory in Bounded Arithmetic can prove the consistency of $S_2^1$ then because of Gödel’s Incompleteness Theorems we would have proven that the theories are separate, and since the theories are closely linked to the complexity classes we would have proven that the complexity classes are separate.

Beckmann shows that $S_2^1$ can prove the consistency of the proof system $PV^-$ excluding substitution [1]. Buss and Ignjatović prove that $S_2^1$ can not prove the consistency of $PV^-$ extended by propositional logic and the $BASIC^e$ axioms [5]. Buss and Ignjatović’s version of PV we call expanded equational theory, and created a translation into a pure equational theory so that we work with equations rather than formulas. Buss and Ignjatović show that $S_2^1 \not\vdash \text{Con}(EET)$. Our result shows that $S_2^1 \vdash \text{Con}(PET) \rightarrow \text{Con}(EET)$ by our good translation, *, concluding that $S_2^1 \not\vdash \text{Con}(PET)$ where our version of PET is the Buss and Ignjatović axiom system with additional axioms needed for the translation viewed in a pure equational theory setting.

5.1 Future Work

In this thesis we prove that $S_2^1 \not\vdash \text{Con}(PET)$, that is the translated equivalent of Buss and Ignjatović’s result in [5]. However, we only prove this for the usual notion of consistency. Other notions of consistency, such as $BDCon$, can be looked at to prove the consistency of PET with the extension of axioms needed for the translation. This leading to a new problem to be looked at; if the consistency of
this pure equational theory with axioms that are properties of the symbols used rather than recursive
definitions can be proven, then the consistency of EET, Buss and Ignjatović’s result can also be proven.

A future research direction is to close the gap between provability and unprovability for pure
equational theories. We know Beckmann in [1] proved that the consistency of any theory of equations
which is based just on recursion axioms for the underlying language can be proven in a weak theory
of Bounded Arithmetic related to polynomial time reasoning. Future work could be looking into the
axioms used in PET and the translated axioms $BASIC_t$ to see if they can be simplified. Also one
would be interested in making the set of axioms in $BASIC_g$ finite. We would be making this set of
additional axioms precise, and to close the gap between provability and unprovability by nailing down
precisely which axioms can be added to PET and still have its consistency provable in $S^1_2$ and which
settings will lead to a more complex notion of consistency unprovable in a weak theory of Bounded
Arithmetic related to polynomial time reasoning like $S^2_2$. 
APPENDIX
A. BASIC

**BASIC** consists of 32 mathematically true formulas (Note: 1 and 2 are used to abbreviate S0 and SS0);

1. \( y \leq x \rightarrow y \leq Sx \)
2. \( x \neq Sx \)
3. \( 0 \leq x \)
4. \( x \leq y \land x \neq y \leftrightarrow Sx \leq y \)
5. \( x \neq 0 \rightarrow 2 \cdot x \neq 0 \)
6. \( y \leq x \lor x \leq y \)
7. \( x \leq y \land y \leq x \rightarrow x = y \)
8. \( x \leq y \land y \leq z \rightarrow x \leq z \)
9. \( |0| = 0 \)
10. \( x \neq 0 \rightarrow |2 \cdot x| = S(|x|) \land |S(2 \cdot x)| = S(|x|) \)
11. \( |S0| = S0 \)
12. \( x \leq y \rightarrow |x| \leq |y| \)
13. \( |x\#y| = S(|x| \cdot |y|) \)
14. \( |0\#y| = S0 \)
15. \( x \neq 0 \rightarrow 1\#(2 \cdot x) = 2(1\#x) \land 1\#(S(2 \cdot x)) = 2(1\#x) \)
16. \( x\#y = y\#x \)
17. \( |x| = |y| \rightarrow x\#z = y\#z \)
18. \( |x| = |u| + |v| \rightarrow x\#y = (u\#y) \cdot (v\#y) \)
19. \( x \leq x + y \)
20. \( x \leq y \land x \neq y \rightarrow S(2 \cdot x) \leq 2 \cdot y \land S(2 \cdot x) \neq 2 \cdot y \)

21. \( x + y = y + x \)

22. \( x + 0 = x \)

23. \( x + Sy = S(x + y) \)

24. \( (x + y) + z = x + (y + z) \)

25. \( x + y \leq x + z \iff y \leq z \)

26. \( x \cdot 0 = 0 \)

27. \( x \cdot (Sy) = (x \cdot y) + x \)

28. \( x \cdot y = y \cdot x \)

29. \( x \cdot (y + z) = (x \cdot y) + (x \cdot z) \)

30. \( S0 \leq x \rightarrow (x \cdot y \leq x \cdot z \iff y \leq z) \)

31. \( x \neq 0 \rightarrow |x| = S([\frac{1}{2}]) \)

32. \( x = \lfloor \frac{y}{2} \rfloor \leftrightarrow (2 \cdot x = y \lor S(2 \cdot x) = y) \)

\[\text{BASIC}_e \] is an extension to \textit{BASIC} with the following axioms

1. \( |a| \leq a \)

2. \( |a \cdot b| \leq |a| + |b| \)

3. \( 2^a_{|0|} = 1 \)

4. \( 2^0_{|c|} = 1 \)

5. \( a + b \leq |c| \rightarrow 2^{a+b}_{|c|} = 2^a_{|c|} \cdot 2^b_{|c|} \)

6. \( c \neq 0 \rightarrow (2^1_{|c|} = 2 \land 2^a_{|c|} < 2 \cdot c) \)

7. \( a \leq b \iff a - b = 0 \)

8. \( a \cdot b = 0 \iff (b - a) + a = b \)

9. \( sq(a) = a \cdot a \)

10. \( <a, b>)_1 = a \)

11. \( <a, b>)_2 = b \)

12. \( <(a)_1, (a)_2> = a \)
13. \(| \langle a, b \rangle \mid \leq 2 \cdot (1 + |a| + |b|)\)
14. \(< a, b > = \left[ \frac{1}{2}(a^2 + b^2 + 2ab + a + 1 - b) \right]\)
B. PK

PK is over a first order language with equality involving only propositional connectives. It consists of a rooted tree where the nodes are sequents. The root of the tree is what the proof proves and the leaves at the top of the tree are the initial sequents or axioms. Given that \(A\) and \(B\) are arbitrary formulas and \(\Gamma\) and \(\Delta\) are arbitrary cedents, the axioms and rules for the proof system consist of the equality axioms, structural rules and the logical rules. The equality axioms are;

\[\text{logical axiom} \]
\[A \Rightarrow A\]

\[\text{reflexivity axiom} \]
\[\Rightarrow A = A\]

\[\text{symmetry axiom} \]
\[A = B \Rightarrow B = A\]

\[\text{transitivity axiom} \]
\[A = B \land B = C \Rightarrow A = C\]

\[\text{compatibility axiom} \]
\[A = B \Rightarrow U[X/A] = U[X/B]\]

The structural rules are defined as follows.

\[\text{exchange:left} \quad \frac{\Gamma, A, B, \Gamma' \Rightarrow \Delta}{\Gamma, B, A, \Gamma' \Rightarrow \Delta}\]
exchangep:rigth \[ \frac{\Gamma \Rightarrow \Delta, A, B, \Delta'}{\Gamma \Rightarrow \Delta, B, A, \Delta'} \]

contraction:lef \[ \frac{A, A, \Gamma \Rightarrow \Delta}{A, \Gamma \Rightarrow \Delta} \]

contraction:rig \[ \frac{\Gamma \Rightarrow \Delta, A, A}{\Gamma \Rightarrow \Delta, A} \]

weakening:lef \[ \frac{\Gamma \Rightarrow \Delta}{A, \Gamma \Rightarrow \Delta} \]

weakening:rig \[ \frac{\Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, A} \]

CUT \[ \frac{\Gamma \Rightarrow \Delta, A}{A, \Gamma \Rightarrow \Delta} \]
\[ \Gamma \Rightarrow \Delta \]

And the logic rules are defined as follows

¬:lef \[ \frac{\Gamma \Rightarrow \Delta, A}{\neg A, \Gamma \Rightarrow \Delta} \]

¬:rig \[ \frac{\Gamma, A \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, \neg A} \]

∧:lef \[ \frac{A, B, \Gamma \Rightarrow \Delta}{A \land B, \Gamma \Rightarrow \Delta} \]
\begin{align*}
\land: \text{right} & \quad \frac{\Gamma \Rightarrow \Delta, A \quad \Gamma \Rightarrow \Delta, B}{\Gamma \Rightarrow \Delta, A \land B} \\
\lor: \text{left} & \quad \frac{A, \Gamma \Rightarrow \Delta \quad B, \Gamma \Rightarrow \Delta}{A \lor B, \Gamma \Rightarrow \Delta} \\
\lor: \text{right} & \quad \frac{\Gamma \Rightarrow \Delta, A, B}{\Gamma \Rightarrow \Delta, A \lor B} \\
\rightarrow: \text{left} & \quad \frac{\Gamma \Rightarrow \Delta, A \quad B, \Gamma \Rightarrow \Delta}{A \rightarrow B, \Gamma \Rightarrow \Delta} \\
\rightarrow: \text{right} & \quad \frac{A, \Gamma \Rightarrow \Delta, B}{\Gamma \Rightarrow \Delta, A \rightarrow B}
\end{align*}
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