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The hows and whys     of dispensability
In the majority of organisms, most gene knockouts have little or no affect on viability. Does this mean 
that most genes are dispensable to an organism? What are the underlying mechanisms of dispensa-
bility and why did dispensability evolve? 

would require that a deletion of the gene would not 
be under purifying selection and hence could spread 
by drift (neutral evolution) alone. There is a big gap 
between laboratory assessments of knockout fitness 
and this more pertinent evolutionary definition; first, 
because laboratory assays don’t have the ability to 
measure fitness on the necessary scale and second, 
because they miss genes that are essential under con-
ditions not seen in the laboratory. 

To understand the magnitude of the first problem, 
let us suppose that the wild-type has fitness of unity 
and the deletion mutant has fitness 1-s. How small can 
s be for the deletion to be really dispensable and hence 
not eliminated from the population by selection? A 
classical result from population genetics is that for a 
weakly deleterious allele in a diploid to reach fixation 
by drift alone would require it to have a fitness effect 
less than 1/(2Ne) (where Ne is the effective popula-
tion size). Even for organisms with small effective 
populations (e.g., humans), this means a fitness effect 
no greater than about 10-5. For bacteria and yeast a 
more realistic figure might be 10-9. High-throughput 
laboratory-based fitness measures, even if they pro-
vide quantitative assessment of fitness, rather than 
essential/non-essential calls, are simply not sensitive 
enough to detect such effects, the current limit1,2 be-
ing around s=0.01. Although genes that are essential in 
the laboratory are likely to be indispensable, it would 
be an error to suppose that viability of a knockout 
strain in the laboratory equates to evolutionary dis-
pensability. This conclusion is supported by analyses 
of rates of evolution of ‘dispensable’ proteins. From 
the very first3, all analyses of knockout dispensable/
nonessential genes suggest that most proteins evolve 
much slower than expected given the background 
rate (that expected for neutrally evolving sequences), 
supporting the thesis that they are doing something 
useful for the organism. 

How important is the second issue, the lack of 
relevance of laboratory conditions? Both in silico 
and empirical analysis of yeast’s metabolism suggest 
it to be the most important explanation for apparent 
dispensability. We, for example, addressed the issue 
using an in silico genome-scale metabolic network 

Over the last few years, important advances have been 
made in addressing these issues, with analysis of dispens-
ability in metabolic networks taking centre stage. It has 
indeed been established that laboratory assay of dispens-
ability is not a measure of the importance of the gene to 
an organism, not only because laboratory assays are not 
sensitive enough, but also because under laboratory con-
ditions many enzymes are neither needed nor expressed. 
Leaving this trivial but overlooked explanation aside, the 
role of duplicate genes and alternative routings (meta-
bolic flux re-arrangement or use of alternative signalling 
pathways) have emerged as the two leading explanations 
for dispensability. Evidence from the workings of yeast’s 
metabolism suggests the former to be more important 
than the latter. Whatever the mechanism, the great bulk 
of data suggests that dispensability is a side consequence 
of selection for some other property, such as high flux 
favouring retention of isoenzymes. 

Knock out a gene in yeast and four-fifths of the time 
the cell is able to grow. In a nematode worm, you will see 
a phenotype on only one in every ten occasions. In Ba-
cillus subtilis the figure is lower still. These observations 
prompt many related questions. Does the fact that a gene 
can be knocked out and leave no phenotype really mean 
that the gene is ‘dispensable’ to the organism? Why do 
species differ in the proportion of genes that appear to be 
essential to growth? How is it that most knockouts can 
grow well? Why is it that a knockout can grow well?

The latter two questions are importantly different. 
The ‘how’ question demands a mechanistic answer. For 
example, it could be that an enzyme is non-essential 
because there is a paralog in the genome coding for an 
isozyme. The ‘why’ question demands an evolutionary 
answer. We can ask whether the gene has a paralog be-
cause selection favoured the duplicate as it provides a 
back-up. In the present article, we briefly address recent 
advances in addressing these issues, paying particular at-
tention to the central role of analysis of metabolism.

‘Dispensable’ genes are not really 
dispensable

If a gene appears to be dispensable in the laboratory, 
is it really dispensable for the organism? The latter 
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model of baker’s yeast (Saccharomyces cerevisiae)4. 
With a network of 809 metabolites connected by 851 
different biochemical reactions we defined a solution 
where fluxes of all metabolic reactions in the network 
satisfy the relevant constraints, given the nutrients 
available in the environment. Next, we used various 
mathematical protocols to find the optimal use of the 
metabolic network to produce major biosynthetic 
components for growth. 

With such a network, we then asked whether a 
given gene appears to be non-essential simply because 
the enzyme the gene encodes isn’t doing anything un-
der laboratory conditions. The model indicates that 
condition-specificity explains the majority of appar-
ent dispensability. Similarly, analysis of the growth-
phenotypes of Escherichia coli mutants showed that 
most genes have severe fitness defects only under a 
small fraction (10%) of the 282 different growth con-
ditions investigated. 

Direct measurements of metabolic flux in yeast 
support this conclusion5. Indeed about 50 percent of 
apparently dispensable genes are simply inactive under 
laboratory conditions. More generally, a recent large-
scale study tested the performance of nearly 5000 ap-
parently viable single knock-out yeast strains in the 
presence of over 1000 different chemical and environ-
mental stress conditions6. Nearly all (97%) of the genes 
exhibited low growth under at least one condition, and 
deleterious phenotypes are generally restricted to a 
small fraction of the environments tested. It is an open 
question as to whether multicellular organisms have 
high rates of dispensaibility for similar reasons. 

Mechanisms of dispensability

Aside from genes not expressed in the laboratory, 
there remains a set of genes that are not vital for 
growth in the laboratory, yet are still being expressed 
and doing something. To see the alternative explana-
tions for such dispensability consider a lift as being 
like a cellular function. We use the lift to get from one 
floor of a building to another. What if we cut one of 
the wires holding the lift – the knockout? If there is a 
duplicate wire to take the strain, the lift can still work. 
This would be like an isoenzyme. Alternatively, we 
could take the stairs and still get to floor we wanted to 
go to. The cellular equivalent has been termed distrib-
uted robustness7. Alternatively, and rarely discussed, 
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Figure 1. (A) The proportion of protein-coding genes that are essential in a bacterial genome 
as a function of the number of genes in the genome. The grey curve indicates the percentage 
expected if a constant 450 genes are essential in every genome. (B) The estimated number 
of genes that are essential as a function of number of genes in the genome. These estimates 
are derived from estimates of the proportion of genes that are essential and the number of 
protein-coding genes in the genome. For data sources see 17 

0 1000 2000 3000 4000 5000 6000

30
0

40
0

50
0

60
0

70
0

Number of genes in genome

E
st

im
at

ed
 n

um
be

r 
of

 g
en

es
 th

at
 a

re
 e

ss
en

tia
l

B.subtilis

P.aeruginosa

E.coli:MG1655

S.enterica

H.pylori

S.aureus
H.influenzae

M.genitalium

S.pneumoniae

M.tuberculosis

F.novicida

E.coli

C.glutamicum

B



32

Features

February 2009 © 2009 The Biochemical Society

Evolution

we could just fail to get to the floor we wanted to get 
to, but that this is of little consequence. It could just be 
that there are lots of things organisms do if they can, 
but that are of little impact if they don’t. A mutation 
affecting mid-early development (i.e., the so called 
phylotypic stage in vertebrates), for example, is much 
more likely to be lethal than one affecting some rather 
precise bit of brain function. Most attention has been 
given to the first two explanations. 

The first systematic evidence that the presence 
of a paralogue can be important came from studies 
showing that in yeast8 and nematode worms9, genes 
with a paralogue were less likely to be essential than 
singleton genes. While consistent with paralog based 
backup, the same fact could be explained by a duplica-
tion bias in favour of non-essential genes10. The active 
backup model, however, uniquely predicts that if both 
genes in the duplicate pair are deleted the phenotype 
should be more severe than expected given the knock-
out phenotype of the two genes singly. This appears to 
be the case for many gene pairs in yeast that were left 
over since the whole-genome duplication1. However, 
the duplication bias model was not intended to be ap-
plied to whole-genome duplications. For single gene 
duplicates the issue is unresolved.

Although distributed robustness is harder to dem-
onstrate some possible cases are described. In mam-
mals, bile acids are the degradation products of cho-
lesterol. The same bile acids act to repress the genes 
for cholesterol degradation by activating at least two 
mutually redundant pathways that involve different 
transcription factors [based on activation of the xe-
nobiotic receptor PXR (pregnane X receptor) or JNK 
(c-Jun N-terminal kinase)]. Some cases appear para-
doxical at first sight. In E. coli, glucose-6-phosphate 
dehydrogenase loss-of-function mutants grow at near 
wild-type rates. How can this be when this enzyme is 
part of the pentose phosphate shunt, which produces 
two-thirds of a cell’s NADPH? By contrast, most of 
the cell’s NADH is produced by the tricarboxylic acid 
cycle and this holds the key. When the pentose phos-
phate shunt is blocked by a loss-of-function mutation, 
there is increased flux through the tricarboxylic acid 
cycle, generating more NADH. A massively increased 
flux through the transhydrogenase reaction permits 
this NADH to be converted to NADPH. The route 
may be substantially adjusted, but the end-product 
(high NADPH) is the same7. 

Distributed robustness models would predict a re-
lationship between network architecture and dispens-
ability. This is, for example, supported by analysis of 
carefully curated protein–protein interaction datasets 
that find that hubs do tend to be essential in yeast11. 
Moreover, those hubs that partner many other hubs 
are even more likely to be essential12. However, it is 
unlikely that essential genes or reactions could be 
defined purely by consideration of their topological 
position in the network alone. Dynamical metabolic 
networks with a strong empirical footing attempt to 
handle the limitations. The most successful correctly 
predict close to 90 percent of the knockout phenotypes 
of metabolic genes in yeast13 and E. coli 14. 

For yeast metabolism, dispensability 
by paralogues is more important than 
distributed robustness

Given two mechanisms that ensure dispensability, 
which is more important? To approach this we com-
pared the proportions of experimentally verified es-
sential genes that encode single-copy enzymes with 
those of duplicated isoenzymes4. Only genes predicted 
to encode essential reactions were considered. We 
found that very few essential enzymes are isoenzymes, 
consistent with previous claims that dispensability re-
sults partially from redundant gene duplicates8. Two 
exceptions were thioredoxin reductase, which has 
two isoenzymes (TRR1 and TRR2), and inorganic 
pyrophosphatase, also with two isoenzymes (IPP1, 
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Figure 2. A model to explain plasticity of genetic interactions across the environment. Differ-
ences in the availability of external nutrients (a, b, and g) across three hypothetical environ-
ments have a large effect on the activity of parallel metabolic pathways (see diagrams) and 
hence the impact of single (A0B, AB0) and double gene deletant (A0B0) genotypes (bar graphs). 
A key metabolite (red circle) can be synthesized through three different routes. Genes A and 
B, sitting on parallel pathways, show synthetic lethal interactions in environment I, where 
starting nutrients (a and b) of both pathways are present in the environment. However, B is 
unable to compensate for deletion of A in environment II, where only a is available. The double 
mutant (A0B0) is rescued in environment III, where a third starting nutrient is present (g)
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IPP2). Their failure to compensate might reflect a lack 
of duplicate enzyme activity in the same subcellular 
compartment; in both cases, one isoenzyme is cyto-
plasmic, while the other is mitochondrial. Overall, we 
estimate that duplicates account for between 14.6 and 
27.8 percent of incidences of gene dispensability.

We also examined the effect of flux reorganization 
on in vivo gene dispensability. To avoid the complica-
tion of duplicate gene copies, we confined our analysis 
to single-copy, experimentally verified essential genes, 
comparing the proportions of these that encode es-
sential versus dispensable (but non-zero flux) reac-
tions. We hypothesized that essential and dispensable 
reactions should differ in the network’s ability to com-
pensate for loss. From our analysis we estimate that 
this mode of compensation can only explain 3.8–17% 
of gene dispensability. 

That there are two or three times as many ex-
amples of dispensability owing to duplication as to 
distributed robustness agrees with 13C-tracer experi-
ments5, in which flux is measured directly. These ex-
periments suggest that, for 207 viable mutants of ac-
tive reactions, network redundancy through duplicate 
genes is the major (75%) and, in alternative pathways, 
the minor (25%) molecular mechanism of genetic 
network robustness in yeast. The minor contribu-
tion of alternative pathways/distributed robustness 
may well be because the yeast metabolic network has 
difficulties tolerating extensive flux reorganization. 
However, it may be wise not to generalize too much 
from metabolic analyses, because in other systems 
(e.g., signalling systems) distributed robustness may 
be more common7. 

Evolution of dispensability: probably a 
side consequence

Why are some genes dispensable, others not? Could 
it be that the spread and retention of a duplicate (or 
alternative pathway) was selected because it provided 
backup against mutations? Or might backup simply 
be a possibly fortuitous side product of a duplicate 
(or alternative pathway) that was retained for other 
reasons? 

One way to approach this problem is to ask about 
the conditions under which we expect selection to 
favour the evolution of dispensability and then ask 
whether such models explain between-organism 
variation in redundancy levels. The mutation rate is 
a key parameter. If deleterious mutations are rare, 
then compensatory (backup) mutations are unlikely 
to evolve. This is supported by computer experiments. 
Wilke et al.15 examined the evolution of populations of 
digital organisms exposed to high mutation rates. As 

the mutation rate was increased, competition favours 
the genotype with the lower replication rate. These 
slow dividers, although at lower fitness peaks, were 
also located in flatter regions of the fitness surface 
so that each mutation had less impact on fitness. It 
is notable that one of the few cases of empirical evi-
dence for the evolution of robustness, at least to point 
mutations, comes from an organism with a very high 
mutation rate. Wagner and Stadler16, examining RNA 
viruses, looked at predicted RNA secondary struc-
tures to identify those that were conserved and those 
that were not. They then asked about the fate of point 
mutations in the two classes of RNA structure. Strik-
ingly, they report that conserved structures are more 
robust to mutation than non-conserved ones. 

If most organisms don’t have high enough muta-
tion rates, how then do we account for dispensability 
and variation between organisms? As regards the lat-
ter there is one strikingly good correlate17: a higher 
proportion of essential genes is seen in prokaryotic 
genomes with fewer genes (Figure 1A). Consequently, 
the absolute number of genes thought to be essential 
in different bacteria is relatively invariant, averaging 
about 450–500 genes (see Figure 1B).

The most obvious explanation for this result is that 
as genomes shrink they are less likely to lose essential 
genes and thus the genomes become enriched in such 
genes18. Equally, a higher number of duplicate genes 
in larger genomes may provide a parallel explanation. 
However, the rarity of dispensable genes in the small 
genomes of Mycoplasma species may not only reflect 
the rarity of duplicates in small genomes, but also a 
higher incidence in larger genomes of genes required 
only under specific environmental conditions. 

This analysis still leaves open the question of why 
duplicates are in the genome. Are they there to pro-
vide dispensability or for other reasons? Population 
genetical models indicate that is much more likely 
that a duplication spreads in a population because 
it provides a direct advantage, rather than because 
it confers buffering, again, in no small part because 
the mutation rate is so low19. This conclusion is sup-
ported by empirical evidence. Flux balance analysis of 
the yeast metabolic network has shown that essential 
reactions are not more likely than nonessential reac-
tions to be catalyzed by isoenzymes4. Instead, isoen-
zymes appear at positions in the network where a 
high flux is needed. This suggests that duplicates were 
retained to permit a selectively advantageous increase 
in flux rates, a secondary consequence of which can 
be buffering. Detailed analysis of the role of duplicates 
in yeast’s glycolysis supports this notion20. 

There have been relatively few attempts to con-
sider how networks might evolve to permit distrib-
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uted robustness. A priori, it is unlikely that distributed  
robustness is itself selected as it is hard to see how it 
can evolve in small steps: the stairs cannot function 
as an alternative to the lift if the staircase only goes 
part way. An analysis of hub architecture in metabolic 
networks21 supports the alternative side-consequence 
model. In these simulations of the evolution of meta-
bolic networks, hubs and scale-free structures emerged 
simply under selection for enhanced growth rate rather 
than for enhanced robustness against mutations. 

Another way to ask about the evolution of distrib-
uted robustness in networks is to ask about the evo-
lution of synthetic lethal pairs that are not sequence-
related. Consistent with earlier findings showing that 
genetic interactions depend on environmental condi-
tions, at least 51 percent of synthetic lethal interactions 
are restricted to particular environmental conditions22. 
These results are compatible with a side effect model, 
where the enzymes are essential under nutrient-spe-
cialist conditions (Figure 2), not because they provide 
back-up under nutrient-diverse conditions. 

The idea that gene dispensability is not a directly 
selected trait is supported further by the failure to de-
tect the evolution of buffering in laboratory studies. 
Notably, Elena and Lenski23 examined interactions be-
tween random insertion mutations and genetic back-
ground in E. coli. Each of the mutations was transduced 
into two genetic backgrounds, one ancestral and the 
other having evolved in, and adapted to, a laboratory 
environment for 10,000 generations. Importantly, the 
mutations were no less harmful in the derived back-
ground, suggesting that the derived bacteria had not 
evolved buffering mechanisms against the harmful 
effects of mutations. ■
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