Johansen Maximum Likelihood Procedure

This is a means of testing for cointegration in a multivariate context, where there is the possibility of more than one cointegrating vector being present. It follows the same principles as the Engle-Granger approach to cointegration, in so far as the order of integration of the variables are first assessed, if the variables are I(1) the Johansen Maximum Likelihood (ML) procedure can then be used to determine whether a stable long-run relationship exists between the variables. 
 The Johansen ML procedure produces a set of results which can be used to determine the number of cointegrating vectors present. There will be a possible g-1 vectors, where g are the number of variables included in the model. Based on this result, the long-run coefficients can then be determined and the resultant error correction model produced. This approach in effect produces two sets of coefficients, the ( which are the long-run coefficients and the ( which are the speeds of adjustment coefficients and roughly equate to the error correction term.

 The technique produces two statistics, the likelihood ratio test based on maximal eigenvalue of the stochastic matrix and the test based on trace of the stochastic matrix. These statistics are then used to determine the number of cointegrating vectors . The test is based around an examination of the ( matrix, where  ( can be interpreted as a long-run coefficient matrix. The test for cointegration between the variables is calculated by looking at the rank of the  ( matrix via its eigenvalues. ( can be defined as the product of two matrices:
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 The matrix ( gives the cointegrating vectors, while ( gives the amount of each cointegrating vector entering each equation of the VECM, also known as the ‘adjustment parameter’. The main difference between the two test statistics is that the Trace test is a joint test where the null hypothesis is that the number of cointegrating vectors is less than or equal to r, against a general alternative that there are more than r. Whereas the maximum Eigenvalue test conducts separate tests on the individual eigenvalues, where the null hypothesis is that the number of cointegrating vectors is r, against an alternative of (r+1). The two statistics are:
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Where 
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is the estimated value for the ith ordered eigenvalue from the π matrix. The standard approach to the Johansen ML procedure is to first calculate the Trace and Maximum Eigenvalue statistics, then compare these to the appropriate critical values. These are usually given by the computer programme as they follow a non-standard distribution. If we assume that we have a model consisting of four different variables. This could be four different interest rates: r1, r3, r6 and r10, which represent the return on 1,3,6 and 12 year bonds. We start by testing if we have one ,two, three or four cointegrating vectors. Below are the results for both statistics using a standard format:

Trace Test Results
	Null      Alternative
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Maximum Eigenvalue Results
	Null      Alternative
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The above results indicate that there is one cointegrating vector present, in this case both results confirm this conclusion. As we have evidence of cointegration we can now estimate the long-run β coefficients and the short-run α coefficients.
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 These βs can be interpreted in the usual way, i.e. a unit rise in xt produces a 1.7 of a unit rise in yt. The α coefficients can be interpreted in the same way as an error correction term:

[image: image8.wmf]t

t

t

t

p

z

x

y

07

.

0

9

.

0

7

.

1

7

.

0

+

-

+

=


 Where the asymptotic t-statistics are in parentheses, indicating the adjustment parameter for yt and zt are significant.

The Johansen ML approach has a number of advantages over the Engle-Granger two stage approach to cointegration. As this is a VAR based technique, less concern is needed over whether the explanatory variables are exogenous or endogenous. Restrictions can be applied to the cointegrating vectors, which is not possible with the Engle-Granger approach. It can also be used for ‘Granger Causality’ testing, where the lags in the error correction model can be jointly tested for significance, thereby determining any short-run causality from the explanatory variables to the dependent variable.

 However there is a specific problem associated with this approach, as it is possible to produce more than one cointegrating vector, there are potentially more than one set of long-run coefficients and resultant error correction models. To locate the most appropriate model, either the model with the most appropriate signs can be chosen or specific overidentifying restrictions can be applied, although both approaches can cause problems.
� EMBED Equation.3  ���
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