Dummy Variables

Dummy variables are generally used to express a qualitative effect on an economic model. They can be either explanatory or the dependent variable. For example if you wish to show that there is a different effect depending on a persons gender, age, religion, health or the region they live in, then a dummy variable needs to be used. In addition dummy variables can be used to pick up:

i) Seasonal effects

ii) Changes in the intercept 

iii) Changes in the slope of the regression line.

iv) Remove the effects of outliers and ensure the error term is normally distributed.

The most basic dummy variable model, is to regress the dummy and a constant on a dependent variable:
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 Where, y is a teachers salary and Di = 1 if a church attender





    Di = 0 if a church non-attender

 This produces an average salary for a church non-attender of  E(y/Di =0) =(.
 The average salary of a church attender will be E(y/Di = 1) = ( + (.

 This suggests that church attenders receive a higher salary than non-attenders.
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It is possible to have more than one dummy variable in a model as well as a number of explanatory variables (in this case the regression line is sloped). It is important to remember that if a qualitative dummy variable has m categories, introduce only m – 1 dummy variables. So if we are testing for seasonal affects in quarterly data, use 3 not 4 dummy variables.

Intercept and Slope Dummy Variables

It may be that the effect in question may not only be a one off effect, requiring a dummy to account for the change in the intercept (constant), but also dummies to account for a change in the slope of the regression as well.





 To account for the change in slope in the 2nd sub-sample we need to add in a slope dummy as well as the intercept dummy.
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If Di is 0, the model becomes:
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 The slope coefficient is equal to just (1, however when the Di is 1, the model becomes:
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The slope coefficient is now ((1 + (2). Although dummy variables are used mostly to pick up quantitative effects, they can also be used to determine the effects of policy changes on the dependent variable. For instance the relationship between income and consumption may have changed as a result of changes to the consumer credit act in 1979. This may have changed the slope of the regression line, making it steeper after the policy change, because increased credit raises consumer spending. A dummy variable taking the value 0 before 1979 and 1 afterwards could then be used to represent this affect.

Chow Test and Dummy Variables

An alternative test to the Chow test for a structural break is to run a regression including the dummy variables instead of two regressions on the separate sub-samples. A standard F test can then be used to test for the structural break. RSSR is from the regression without the dummy variables, RSSu is from the regression with the dummy variables (m is 2 in this case).
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