Dummy Dependent Variable Models
The dependent variable can also take the form of a dummy variable, where the variable consists of 1s and 0s. If it takes the value of 1, it can be interpreted as a success. Examples might include home ownership or mortgage approvals, where the dummy variable takes the value of a 1 of someone owns a home and 0 if they do not. This can then be regressed on a mix of variables including both other dummy variables and the usual continuous variables. The scatterplot of such a model would appear as follows:
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 There are a number of problems with the above approach, usually called the Linear Probability Model (LPM), which is estimated in the usual way using OLS. The regression line is not a good fit of the data so the usual measures of this, such as the R2 statistic are not reliable. There are other problems with this approach:
1) There will be heteroskedasticity in any model estimated using the LPM approach.

2) It is possible the LPM will produce estimates that are greater than 1 and less than 0, which is difficult to interpret as the estimates are probabilities and a probability of more than 1 does not exist.

3) The error term in such a model is likely to be non-normal, as it will follow the distribution in the above diagram.

4) The largest problem is that the relationship between the variables in this model is likely to be non-linear. This suggests we need a different type of regression line, that will fit the data more accurately, such as a ‘S’ shaped curve.
Logit Model

 The Logit model is a significant improvement on the LPM model. It is based on the cumulative distribution function (CDF) of a random variable, with the Logit model following the Logistic CDF, giving the following relationship:
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 As is evident the above regression line is non-linear, giving a more realistic description of the data, with very little change in the probability at the extreme value that the explanatory variable can take. In the Logit model the probability of the dependent variable taking the value of 1, for a given value of the explanatory variable can be expressed as:


 The model is then expressed as the odds ratio, which is simply the probability of an event occurring relative to the probability that it will not occur. Then by taking the natural log of the odds ratio we produce the Logit (Li), as follows:
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 The above relationship shows that L is linear in x, the probabilities (p) are not linear. In general the Logit model is estimated using the Maximum Likelihood approach. (We will cover this in more detail later, but in large samples it gives the same results as OLS)

Probit Model
The Probit model is very similar to the Logit model, with the normal CDF used instead of the Logistic CDF, in most other respects it follows the Logit approach. However it can be interpreted in a slightly different way. McFadden for instance interprets the model using utility theory, where the probability of an event occurring can be expressed as a latent variable, determined by the explanatory variables in the model. (For more information go to Gujarati pp.608-610.)
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