Structure, stability and work functions of the low index surfaces of pure indium oxide and Sn-doped indium oxide (ITO) from density functional theory†
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Indium sesquioxide is a transparent conducting oxide material widely used in photovoltaic and solid-state lighting devices. We report a study of the surface properties of the thermodynamically stable bixbyite phase of In₂O₃ using density functional theory. The surface energies follow the order γ(100) > γ(110) > γ(111), with the charge neutral (111) termination being the lowest energy cleavage plane. The surface work functions (vertical ionisation potentials) are calculated using a non-local hybrid density functional, and show good agreement with recent experimental measurements. Finally, SnO₂ doping of the (111) surface is presented, where the Sn substitutions are more favourable on the surface sites and the excess electrons are delocalised amongst the In₂O₃ conduction states; the enthalpy of solution is estimated to be 60 kJ mol⁻¹.

1. Introduction

Indium oxide has long been of interest as a transparent conducting oxide,¹–⁴ combining optical transparency in the visible range with conductivity approaching that of a metal. Despite its wide range of applications including solar cell and inorganic lighting devices, and detailed investigations of the bulk defect and electrical properties,²,⁴–⁹ its surface chemistry has been largely ignored due to a combination of its complex crystal structure and the difficulty in growing high-quality single crystals. In the past number of years, there has been a renewed interest in the basic material properties of In₂O₃ and Sn-doped In₂O₃ (ITO), with recent studies including epitaxial growth of single crystals on cubic zirconia substrates;¹⁰–¹² measurement of the work function and interfacial properties of polycrystalline samples;¹³,¹⁴ and scanning-tunnelling microscopy (STM) of the (111) and (100) terminated surfaces.¹⁵,¹⁶ As ITO is currently the leading cathode material in organic solar cell and light emission devices, improved understanding of its surface properties is required to understand and further improve the interfacial charge transfer processes,¹⁷ in addition to suggesting alternative cathode materials.

The thermodynamically stable phase of In₂O₃ is the body-centred cubic bixbyite crystal structure, which contains 80 atoms in the unit cell. While bixbyite is a common sesquioxide crystal structure (e.g. Tl₂O₃, Er₂O₃ and Y₂O₃),¹⁸,¹⁹ the surface chemistry of bixbyite crystals has not been well characterised due to its inherently complex structure. However, bixbyite can be viewed in terms of a simpler face-centred cubic fluorite (CaF₂) supercell with one quarter of the anion sites vacant, as illustrated in Fig. 1. We can therefore use the extensive knowledge of the surface chemistry of fluorite structured crystals²⁰ to provide some initial insights into the more complex bixbyite based systems.

Density functional theory (DFT) has become an essential tool in the atomistic characterisation of metal oxide surfaces;²¹–²⁹ unfortunately, surface investigations of In₂O₃ have been limited until very recently. Fuks et al.³⁰ studied the (110) surface using DFT; however, no energetics or surface structures were reported. Xiao et al.³¹ predicted “d⁰” magnetism on the non-stoichiometric polar (100) surface due to (unphysical) uncompensated electrical

![Fig. 1](image-url) Crystal structure representations of (a) a fluorite structured (AB₂) 2 × 2 × 2 supercell and (b) a bixbyite structured (A₂B₃) unit cell. The structural anion vacancy configurations around both types of cation sites (8b \(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}\)) and 24d \(\frac{n}{2}, 0, \frac{1}{2}\) Wyckoff positions in bixbyite are shown in (c). The cations are coloured blue (large balls), with red anions (small balls).
charging, but again the details of the surface structure and stability were not considered. In the work of Golovanov et al.,\textsuperscript{32} reconstructions of the oxygen terminated (100) surfaces were investigated, indicating a decrease in the surface energy through dimerisation of the exposed oxygen atoms. A combined theoretical and experimental investigation of the (111) surface identified a simple (1 $\times$ 1) surface termination, as supported through STM measurements and DFT simulations. In contrast, computational studies of the defect processes occurring in the bulk material have been more abundant,\textsuperscript{6,9,33–36} focusing on the role of electron donating point defects such as oxygen vacancies and indium interstitials.

In this study, we present an investigation of the (100), (110) and (111) low index surfaces of In$_2$O$_3$. The surface chemistry of fluorite, and defective fluorite materials such as Y-stabilised ZrO$_2$ is found to be closely related to that of the fluorite-related bixbyite structure adopted by In$_2$O$_3$, with the surface energies following the order $\gamma$(100) > $\gamma$(110) > $\gamma$(111). The surface work functions (vertical ionisation potentials) are found to be sensitive to the termination, varying by up to 0.7 eV. Sn substitutions on the thermodynamically favoured (111) termination are found to have an energetic preference for surface sites and result in delocalised conduction states typical of a shallow electron donor.

2. Methods

Total energy electronic structure calculations were performed using DFT\textsuperscript{46,47} with a plane wave basis set as implemented in the VASP package.\textsuperscript{48,49} The semi-core 4d\textsuperscript{10} states of In were treated explicitly as valence within the scalar-relativistic projector augmented wave approach.\textsuperscript{49} For the bulk cubic unit cell of In$_2$O$_3$, a $3 \times 3 \times 3$ Monkhorst–Pack\textsuperscript{44} $k$-point mesh was used together with a well converged 500 eV plane wave cut-off. Exchange-correlation effects were treated within the generalised gradient approximation (the PBE functional).\textsuperscript{50}

The surfaces of In$_2$O$_3$ were modelled as 2D slabs within periodic boundary conditions, with a 20 A vacuum region separating the repeating images; an alternative approach, which avoids artificial periodicity, is the multi-region embedded cluster technique, such as implemented in the ChemShell package.\textsuperscript{28,43} For the surface calculations, equivalent $k$-point sampling to the bulk cell was used in-plane to ensure convergence in the total energies, with a single $k$-point normal to the surface slab.

While standard DFT exchange-correlation functionals, such as the PBE functional employed in this study, result in reliable predictions of ground-state properties, the electronic band gaps of insulators are underestimated at this level of theory.\textsuperscript{44,45} which will result in spurious errors in the calculated work functions, as the proportion of correlation attributable to the valence and conduction bands is unknown. To address this issue, we employ a hybrid exchange-correlation functional, which modifies the PBE functional to include 25% non-local Hartree–Fock exact-exchange.\textsuperscript{46,47} The resulting HSE06\textsuperscript{58} functional, which contains a screening of $\omega = 0.11$ bohr$^{-1}$ to partition the Coulomb potential into short-range (SR) and long-range (LR) terms follows the form:

$$E_{xc}^{\text{HSE}}(\omega) = E_{xc}^{\text{HSE,SR}} + E_{xc}^{\text{PBE,LR}} + E_{xc}^{\text{PBE}}.$$  

where

$$E^{\text{HSE,SR}}_{xc} = \frac{1}{4} E_{xc}^{\text{Fock,SR}} + \frac{3}{4} E_{xc}^{\text{PBE,SR}}.$$  

Approaches based on hybrid functionals demonstrated early success in describing the magnetic and electronic properties of transition metal oxides\textsuperscript{49–52} and have had more recent application to the optical and defect properties of metal oxides\textsuperscript{31,53–55} and chalcogenides.\textsuperscript{46,56–58} At this level of theory, the band gap of In$_2$O$_3$ is found to be 2.7 eV, so that no further \textit{a posteriori} band gap correction is necessary for a qualitative analysis. Due to the prohibitive computational expense of this approach for the large system sizes studied (>1400 valence electrons) arising from the explicit two-electron integrals, static HSE06 calculations are performed on the fully relaxed PBE surface geometries.

3. Results and discussion

3.1 Surface chemistry of fluorite structured crystals

For single crystals of fluorite structured materials such as UO$_2$ and ThO$_2$, (111) is the natural cleavage plane, which can be understood from consideration of its low index surfaces.\textsuperscript{20} Charged anion and cation layers are stacked along the (100) direction, resulting in a permanent electrical dipole for the (100) surface, which will be subject to reconstruction to quench the associated divergence in the surface energy as a function of the slab thickness. Utilising the notation of Tasker for ionic surfaces,\textsuperscript{20} the (100) termination can be classified as a type III polar surface. In contrast, both the (110) and (111) surfaces have non-polar terminations. Layers of charge neutral layers are stacked along (110), resulting in a type I surface termination. Layers of anions and cations are stacked along (111), but these occur in charge neutral B$^+$–A$^{2-}$–B$^+$ units, resulting in a type II quadrupolar termination.

Hartree–Fock calculations have been used to examine the (111) and (110) surfaces of CeO$_2$ and ZrO$_2$, with surface energies of 1.25 and 1.49 J m$^{-2}$ reported for the (111) termination and 2.11 and 2.41 J m$^{-2}$ for the (110) termination, respectively.\textsuperscript{29} More recent studies of Y-doped ZrO$_2$ surfaces showed that the energetic ordering preferences of ZrO$_2$ were maintained even for high Y concentrations, where charge compensation for the negatively charged cation substitution (Y$_{Zr}^+$) is achieved through the formation of oxygen vacancies (V$_O^{-}$), resulting in a partially occupied oxygen sublattice similar to bixbyite,\textsuperscript{30} \textit{i.e.}

$$\text{Y}_2\text{O}_3 \xrightarrow{(\text{Zr}^+)} 2\text{Y}^+_{\text{Zr}} + V_{\text{O}^-} + 3\text{O}_0$$

3.2 Bixbyite surfaces

As the bixbyte mineral structure represents an ordered structural vacancy superlattice of the fluorite structure, as illustrated in Fig. 1, the low index surfaces are similar in both cases. The (100) bixbyte termination remains a type III polar surface. To suppress the dipole, we perform a basic reconstruction involving a shift of half the terminating atoms from the top to the bottom of the repeating unit,\textsuperscript{23,61} such micro-faceting has been observed to stabilise (100) terminated fluoride structured UO$_2$.\textsuperscript{62} The
faceted surface gives rise to the possibility of oxygen or indium termination, and both configurations have been explored. In contrast, the (110) and (111) surfaces are essentially non-polar and feature stoichiometric layers of In and O ions oriented perpendicular to the slab. Representations of the three surface terminations are shown in Fig. 2 and 3. As with the fluorite structured crystals, natural cleavage of bixbyite crystals in the (111) plane can be expected to arise from the double layer of oxygen anions present between the charge neutral repeating $\text{O}_2^{12-}\text{In}_3^{16-}\text{O}_2^{12}$ units in the $\{111\}$ direction.

The surface energy is defined as the energy per unit area required for forming the surface relative to the bulk, and is calculated according to:

$$\gamma = \frac{U_{\text{slab}} - U_{\text{bulk}}}{2 \times A},$$

where $U_{\text{slab}}$ is the total energy of the 2D slab with a 20 Å vacuum region and $U_{\text{bulk}}$ is the energy of the corresponding amount of bulk $\text{In}_2\text{O}_3$ units. $A$ represents the surface area, which is created on each side of the 2D slab and is repeated periodically. For bixbyite $\text{In}_2\text{O}_3$ (experimental lattice constant $a = 10.117$ Å$^2$), the areas of the (100), (110) and (111) low index surfaces studied are $a \times a = 102.35$ Å$^2$, $a \times a\sqrt{2} = 144.75$ Å$^2$ and $a\sqrt{2} \times a\sqrt{2} \times \left(\frac{3}{2}\right) = 177.28$ Å$^2$, respectively.

The calculated energies, from explicit density functional theory calculations, are listed in Table 1 for both the bulk terminated and relaxed low index surfaces. The 2D slab models for the (100), (110) and (111) surfaces contain 32 (eight cationic layers), 32 (eight cationic layers), and 48 (six cationic layers) formula units, respectively. In each case, the top two surface layers were relaxed, so that the atomic forces reduced to below 0.01 eV Å$^{-1}$, while the atoms at the centre of the slab were fixed at their equilibrium bulk positions to maintain the bulk lattice spacing. The (111) surface is energetically favoured over the (110) surface by 0.179 J m$^{-2}$, which compares to differences of 0.12–0.46 J m$^{-2}$ for $\text{UO}_2$ at various levels of theory.$^{21}$ Both ion terminations for the reconstructed (100) surface result in a much higher energetic cost for formation, with the oxygen terminated surface being lower in energy by more than 0.3 J m$^{-2}$. The surface relaxation energy is similar in all cases—of the order of 0.6 J m$^{-2}$—which is associated with concerted layer breathing due to the loss of atomic coordination, rather than significant surface reconstructions.

A preference for oxygen termination of the (100) surface has been also observed in recent experiments,$^{15}$ where the surface is considered to be stabilized through oxygen dimerisation.$^{16,32}$ A calculated (100)$_k$ surface energy of 2.4–1.6 J m$^{-2}$ has been reported, depending on the surface reconstruction; however, it should be noted that the slab and vacuum thickness used in the present study are double those used by Golovanov et al.$^{32}$ so the results should only be compared qualitatively. The low surface

Table 1

<table>
<thead>
<tr>
<th>Surface</th>
<th>Bulk-terminated energy</th>
<th>Relaxed surface energy</th>
<th>Relaxation energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100) In</td>
<td>2.721</td>
<td>2.088</td>
<td>0.633</td>
</tr>
<tr>
<td>(100) O</td>
<td>2.449</td>
<td>1.759</td>
<td>0.690</td>
</tr>
<tr>
<td>(110)</td>
<td>1.595</td>
<td>1.070</td>
<td>0.525</td>
</tr>
<tr>
<td>(111)</td>
<td>1.322</td>
<td>0.891</td>
<td>0.631</td>
</tr>
</tbody>
</table>
energy of the (111) termination explains recent findings that the {111} facets spontaneously form on the (100) surface.\textsuperscript{10,12,64} In particular, growth of (100) oriented In\textsubscript{2}O\textsubscript{3} films through molecular beam epitaxy recently revealed the formation of micrometre sized arrays (nanocubes) on the surface, with a clear propensity for {111} facets.\textsuperscript{10,12} The equilibrium crystal morphology, calculated from a Wulff construction\textsuperscript{65} using our predicted surface energies, reveals a square bipyramid constructed of {111} faces with {110} edges as shown in Fig. 4; these surface energies have also been successful in explaining the observed morphology of a range of In\textsubscript{2}O\textsubscript{3} nanostructures.\textsuperscript{66}

### 3.3 Surface electronic structure

The electronic density of states (EDOS) for the three stable surface terminations are shown in Fig. 5. In each case the essential features remain constant: the valence band is dominated by O 2p derived states, with a lower valence band peak (cir. –6 eV) and the conduction band states dominated by In 5s. Additional hybridisation of In 4d and 5p states in the valence band is also evident, consistent with previous analysis for the bulk material.\textsuperscript{67} Between the three low index terminations, the only significant difference in the distribution of electronic states is observed for the (100)\textsubscript{O} surface, where the reduced coordination environment of the surface terminated oxygen atoms gives rise to a split off feature in the O 2p partial EDOS at the top of the valence band; however, these states are fully occupied and an insulating band gap is maintained. The surface EDOS features are highlighted in the plot of the spatial distribution of the highest occupied and lowest unoccupied surface states of the (111) termination shown in Fig. 6: the highest energy occupied states are associated with surface oxygen atoms, while the bottom of the conduction band is delocalised around the indium sites.

Surface states reduce the bulk band gap by 0.31–1.04 eV depending on the specific termination. Calculations performed

---

**Fig. 4** Ideal crystal morphology of In\textsubscript{2}O\textsubscript{3} predicted from a Wulff construction using the calculated density functional theory surface energies.

**Fig. 5** Partial electronic density of states for the (100)\textsubscript{O}, (110), (111) and Sn-doped (111) surfaces of In\textsubscript{2}O\textsubscript{3}. The highest occupied state is indicated by the dotted horizontal line, labelled $E_F$. 
using the hybrid HSE06 functional reveal the same trend as the semi-local functional and result in a rigid shift of the calculated PBE band gaps by 1.6 ± 0.1 eV, through both a lowering of the valence band states and a raising of the conduction band states. The resulting final band gap estimations are 1.66 eV, 2.39 eV and 2.19 eV for the (100)O, (110) and (111) surfaces, respectively. The large reduction observed for the (100)O surface is directly related to the low binding energy O 2p feature produced at the top of the valence band (Fig. 5).

3.4 In2O3 surface potentials

The surface potentials of TCOs are of direct importance for determining their suitability for device applications, e.g. for maximising photovoltages in solar cells. Recent work by Klein et al.\(^1\) reported the work functions measured by photoelectron spectroscopy for a range of polycrystalline TCO thin films, including In2O3. Considering that under most circumstances In2O3 is a degenerate n-type material, where the Fermi level is situated inside the conduction band, one must be careful in extrapolating from the measured work function of the doped material to the intrinsic ionisation potential associated with the upper valence band. By varying the deposition conditions and taking into account the revised electronic band gap of In2O3, the order of 2.9 eV,\(^6\) Klein et al. reported a value of 7.1 eV for the ionisation potential of the polycrystalline material.\(^1\)

For all surface models studied, the vacuum spacing is sufficiently large such that the planar averaged electrostatic potential converges to a constant value far from the surface. The converged value of the electrostatic potential is taken as the reference vacuum level to which the single-particle Kohn–Sham eigenvalues are aligned. The calculated surface potentials are shown in Fig. 7, with ionisation potentials of 7.94, 6.69 and 7.22 eV for the (100)O, (110) and (111) surfaces. The arithmetic mean of 7.3 eV is in remarkably good agreement with the value of 7.1 eV reported by Klein et al. Importantly, the present results suggest that varying the surface morphology should offer a way to tune the surface potentials: the ionisation potential of the reconstructed (100) surface is largest (7.94 eV), with the (110) surface smallest (6.69 eV). It should be noted that our calculations refer to the vertical ionisation potentials (excluding atomic relaxation);\(^6\) for metal oxides with relatively localised valence bands centred on the O 2p orbitals, charge trapping to produce a localised polaronic state may result in a substantially different value for the adiabatic ionisation potential.

3.5 Sn-doped In2O3

As mentioned in the Introduction, further increases in the conductivity of the intrinsically n-type In2O3 are effected by Sn-doping, and indeed ITO is the system of choice for many optoelectronic applications.\(^4\) A recent combined DFT and photoemission study of ITO for a range of Sn concentrations established a consistent picture of the change in electronic structure of the bulk material upon the substitution of Sn on the In sites: a new feature relating to occupied Sn 5s states emerges at the bottom of the upper valence band, while the conduction band, composed of the nominally empty In and Sn 5s orbitals, becomes occupied by the excess electrons,\(^6\) i.e.

\[
\text{2SnO}_2 \overset{(\text{In}_2\text{O}_3)}{\longrightarrow} \text{2Sn}_n^+ + 2e^- + 3\text{O}_3 + \frac{1}{2}\text{O}_2(g)
\]

Due to the high technological importance of this system, we will now address the incorporation of Sn on the thermodynamically favoured (111) surface termination. Here, the Sn substitution is electronically compensated; ionic compensation through the formation of oxygen interstitials is known to take place for higher concentrations of Sn doping,\(^6\) and is likely to occur through oxygen exchange with the local environment, but the relationship between the surface morphology and \(p(O_2)\) is beyond the scope of the present work.

The incorporation of two substitutional Sn ions was considered on both surface and subsurface sites, which is performed on both sides of the repeating slab to avoid the formation of spurious periodic dipoles. Replacement of the lower coordination surface In sites is favoured by 0.2 eV, with no strong energetic preference between the crystallographically unique indium surface sites. The enthalpy of solution for SnO2 incorporation into the surface, with electronic compensation, can be calculated from:

\[
E_{\text{solution}} = \frac{1}{2} \left( E_{\text{dab[defective]}} + E[\text{In}_2\text{O}_3] \right)
+ \frac{1}{2} \left( E[\text{O}_2] - E_{\text{dab[pure]}} - 2E[\text{SnO}_2] \right).
\]
which contains contributions from the pure and defective slabs, as well as the total energies of gaseous dioxygen (in the ground-state triplet spin configuration), bulk bixbyite In$_2$O$_3$ and bulk rutile SnO$_2$. The most stable ITO surface configuration results in a solution enthalpy of 0.62 eV per Sn substitution (60 kJ mol$^{-1}$), which includes the cost of the excess electron in the conduction band of In$_2$O$_3$. The remarkably low value for the enthalpy is consistent with the established high solubility of Sn in the In$_2$O$_3$ lattice.

As is the case for the bulk substitution, the excess electron arising from the aliovalent Sn-substitution is delocalised over the cell, resulting in a charge distribution that is similar to the unperturbed conduction band shown in Fig. 6. The EDOS for the ITO (111) surface confirms the emergence of a new feature of mixed Sn 5s–O 2p character at $-7$ eV, below the onset of the In$_2$O$_3$ upper valence states, as well as the degenerate occupation of the conduction band due to the excess electrons, i.e. the Fermi level lies within the conduction band. It should be noted that the delocalisation of the conduction states is not an artefact of the semi-local functional employed; indeed, in contrast to chemical reductions involving localised d states (e.g. Ti(IV) to Ti(III)$^{56,70,71}$) or f states (e.g. Ce(IV) to Ce(III)$^{56,72}$), for s states the electron self-interaction does not play a dominant role, which we have demonstrated in our hybrid density functional studies of multi-component$^{53}$ and amorphous$^{53}$ indium oxides. The ITO model surface exhibits all the key features expected for this system, and therefore provides a robust platform for future investigations of ITO surface reactions and material interfaces relevant to modern devices.

4. Conclusions

The low index surfaces of In$_2$O$_3$ have been characterised using density functional theory. The calculations indicate that the (111) surface is the thermodynamically favoured termination with a relaxed surface energy of 0.89 J m$^{-2}$; the reconstructed (100) surface lies 0.87 J m$^{-2}$ higher in energy. Analysis of the work functions, performed using a hybrid density functional, is found to produce surface potentials that are in good agreement with recent experiments, and indicates a significant surface dependence of the ionisation potentials, which may be important in device applications of the material. Finally, Sn-doping of the stable (111) surface indicated an energetic preference for the surface sites, with a solution enthalpy of 0.62 eV per Sn substitution. In conclusion, our study has given valuable insights into the surface terminations of In$_2$O$_3$ in vacuo; future studies should address the effects of the chemical environment on the surface, where exchange of oxygen resulting in non-stoichiometry is likely to occur.
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