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Lévy processes: ”nice theory, no examples of the complicated stuff”?
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Lévy processes: ”nice theory, no examples of the complicated stuff”?

Suppose that X is a Lévy process with probabilities Px (for convenience
P = P0).

Let X t = sups≤t Xs .

Let τ+
b = inf{t > 0 : Xt > b} and τ−

0 = inf{t > 0 : Xt < 0}

If X is a two-sided jumping strictly stable process with index α ∈ (0, 2)
and positivity constant ρ = P(Xt ≥ 0) ∈ (0, 1) then:
For x ∈ (0, b), u ∈ [0, b − x ], v ∈ [u, b) and y > 0,

Px (b − X
τ
+

b
−
∈ du, b − X

τ
+

b
−
∈ dv , X

τ
+

b

− b ∈ dy , τ+
b < τ−

0 )

=
sin(παρ)

π

Γ(α + 1)

Γ(αρ)Γ(α(1 − ρ))
×

xα(1−ρ)(b − x − u)αρ−1(v − u)α(1−ρ)−1(b − v)αρ

(b − u)α(y + v)α+1
du dv dy .
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Suppose that X is a Lévy process with probabilities Px (for convenience
P = P0).

Let X t = sups≤t Xs .

Let τ+
b = inf{t > 0 : Xt > b} and τ−

0 = inf{t > 0 : Xt < 0}

If X is a two-sided jumping strictly stable process with index α ∈ (0, 2)
and positivity constant ρ = P(Xt ≥ 0) ∈ (0, 1) then:
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−
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−
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τ
+
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0 )

=
sin(παρ)

π

Γ(α + 1)

Γ(αρ)Γ(α(1 − ρ))
×

xα(1−ρ)(b − x − u)αρ−1(v − u)α(1−ρ)−1(b − v)αρ

(b − u)α(y + v)α+1
du dv dy .

More interestingly, how would you prove such a result? And can you get
more examples out of such a proof?

In this talk: address the previous bullet point by examining ‘n-tuple laws’
for Lévy processes and positive self-similar Markov processes.
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For convenience we shall also assume that X has two sided jumps and 0 is
regular for (0,∞) and (−∞, 0) for X .

Π will be the Lévy measure and for x > 0, Π
+
(x) = Π(x ,∞).

Standard theory allows us to construct a local time at zero, say L, for the
strong Markov Process X − X . Then defining Ht = X

L
−1
t

(with the

formality H∞ := ∞) gives us the ascending ladder height processes
(L−1,H ). The pair (L−1,H ) is a (killed) bivariate subordinator with
potential measure denoted by

V (ds, dx) =

Z ∞

0

dt · P(L−1
t ∈ ds, Ht ∈ dx)

The same construction can be done for −X giving us the descending
ladder height process (bL−1, bH ) and associated potential measure
bV (ds, dx).

The ladder processes has (amongst other things) hidden information about
the distribution of X t , τ+

x and

G t = sup{s < t : Xs = X s}.
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Theorem (Doney and K. 2006)

For each x > 0 we have on u > 0, v ≥ y , y ∈ [0, x ], s, t ≥ 0,

P(τ+
x − G

τ
+
x −

∈ dt , G
τ
+
x −

∈ ds, X
τ
+
x
− x ∈ du, x − X

τ
+
x −

∈ dv , x − X
τ
+
x −

∈ dy)

= V (ds, x − dy) bV (dt , dv − y)Π(du + v)

where the equality holds up to a multiplicative constant.

s t

y

u

v

x
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We can define a new law P
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x on the space of non-negative cadlag paths

paths initalized at x > 0 via the semi-group
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0 > t)

where z > 0 and bV (z) = bV (R+, [0, z ]).

Work of Bertoin, Chaumont, Doney and others help us justify the claim
that (X , P↑

x ) as a Doob h-transform is the result of ”conditioning”X to
stay non-negative.

Moreover, in the sense of weak convergence with respect to the Skorohod
topology, they have also shown that P

↑ := limx↓0 Px is well defined.

The Tanaka-Doney pathwise construction of (X , P↑) from (X ,P) replaces
excursions of X from X by their time-reversed dual.

Tanaka-Doney construction of P
↑ together with the quintuple law at first

passage gives us a quintuple law at last passage.
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→X t
= inf{Xs : s ≥ t}

be the future infimum of X ,
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= inf{s > t : Xs −→X t

= 0}

is the right end point of the excursion of X from its future infimum
straddling time t . Now define the last passage time

Ux = sup{s ≥ 0 : Xt ≤ x}
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Let

→X t
= inf{Xs : s ≥ t}

be the future infimum of X ,

→D t
= inf{s > t : Xs −→X t

= 0}

is the right end point of the excursion of X from its future infimum
straddling time t . Now define the last passage time

Ux = sup{s ≥ 0 : Xt ≤ x}

Theorem
Suppose that X is a Lévy process which does not drift to −∞. For s, t ≥ 0,
0 < y ≤ x , w ≥ u > 0,

P
↑(→DUx

− Ux ∈ dt , Ux ∈ ds , X
−→Ux − x ∈ du, x − XUx− ∈ dy , XUx − x ∈ dw)

= V (ds , x − dy) bV (dt ,w − du)Π(dw + y)

where the equality hold up to a multiplicative constant.
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{→DUx

− Ux ∈ dt , Ux ∈ ds , X
−→Ux − x ∈ du, x − XUx− ∈ dy , XUx − x ∈ dw}

x

w

y

u

s t
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Corollary
Suppose that X is a Lévy process which does not drift to −∞. For
t > 0, x ≥ z > 0, s > r > 0, 0 ≤ v ≤ z ∧ x , 0 < y ≤ x − v , w ≥ u > 0,

P
↑
z (G∞ ∈ dr , X∞ ∈ dv ,

→
D

Ux
− Ux ∈ dt ,

Ux ∈ ds, X
−→

Ux
− x ∈ du, x − XUx− ∈ dy , XUx

− x ∈ dw)

= bV (z)−1 bV (dr , z − dv)V (ds − r , x − v − dy) bV (dt , w − du)Π(dw + y)

where the equality holds up to a multiplicative constant.
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Corollary
Suppose that X is a Lévy process which drifts to ∞. For t , x , v > 0, s > r > 0,
0 ≤ y < x + v , w ≥ u > 0,

P(G∞ ∈ dr , −X∞ ∈ dv ,
→
D

Ux
− Ux ∈ dt , Ux ∈ ds,

X
−→

Ux
− x ∈ du, x − XUx− ∈ dy , XUx

− x ∈ dw)

= bV (∞)−1 bV (dr , dv)V (ds − r , x + v − dy) bV (dt , w − du)Π(dw + y)

where the equality holds up to a multiplicative constant.
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positivity parameter ρ = P(Xt ≥ 0) ∈ (0, 1), then the following facts are known:

Its jump measure is given by

Π(dx) = 1(x>0)
c+

x1+α
dx + 1(x<0)

c−

|x |1+α
dx

Its renewal measures V (dx) := V (R+, dx) and bV (x) := bV (R+, dx) are
known

V (dx) =
xαρ−1

Γ(αρ)
dx and bV (dx) =

xα(1−ρ)−1

Γ(α(1 − ρ))
dx .

The process (X , P↑
x ) is a positive self-similar Markov process with index α

meaning for k > 0, the law of (kXk−αt , t ≥ 0) under P
↑
x is P

↑

kx and that it
respects the Lamperti representation

Xt = x exp{ξθ(tx−α)}

where θ(t) = inf{s ≥ 0 :
R s

0
exp{αξu}du > t}. and ξ is a Lévy process.
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x ) one computes the law of the global infimum of ξ by the
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The Lamperti-stable process ξ

Many characteristics can be computed explicitly (see eg Caballero and
Chaumont 2006).

The process ξ drifts to +∞.

Its jump measure is given by

ν(dx) = 1(x>0)
c+e(α(1−ρ)+1)x

(ex − 1)α+1
dx + 1(x<0)

c−e−αρx

(e−x − 1)α+1
dx .

Using the law of the global infimum of a conditioned Lévy process applied
to (X , P↑

x ) one computes the law of the global infimum of ξ by the
Lamperti-transformation and thereby obtains

bV ([0, x ]) = (1 − e
−x )α(1−ρ).

One then uses Vigon’s equations amicales to give us an expression for the
jump measure of H : ΠH (x ,∞) =

R ∞

0
bV (du)ν(u + x ,∞) from which it

turns out to be easy to compute the potential

V (dx) =
sin(παρ)

π

Γ(α + 1)

Γ(αρ)Γ(α(1 − ρ) + 1)
(1 − e

−x )αρ−1
dx
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(1 − e−x+y)αρ−1(1 − e−v+y )α(1−ρ)−1

· e−v+ye(α(1−ρ)+1)(u+v)(eu+v
− 1)−α−1dy dv du.

Using the Lamperti representation this translates into a first passage
problem for (X , P↑

x ). Let b > x > 0. For u ∈ [0, b − x ], v ∈ [u, b) and
y > 0,

P
↑
x (b − X

τ
+

b
−

∈ du, b − X
τ
+

b
−

∈ dv , X
τ
+

b

− b ∈ dy) =
sin(παρ)

π

Γ(α + 1)

Γ(αρ)Γ(α(1 − ρ))

×
(b − x − u)αρ−1(v − u)α(1−ρ)−1(b − v)αρ(y + b)α(1−ρ)

(b − u)α(y + v)α+1
du dv dy ,
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sin(παρ)

π

Γ(α + 1)

Γ(αρ)Γ(α(1 − ρ))

×
xα(1−ρ)(b − x − u)αρ−1(v − u)α(1−ρ)−1(b − v)αρ

(b − u)α(y + v)α+1
du dv dy .

We can bring this identity back through the Doob h-transforms relating P
↑
x

and Px and through the Lamperti transformation to give (with obvious
notation): For θ ∈ [0, b], θ ≤ φ < b − u and η > 0

P

“
b − ξ

T
+

b
−

∈ dθ, b − ξ
T

+

b
−

∈ dφ, ξ
T

+

b

− b ∈ dη, T+
b

< T−
u

”

=
sin(παρ)

π

Γ(α + 1)

Γ(αρ)Γ(α(1 − ρ))
eb(1 − eu )α(1−ρ)e−θ−φe(α(1−ρ)+1)η(eb−θ

− 1)αρ−1(e−θ
− e−φ)α(1

× (eb−φ
− eu)αρ(eb−θ

− eu )−α(eη
− e−φ)−α−1dθ dφ dη.


