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1. Definition of random measures

m (S,S) = measurable (state) space.
m (Q, F,P) = probability space.

Sometimes it is useful to assume that P is only o-finite.
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Definition

m M = M(S) space of all o-finite measures on S.

m M = smallest o-field of subsets of M making the mappings
w— p(B) for all B € S measurable.

m N = space of all o-finite counting measures on S.

m A random measure on S is a random element n in M that is
uniformly o-finite. This means that there are measurable
sets B, € S, n € N, such that n(B,) < ~ a.s.

m A point process is a random measure 7 such that
P(n ¢ N) = 0.
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2. Intensity measure and distribution

The intensity measure of a random measure 7 is the measure A
defined by

A(B) :=En(B), BeS.

Theorem (Campbell’s theorem)

Letn be a random measure with intensity measure \. Then

/ f(s)n(ds) = / f(s)\(ds)

for all measurable f : S — [0, ).
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Let X1, Xo, ... be independent and identically distributed
random elements in S.

m The point process

n
ni=) o
=

is a Binomial process of size n based on the distribution of
Xi.

m |f n above is replaced with a Np-valued random variable Y
independent of (X,), then 7 is a mixed Binomial process
with random size Y.
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Let ¢ and n be random measures on S. The following
Statements are equivalent:

d
H<S{=n

(€(B1),-.-.&(Bk) £ (n(Br). ....£(By)) for all
By,...,Bx € S and k € N.

[ fd¢ g | fdn for all measurable f : S — [0, o).
Forall f: S — [0, 00)

Eexp / f(s ds) ]Eexp / f(s
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3. The Poisson process

A Poisson process on S is a point process n on S having the
following two properties:

m The random variables 7n(By), ..., n(Bm) are stochastically
independent whenever By, . .., By are measurable and
pairwise disjoint.

m There is a measure A on S such that

A(B)k

P((B) = k) =~

exp[-A(B)], keNg,BeS,

where coke=> := 0 for all k € Ny.
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Theorem

Let A\ be a o-finite measure on S. Then a point process n on S
is a Poisson process with intensity measure N if and only if

E exp [—/f(s)n(ds)} = exp [—/ (1- e—f(s))/\(ds)}

for all measurable f : S — [0, c0).

Corollary

Assume that n is a mixed sample process with sample
distribution F and a sample size distribution that is Poisson with
intensity v > 0. Then n is a Poisson process with intensity
measure vF.
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Theorem (Mecke 1967)

Let A\ be a o-finite measure on S. Then a point process n on S
is a Poisson process with intensity measure A if and only if

/fn, (ds) = /fn+5s, $)A(ds),

or, equivalently,

/f n —ds, S)n(ds) = /f n, S)A(ds),

for all measurable f : N x S — [0, c0).
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Example (Cox process)

Let I, denote the distribution of a Poisson process with
intensity measure . Let £ be a random measure on S. Then a
point process n on S is a Cox process driven by ¢ if

Pne-1& =N P-—as.
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4. Stationarity

Setting

G is a locally compact second countable Abelian group with
Haar measure ).

Definition (Shift)
For g € G define 6,5 : M(G) — M(G), by

Ogu(B) :=n(B+g), Beg.
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The group G operates on M(G), that is:

m 0y = idu(g)
m We have the flow property

Hg 9] 0h = 99+h, g, h € G

m The mapping (u, g) — fgu is measurable.

A random measure £ on G is stationary if

99525, ge G
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A Poisson process on G is stationary if and only if its intensity
measure is a multiple of Haar measure.

Example

Let n be a Cox process on G driven by the random measure &.
Then 7 is stationary if and only if £ is stationary.
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Setting

Let {0y : g € G} be a measurable flow on a measurable space
(W, ).

Example
For u € M(G x S) define

Ogu(Bx C) =u((B+g)xC), Beg,CeS.

Then {0y : g € G} is a measurable flow on M(G x S).
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Example
Letx: G— Sand g € G. Define §gx : G — S by
Ogx(h) == x(g+h), heG

Let W be a subset of the path space S€ that is invariant under
the above shifts equipped with the o-field VW rendering all
mappings x — x(g), g € G, measurable and such that

(g9, Xx) — Ogyx is measurable.
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Definition

m A random element X in W is stationary if
d
gX =X, geG

m A random measure £ on G and a random element X in W
are jointly stationary if

(656,00X) £ (¢,X), geG

Let ) be a stationary Cox process on G driven by the random
measure £. Then n and £ are jointly stationary.
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Definition

Let £ be a random measure on G and X a random element in
W. Assume that £ and X are jointly stationary. The measure

Pe x(A) = )\(B)_1E/B1{(09.£, 6,X) € AY(dg), Ae MaW,

is called the Palm measure of (£, X). Here B € G is a Borel set
with 0 < A(B) < oo. If the intensity

7e = A(B)""E¢(B)

of £ is positive and finite, then the normalized Palm measure
P?  := v; 'P¢ is called Palm distribution of (¢, X).
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Theorem (refined Campbell theorem)

Let ¢ and X be jointly stationary. Then

E / (8¢, 65X, 9)E(dg) = / / (1. X, G)Pe ({41, X))A\(dg)

for all measurable f : M(G) x W x G — [0, c0).

Corollary

The intensity measure of a stationary random measure & is a
multiple of the Haar measure . The multiple is the intensity ¢
ofé.
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Example

The Palm distribution of a stationary Poisson process 7 is
obtained from the stationary distribution by adding an atom at
0, that is:

PO =P(n+do € ).

Example

Let n be a Cox process on G driven by a stationary ¢ with a
finite intensity. Then

PO = [[14(u+ do.) € }a(d)Pd(d).
Hence, up to an additional atom at 0, the Palm distribution of n

is again that of a Cox process, driven by a random measure
with the Palm distribution of &.
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Theorem (Neveu’s exchange formula)

Let ¢ and n be random measures on G and X a random

element in W. Assume that ¢, n, and X are jointly stationary.
Then

[ 160t 001t 60x, ~g)i (d0)Pe x4, )

= // f(u, 1, X, @) (AQ)Pyy e x (A1, 11/, X))

for all measurable f : M(G) x M(G) x W — [0, oo].
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Corollary (Mass transport principle)

Letr : M(G) x M(G) x G x G — [0, 00) be measurable and
invariant under joint shifts of all arguments:

K‘(HFM7 HrMIa g_r7 h_r) = K’(/J’a /'[//797 h)7 u, /'L/ S M(G)7 r, g7 h € G
Then

]E//1B(h)/~e(g,h //15/ ) n(dg)é(dh)

for all B, B' € G with finite and equal Haar measure.

Proof

Apply Neveu’s exchange formula with

f(/‘? H/’ g) = ,{I(M’ //7 0, g)
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